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By the EuroSun 2022 Organizing Team 

 

From 25 - 29 September, ISES together with the IEA Solar Heating & Cooling Programme, welcomed almost 
500 scientists from 54 countries to Kassel for EuroSun 2022, the International Conference on Solar Energy 
for Buildings and Industry.  
 
After four conference days with contributions by 16 invited speakers from leading European and global 
institutions, almost 300 expert oral and poster presentations, five workshops, as well as two excursions to 
solar industry and research institutions, it is clear that a sustainable and crisis-proof heat and energy supply 
with renewable energies is possible. Critical pillars for this include especially heat pumps, solar energy and 
district heating based on local heat management plans.  
 
Spread over 20 conference themes, the latest research results, trends and technology developments 
covering components, applications and cross-cutting topics such as solar resources & energy meteorology, 
strategies, scenarios, financing and policies were presented. Special focal areas were thermal storage as well 
as digitalization and artificial intelligence, whereby the conference emphasis on heat supply especially for 
buildings and industry, could not have been more timely.  
 
A particular focus of the EuroSun 2022 organizers was to promote the exchange between young and 
experienced experts. Several events were held especially for young researchers including a Masters Course 
in Solar Energy, a Solar Speed Dating session and a special Young ISES Party. 75 students were also given 
free admission to the conference as well as the option of private accommodation offered by local 
researchers during the conference days. The enthusiasm of young and emerging experts was omnipresent 
during the conference and the conference was enhanced by the exchange and the shared motivation to 
establish renewable energies as the solution to current and future supply problems. 
 
Prof. Klaus Vajen, together with Tomas Olejniczak Chair of the EuroSun 2022 conference, was very satisfied 
with the event: "Both in terms of security of supply and for climate protection, the long-neglected heat 
supply is of crucial importance. Many technical solutions using renewable energies have already been 
developed, are produce in Europe and can be used immediately." 
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Abstract 

This paper was prepared within the program of a national action plan for energy efficiency, where a building code 

will be prepared within this program in Libya. The goal of this work is to build a simulated environment that can 

accurately assess the energy consumption of a six-person, one-story family house. The simulation will consider 

the hot water heating system, the cooling and heating systems and the selection of building materials that help 

conserve energy. The TRNSYS model is built and programmed to evaluate system performance on an hourly 

basis throughout the year. 

As a result of using an insulating material for the building envelope, the cooling load of the building loads were 

reduced by 55% compared to the original design of the project. In addition, a hot water solar heater is used to 

produce around 2546 kWh (with solar fraction of 96%) of hot water yearly. A 15-kW roof top PV system is 

designed for this house. The total electric energy produced from this system is 25424 kWh. This electrical energy 

generated by the solar PV system is sufficient to cover the loads of air conditioning, heating, and the auxiliary 

heating element in the solar water heater. The surplus of electricity generated by PV system can be exported to 

the public network in non-summer months. 

Keywords: Low energy buildings, Solar cooling and heating, Rooftop PV, TRNSYS 

 

1. Introduction 

The continued rise in global demand for energy, especially in rapidly growing economies, has turned the issue of 

energy availability and security into an important geopolitical issue and a key component of all economies more 

than ever, especially with the Russo-Ukrainian war and the desire of European countries to search for new energy 

sources, especially from North African countries, instead of Russian oil and gas. Libya is facing a similar situation, 

as it depends entirely on fossil fuels as the main source of energy, in addition to the increasing consumption of 

energy against the background of large economic and population growth - all of which put pressure on the country. 

Also, due to the lack of renewable water resources, Libya depends partly on desalination, but it is expected that 

the share of desalination to provide water from desalination plants to the population will increase significantly in 

the near future, which will put additional pressure on the fossil fuels resources. In addition, the need for alternative 

and renewable energy is of strategic importance for the long-term prosperity and security of Libya's energy supply. 

In this context, this study was prepared to develop a sustainable sector for alternative and renewable energy in the 

Libyan state. 

The Libyan electricity sector is going through a complex crisis due to aging infrastructure and the aftermath of 

recent political instability and associated conflict.  The most visible and compelling aspect of the crisis is 

electricity blackouts and load shedding which are both increasing in severity every year. In simplistic terms, 

blackouts occur when the immediate demand for electricity exceeds the immediate supply. This triggers an 

unavoidable self-protection response from the generation and grid equipment, that rapidly shuts down the grid. 

Once offline, it can take hours to restart the grid. Load shedding is the practice of selecting parts of the grid to 

deliberately blackout, usually for several hours, to reduce the total load on the grid and thereby avoid a national 

blackout. The past response of the Libyan government to this crisis has been almost exclusively focused on trying 

to reduce blackouts, by maintaining and recovering the capacity to supply electricity. This translates into plans to 

overhaul existing power stations and build new stations which is a very expensive and slow process. However, 
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the government of Libya is now considering other responses in the form of Demand Side Management (DSM), 

Energy Efficiency (EE) practices, and Renewable Energy (RE) development. Successful energy efficiency 

interventions will reduce the demand for electricity without reducing the benefits that electricity provides to the 

population of Libya and can be implemented quickly and cost-effectively. In this paper, we will simulate the use 

of air-conditioning units with Minimum Energy Performance Standard (MEPS), as well as the use of energy-

saving LED lamps instead of the incandescent lamps currently used in buildings. 

The built environment in the world accounts for over 55% of delivered energy consumption (Hamilton and Rapf, 

2020). In Libya, the residential sector is responsible for almost 39% of final energy consumption (GECOL, 2010), 

Fig.1, where a huge proportion of electrical energy consumed in buildings is used to run air conditioning 

equipment. This is because Libya’s climate is characterized by high ambient temperatures and high humidity, 

especially during summer periods. Therefore, there is significant potential to improve energy efficiency with 

savings in space cooling and water heating. 

Libya’s per capita electric consumption is consistently above world averages. The current demand for electricity 

in Libya is about 9000 MW, with a deficit of more than 2,000 MW. The main source of peak demand comes from 

air conditioning and heating load in summer and winter respectively. Based on monitoring of the energy situation 

in Libya, the United Nations estimates that air conditioners constitute between 40-70% of the peak electricity 

demand in the summer, while lighting constitutes about 10-15% of the total demand (UN Support Team in Libya, 

2021). In addition, the increase in demand of air-conditioning has significantly increased and become the major 

of electricity consumption in residential buildings. Therefore, if quick measures are not taken to reduce the large 

increase in electricity loads, the General Electricity Company in Libya -GECOL, which is responsible for the 

generation, transmission, and distribution of electricity, will not be able to keep pace with the increasing loads on 

the one hand, which is now suffering from a generation deficit of more than 2000 megawatts on the other hand. 

Energy efficiency involves using less energy to provide the same or an improved level of service to the energy 

consumer in an economically effective manner. Energy efficiency enhances energy security, stimulates the 

economy of countries, makes energy more affordable to families and businesses, creates jobs, provides economic 

benefits (increased productivity, lower costs, net job creation) and improves people’s well-being and comfort. 

Achieving Libya’s desired energy efficiency outcomes will require involvement of a broad range of actors. While 

there are many challenges to overcome in appropriately influencing all involved, consistent and appropriate energy 

efficiency policies are the foundational element for success.  

This paper, directed to the Libyan government to draw its attention to the importance of focusing on initiating 

energy efficiency initiatives on the one hand and designed for architects and intended to be as direct and practical 

as possible, summarizes the knowledge needed to integrate energy efficiency principles of active solar 

technologies in buildings, while dealing with the same time with issues of architectural integration and energy 

production requirements. 

 

Fig. 1: Distribution of end energy consumption in Libya 
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2. Analysis Approach 

 The first step to design the low energy house is to reduce the energy consumption at minimal through passive 

design (insulation, orientation, natural ventilation, etc.). The next step is to use renewable energies to cover the 

optimized thermal loads; geothermal heat pumps, small wind turbines and solar energy are common methods to 

produce the required energy in the house. Flat plate collectors and PV panels offer a practical solution since they 

can be integrated on the design on the building. Also, a PVT collector system may be used for hot water production 

and electricity generation for the house. The technical specifications and the analysis of the PVT system is 

explained in detail by the authors in (Alkishriwi & Elayeb, 2017). The last step is to use conventional resources, 

e.g., extra energy from the grid as efficient as possible; it has a lot of importance in places where renewable energy 

resources are limited; however, the goal is to achieve energy neutrality without this last step. In this study, we 

seek to reduce the need for energy in the house under study as much as possible, while generating enough energy 

to meet the needs of the house and exporting the surplus to the public network to achieve the principle of a plus-

energy building. When designing and constructing residential buildings, some auxiliary rules must be considered 

in the implementation of systems and specifications that lead to energy savings and reduce the operational cost of 

buildings to reach economic buildings in operation through the following: 

• The use of thermal insulation materials for all external elements such as roofs, walls, bridges, and columns. 

• Use double glazing for all external openings. 

• Implementation of solar architecture standards to reduce heating and cooling loads. 

• Use of solar energy technologies (every possible) to heat and cool the interior spaces of the building. 

• Using solar energy to secure hot water for buildings when needed. 

• Switch to the use of energy-saving lamps (LED lamps). 

• Install photovoltaic cells to generate electricity as much as possible. 

3. Building Description 

The building is a typical residential building for a family located in Tripoli. The building is made of one-story 

building, Fig.2. It has a total volume of 594 m3 and a treated floor area of 198 m2 per house.  

 

 

Fig. 2: The typical residential building under study 

 

According to the construction files of building, walls are built as multi-layer to provide high quality of thermal 

insulation, high soundproofing with overall heat transfer U-Value (0.4-0.5 W/m2. k). Likewise, the construction 

of the roof based on multi-layers to provide high quality of thermal insulation, high soundproofing with overall 

heat transfer U-Value (0.3-0.4 W/m2. k). The overall U-value for the Floor is ranged between (0.4 to 0.5 W/m2. 

k). The criteria to choose the technology is based on that insulation should be located outside. Table 1 shows the 

properties of selected insulation materials in both cases: Reference Case and Target (Low Energy) Case. 
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Tab. 1: The properties of selected insulation materials 

 Reference Case Target Case 

External walls, W/m2K 2.8 0.5 

Floor, W/m2K 0.6 0.5 

Roof, W/m2K 2.2 0.4 

Average uncontrolled infiltration, ACH 0.5 0.1 

Glazing, W/m2K 2.1 1.4 

 

4. The Operative Conditions 

Libya is a country in the middle of North Africa, bordering the Mediterranean Sea to form a coast 1900 km long, 

1,750,000 km2 deep in the Sahara, Fig.3. It is exposed to a solar radiation reaches to 2300 kWh/m2 /year, and 

sunshine duration is about 3500 h/year (Glaisa et al 2014).  

Tripoli is located in  the northwest of Libya with the GPS coordinates of 32° 53' 7.2708'' N and 13° 10' 48.5796'' 

E. Geographically located at the Mediterranean Sea on a plateau 17 meters above sea-level. Tripoli has relatively 

hot weather in summer with high humidity. Temperatures average around 33 °C in the mid of this season, although 

sometime reached 47 °C or above. In the evening the average temperature is around 28 °C due to cool breezes. 

Winter is a cold season. Rainfall  usually starts from October to the end of April. The temperature drops to around 

15 to 18°C. In Spring and Fall the weather becomes moderate, and usually there is no need to any cooling or 

heating system in this time of the year (Mashena and Alkishriwi 2016). The temperature set point  is defined for 

this analysis in 24°C. 

 

 

Fig. 3. Location of Tripoli, Libya (source: https://www.nationsonline.org/oneworld/map/libya-political-map.htm) 

 

Building insulation was rare until recently in Libya.  With the spread of air conditioning and the excessive 

consumption of electrical energy, interest in thermal insulation began to appear in some buildings in a limited 

way. This coincided with the authorities' interest in introducing energy efficiency standards and labels for 

appliances and equipment, where the energy efficiency specifications for air conditioners have been approved, 

with a minimum energy efficiency ratio (EER) not less than 11 BTU/h/W (Libyan national center of 
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standardization and metrology, 2022).  Domestic water heating is done using electricity in Libya so far, despite 

the favorable conditions for the use of the solar heater in the country. Figure 4 shows the hot water consumption 

pattern adopted in this study. 

To run the simulation for a whole year, a weather data for Tripoli city was used. These are data for the typical 

meteorological year (TMY) for the period 1990-2005. This weather data is read by Type 109 TMY2 in TMY2 

format which it uses to compute radiation on different surfaces defined by the user. Theses data is also compared 

with the data downloaded from (Photovoltaic Geographical Information System website). A good agreement was 

obtained by comparing the two weather data files together. 

 

 

Fig. 4 shows the hot water consumption pattern 

 

5. Model Approach 

The dynamic simulation of multizone building, solar heaters, and solar photovoltaic system is carried out using 

the TRNSYS program (TRNSYS Simul. Platform, Sol., Univ. Wisconsin-Madison). The simulation was 

conducted for the selected systems over a year and at a time step of 15 minutes.  The program chosen to model 

the residential building in terms of thermal loads (cooling and heating loads) as well as the power supply system 

of the solar building is TRNSYS. This transient systems simulation software was developed by the Solar 

Laboratory at the University of Wisconsin. This software supports detailed simulations of multi-zone buildings 

and their power supply equipment. TRNSYS equipment library includes advanced building models; many 

components of equipment commonly found in the construction of thermal power systems; Components that 

facilitate entry of weather data, equipment, and specific schedules; and components that support the output of 

simulation results. 

The objective of this work is to build a simulation environment that can evaluate accurately the energy 

consumption of a 6 people, one story family house. The simulation will consider hot water heating system, PV 

system, and selection of construction materials helps in energy conservation. A TRNSYS model was constructed 

and programmed to evaluate the performance of the system on hourly basis throughout a complete year, Fig.5. 

The simulation of the residential building aims to calculate the effect of the shape of the building, external and 

internal walls, lighting, windows, internal loads for individuals, ventilation, roof and floor on thermal loads, in 

order to calculate the cooling and heating loads over a whole year. From the side of the energy supply to the 

building, the solar hot water system was simulated, and the building was supplied with electricity by installing a 

15-kilowatt photovoltaic system. 
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Figure 5. Performance prediction model. 

6. The Results 

The TRNSYS model is built for cooling, heating, water solar heater and PV system. The simulation was conducted 

to evaluate system performance on an hourly basis throughout the year. Here a sample of the results will be 

presented, discussed and some comparisons made. 

Figures 6, 7 show the instantaneous cooling and heating loads throughout the year, while Figure 8 shows the 

accumulated energy required for cooling and heating in both cases: the reference case (business as usual- BAU) 

and the target case (sustainable-SUS). It is noticed that the cooling loads appear in March and increase steadily 

until October, when the weather begins to moderate before the heating loads appears in December. It is also 

noticed that the cooling loads are more important than the heating loads according to the weather of the Tripoli 

city. Similarly, the possibility of reducing the cooling loads seems more effective and illustrates the feasibility of 

energy efficiency in buildings in Libya, especially during summer, where the need for air conditioning is greater 

and the generation deficit in the electrical network increases. 

 

Fig. 6: Cooling and heating load in BAU case. 
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Fig. 7: Cooling and heating load in SUS case. 

 

Fig. 8: Accumulated energy for cooling and heating load in BAU case and SUS case. 

From the results obtained, it is clear that the annual cooling loads can be reduced from 151 kWh/m2 in the BAU 

case to 67 kWh/m2 in the SUS case. Figure 9 shows monthly cooling loads in both cases BAU and SUS. It can 

be seen that the significant impact of building insulation on saving energy wasted in building cooling. 

 

Fig. 9: Cooling load in the building in both cases 
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A 15-kWp roof top PV system is designed to supply the house with the necessary electrical energy . Figure 10 

shows the daily monthly average of the solar irradiance incidence per unit area of the PV panels (the right vertical 

axis), as well as the monthly energy generated by the solar cells (DC output) and the electrical energy converted 

by the inverter (AC output) to feed the loads of the house. The total electric energy produced from this system is 

about 25424 kWh annually. 

 

Fig. 10: PV electricity generation during the year on the roof of the house 

This amount of energy is sufficient to operate an efficient heating and air conditioning system (4048 kWh when 

the minimum energy efficiency ratio, EERmin=11; according to the Libyan Energy Efficiency Standard for Air 

Conditioning and Heating Equipment 2022) and the energy consumed by the auxiliary heating unit (about 111 

kWh annually), in addition to lighting and other household electrical supplies, Fig.11. The surplus generated 

energy can be exported to the public grid . In the same Figure, the monthly saving of electrical energy can be 

observed in the processes of air conditioning, heating and domestic water heating. As the total annual electrical 

energy savings in these processes is about 8294 kWh. Also, the figure shows the thermal energy used in solar 

water heating. The annual average of the solar fraction is equal to 96%. It is worth noting that the remaining 4% 

of water heating was made using solar electricity generated by PV system. 

 

Fig. 11: Energy balance diagram 
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7. Conclusions 

A proper passive design can reduce considerably the amount of energy that has to be consumed to cover the 

cooling or heating load. Our studies have shown that proper wall and roof insulation alone can save up to 55% of 

the energy used in MENA (Middle East and North Africa) region, especially in the residential sector. The 

prevailing climate in Libya, provides a suitable environment for zero-energy and plus-energy buildings. This 

would save huge amounts of fossil fuels burned daily to generate electricity in Libya, thus reduce the emission of 

tons of carbon oxides, in addition to contributing to solving the electricity generation deficit, which is a real 

problem at the present time in Libya. For Example, the average efficiency of the power plants currently operated 

in the Libyan utility grid in 2016 did not exceed 33.3%. This means that 66.7% of the fuel that was consumed in 

those stations was wasted, and this lost value represents about 2275 million dinars of the value of the fuel subsidy 

allocated to the GECOL in the same year, which resulted in the emission of about 23 million tons of carbon 

dioxide (Eshtaiwi, et al.2022). The authors recommend the local authorities in Libya pay attention to energy 

efficiency in buildings, and adopt the appropriate specifications for that, especially at this phase that has a shortage 

of electricity generation and the instability of the public network. Rooftop solar PV systems play an important 

role in the energy mix of sustainable cities. Currently, the installation of rooftop units can be an important option 

at this point for grid-connected solar deployment where utility scale PV systems are difficult to install on the 

ground due to instability in the country. Also, homeowners can reduce their electricity bills by consuming the 

energy produced by rooftop solar PV systems. In addition, these systems enable owners to export energy to the 

grid and make financial profits. Thus, this empowerment turns the owners of rooftop solar PV systems into the 

so-called producers and consumers, which is important now in the face of a significant increase in electricity 

prices. 
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Abstract 

The paper proposes an energy trading strategy that emulates residential building electrification through a lab-

scale microgrid in Tunisia. A Mid-Market Rate (MMR) model is proposed for a 10kW grid-connected PV 

microgrid including battery storage and emulated loads. The trading algorithm proposes a uniform trading 

price for both electricity export and import within the microgrid. Multiple scenarios are formulated with 

regard to load profile, system sizing, and electricity market conditions. The results are analyzed and a set of 

Key Performance Indicators (KPIs) are defined to compare the proposed scenarios. The preliminary analysis 

shows that the proposed algorithm reduces the CO2 emissions of the microgrid by 24% and improves the 

self-consumption of the locally generated energy. The model can be scaled up to include local communities 

effectively. 

Keywords: energy trading, energy management strategy, microgrid, mid-market rate, peer-to-peer. 

1. Introduction 

Microgrids operate in distribution markets, which differ from the wholesale market not only in the size of the 

bids for energy trading, but also in the source of their energy –mainly from renewable sources with near-zero 

marginal cost. The transition into smarter and greener energy networks requires the utilization of new 

technologies and market models, thus, bringing the innovative business model of Peer-to-Peer (P2P) energy 

trading into context. The main objectives of the use of the P2P energy trading model are the maximization of 

the benefits of the users and the energy balance of the grid.(Yang et al., 2019) 

Many models have been developed in recent years and multiple authors have compared and analyzed the 

performance of such energy trading mechanisms. Zhang et al. compared three pricing models: Double 

Auction, MMR, and Supply and Demand Ratio, and proposed a P2P energy trading framework considering a 

dynamic retail price and a forecasting agent to predict prices and energy production(Zhang et al., 2019). 

Long et al. compared three different P2P energy trading structures, namely, a Bill Sharing; MMR, and 

Auction-based Pricing Strategy. The clearing price mechanism of each of these market paradigms is tested in 

a PV-powered microgrid model with 10 households connected to the grid. The simulation resulted in a 

substantial reduction in energy prices (Long et al., 2017). Kuruseelan et al. used a Bill Sharing and MMR 

approach to study the performance of different market structures in P2P energy trading and compared them 

with a traditional Peer-to-Grid (P2G) scenario. These markets were designed and applied to a microgrid 

composed of three prosumers with PV generation and one non-PV consumer. The study showed that the 

income perceived by the prosumers is greater when MMR is used as the clearing-price mechanism (Subburaj 

and C, 2019).However, these findings cannot be adopted in various cases, given that the simulation is highly 

dependent on the local context. The present study focuses on adapting MMR algorithm to the Tunisian 

electricity market conditions while considering local scenarios and constraints. 
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This paper assesses the performance and techno-economic viability of a lab-scale microgrid system, 

SMARTNESS (Smart Micro-grid plAtfoRm wiTh an eNergy managEment SyStem), implemented at the 

National Engineering School of Tunis, El Manar, Tunisia, in the framework of the Euro-Mediterranean 

project Med-EcoSuRe (“Med-EcoSuRe,” n.d.). It explores the feasibility of social cooperation between 

prosumers within the energy network in establishing their sustainable participation in a P2P energy trading 

setup. The microgrid is composed of four households with an individual PV installation and a Li-ion battery 

for one of the houses. Moreover, a central unit, with a PV installation and two battery modules acts as the 

operator of the microgrid and deals with the energy management and exchange of power with the grid. The 

microgrid architecture and real photo are demonstrated in Figure 1. 

  
(a) (b) 

Figure 1: SMARTNESS microgrid. (a) Microgrid architecture. (b) Real photo (“Med-EcoSuRe,” n.d.). 

2. Methodology  

A MMR method was developed based on the economic models proposed by (Long et al., 2017) and 

(Subburaj and C, 2019). This model consists of setting an internal price of electricity to trade energy inside 

the microgrid and is defined as the simple average of the retail prices to sell energy to the grid and buy 

energy from the grid, ensuring that every agent is treated equally. The MMR is developed for the 

hypothetical case of a Feed-in Tariff (FiT) scheme in the Tunisian electricity market, contrary to the net-

metering system currently in place. Moreover, the retail price paid by the consumer is calculated according to 

a tier tariff scheme based on the amount of electricity consumption as established by the Tunisian Society of 

Electricity and Gas (STEG) (“STEG: Les tarifs d’électricité,” 2019). The electricity tariff as of 2021 can be 

seen in Table 1.  

Table 1. Low voltage electricity tariff in Tunisia. (“STEG: Les tarifs d’électricité,” 2019) 

Sector 1 – 200 kWh 201 – 300 kWh 301 – 500 kWh 501 or more kWh 

Residential 

(mill/kWh) 
176 218 341 414 

 

2.1 Mid-Market Rate Model 

The internal price of electricity is computed as per the MMR methodology as follows: 

𝐶𝑃2𝑃 =  
𝐶𝐵𝐹𝐺 + 𝐶𝑆𝑇𝐺

2
 (Eq. 1) 

      

Where: 

𝐶𝑃2𝑃 : Internal Price in P2P Microgrid. 

𝐶𝑆𝑇𝐺: Retail price of Energy, Sell To Grid (STG). 
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𝐶𝐵𝐹𝐺 : Retail price of Energy, Buy From Grid (BFG).According to the power balance between the load and 

the power generation, there may exist three different cases which will affect the internal price of energy; an 

energy balance between generation and demand (scenario 1), an excess of energy generated (scenario 2), or a 

lack of energy generated (scenario 3) within the microgrid. With each case, the MMR remains the same, but 

the price to import or export electricity will be determined according to the energy balance in a given 

timeslot. The model considers one-hour timesteps to perform the power balance of the system and the 

amount of energy imports and exports, and the change of tier in the tariff scheme, will affect the electricity 

bill of each prosumer differently. 

The power production in the microgrid is considered as the power exported from the houses to either the 

central battery or the main grid, and the power exported from central PV and central battery to the houses 

and or grid: 

𝑃𝑝𝑟𝑜𝑑(𝑡) = ∑ (𝑃𝑃𝑉
𝑛 (𝑡))

𝑁

𝑛=1
+  𝑃𝐶𝐵_𝑡𝑜_ℎ𝑜𝑢𝑠𝑒𝑠(𝑡) (Eq. 2) 

 

Where: 

𝑃𝑝𝑟𝑜𝑑(𝑡): Total PV production within the Microgrid in kW at timestep (t) 

𝑃𝑃𝑉
𝑛 (𝑡): PV production of each prosumer “n” in kW for timestep (t) 

𝑃𝐶𝐵_𝑡𝑜_ℎ𝑜𝑢𝑠𝑒𝑠(𝑡): Power exported from the Central battery to the prosumers in kW for timestep (t) 

 

The load in the microgrid will, thus, be the sum of the houses’ imports and the local consumption of the 

central unit plus the power delivered to the central battery. Given that the central battery is considered in the 

load computation, it is possible to characterize the central battery as a dynamic load balancing the microgrid: 

𝐿(𝑡) =  ∑ 𝐿𝑛(𝑡)
𝑁

𝑛=1
+  𝐿𝐶𝐵(𝑡) 

(Eq. 3) 

 

Where: 

𝐿(𝑡): Total Load within the Microgrid in kW for timestep (t). 

𝐿𝑛(𝑡): Load of user “n” (including Central consumption) in kW for timestep (t). 

𝐿𝐶𝐵(𝑡): Load of the Central Battery in kW for timestep (t). 
 

The first scenario occurs when the power produced is exactly equal to the load of the microgrid. This may 

occur when the batteries and loads can absorb the energy exported by all the other agents. In this case, both 

the import and export prices for each prosumer will be equal to the internal price: 

𝐶𝑖𝑚(𝑡) = 𝐶𝑃2𝑃 (Eq. 4) 

𝐶𝑒𝑥(𝑡) = 𝐶𝑃2𝑃 (Eq. 5) 

 

Where: 

𝐶𝑖𝑚(𝑡): Price of Imported Energy 

𝐶𝑒𝑥(𝑡): Price of Exported Energy 

 

The second scenario occurs when the power production is higher than the demand, the remaining of the 

power production will be exported to the main grid at the sell-to-grid price, lowering the final price of 

energy: 

𝐶𝑖𝑚(𝑡) = 𝐶𝑃2𝑃 (Eq. 6) 
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𝐶𝑒𝑥(𝑡) =
𝐿(𝑡) ∗ 𝐶𝑃2𝑃 +  ( 𝑃𝑝𝑟𝑜𝑑(𝑡) − 𝐿(𝑡)) ∗ 𝐶𝑆𝑇𝐺

𝑃𝑝𝑟𝑜𝑑(𝑡)
 

(Eq. 7) 

 

The third and final scenario proceeds when the energy production is lower than the demand, in this case, all 

the energy produced is consumed by the prosumers, while the remaining of the load is supplied by the main 

grid, causing the prices of electricity to increase inside the microgrid. 

𝐶𝑒𝑥(𝑡) = 𝐶𝑃2𝑃 (Eq. 8) 

𝐶𝑖𝑚(𝑡) =
𝐿(𝑡) ∗ 𝐶𝑃2𝑃 + (𝐿(𝑡) −  𝑃𝑝𝑟𝑜𝑑(𝑡)) ∗ 𝐶𝐵𝐹𝐺

𝐿(𝑡)
 

(Eq. 9) 

As the prices vary on an hourly basis depending on the ratio of energy imported from or exported to the main 

grid, the electricity bill for each individual household is calculated by considering the different prices and 

consumption levels at each timestep as follows: 

𝐶𝑗 = ∑ (𝑃𝑖𝑚
𝑗 (𝑡) ∗ 𝑡 ∗ 𝐶𝑖𝑚(𝑡))

𝑇

𝑡=0
− ∑ (𝑃𝑒𝑥

𝑗 (𝑡) ∗ 𝑡 ∗ 𝐶𝑒𝑥(𝑡))
𝑇

𝑡=0
 (Eq. 10) 

Where: 

𝑃𝑖𝑚
𝑗 (𝑡): Imported Power of User “j” 

𝑃𝑒𝑥
𝑗 (𝑡): Exported Power of User “j” 

The electricity bill for the Central Unit will be calculated differently as it needs to have an overall earning to 

pay for operation and maintenance expenses, therefore, the central battery is arbitrarily considered to export 

energy to the prosumers at buy-from-grid price and import energy at the internal price of energy: 

𝐶𝐶𝑒𝑛𝑡𝑟𝑎𝑙 = ∑ (𝑃𝑖𝑚
𝐶𝑒𝑛𝑡𝑟𝑎𝑙(𝑡) ∗ 𝑡 ∗ 𝐶𝑖𝑚(𝑡))

𝑡=0𝑇

− ∑ (𝑃𝑃𝑉
𝐶𝑒𝑛𝑡𝑟𝑎𝑙(𝑡) ∗ 𝑡 ∗ 𝐶𝑒𝑥(𝑡) + (𝑃𝐶𝐵_𝑒𝑥𝑝𝑜𝑟𝑡𝑠

𝐶𝑒𝑛𝑡𝑟𝑎𝑙 (𝑡) ∗ 𝑡 ∗ 𝐶𝑆𝑇𝐺  )
𝑡=0𝑇

 

(Eq. 11) 

Where: 

𝑃𝑖𝑚
𝐶𝑒𝑛𝑡𝑟𝑎𝑙(𝑡): Imported Power of Central Unit in kW for timestep (t) 

𝑃𝑃𝑉
𝐶𝑒𝑛𝑡𝑟𝑎𝑙(𝑡): Exported PV Power of Central Unit in kW for timestep (t) 

𝑃𝐶𝐵𝑒𝑥𝑝𝑜𝑟𝑡𝑠

𝐶𝑒𝑛𝑡𝑟𝑎𝑙 (𝑡): Central Battery exports in kW for timestep (t) 

 

2.2 Microgrid Scenarios 

For a comprehensive analysis, multiple scenarios of microgrid configurations are defined to evaluate the 

trading algorithm. These scenarios evaluate the impact of changing microgrid parameters such as BFG 

prices, load profiles and PV production on energy trading. Typical load profile values were obtained from 

OpenEL developed by the US Department of Energy and used for the houses in the microgrid (OpenEI, n.d.). 

Moreover, the PV generation profile was obtained for the city of Tunis from NREL data (NREL, n.d.).The 

baseline scenario is designed to be run with STG price of zero and central battery capacity of 4.8 kWh. Other 

scenarios include increasing the battery capacity, modifying the BFG and STG prices and changing the load 

profiles of individual prosumers.  
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Table 2:Analyzed Microgrid Scenarios 

Case Description Purpose 
 

Baseline 

The load profiles are obtained by 

multiplying the original data (OpenEI, 

n.d.) by a random factor ranging from 

0.75 to 1.25, the PV profiles(NREL, 

n.d.) are multiplied by 0.9 to 1.1 

To serve as a baseline to compare with all 

the other scenarios. The random choice of 

the multiplying factors in load and PV 

profiles is made so that trading between 

houses is possible. 
 

Optimum PV 

production 

(HOMER) 

A simulation of microgrid is run in 

Homer Pro and optimal values for PV 

production are obtained, PV production 

is increased for each user to match these 

optimal values; load profile remains the 

same 

This represents the best possible case with 

regards to sizing the PV modules. The effect 

of higher exports levels at optimum PV 

production were analyzed 

 
 

Higher battery 

capacity 
The total battery capacity is doubled 

To analyze the effect when energy can be 

stored or sold to central. Increased battery 

size will allow energy to be traded between 

the central unit and individual houses. 
 

 

One high 

consumer 

One of the prosumers has a load profile 

4 times higher than the original, 

allowing it to absorb most of available 

energy in the microgrid 

To analyze the effect of increased trade 

within the microgrid. When the demand of 

one prosumer increases, it will obtain more 

energy from peers and central unit, causing 

an increase in trading price. 
 

Various STG 

prices 

STG prices are set at 0, 100, and 200 

mill as FiT 

To evaluate how changing the tariff will 

impact the earning and whether it causes a 

major difference in revenues for 

stakeholders. 
 

Load Profiles 

shifted by 12 

hours for 2 

prosumers 

The load profiles of 2 houses are shifted 

by 12 hours to simulate complementary 

load profiles inside the microgrid 

To increase the energy traded among the 

prosumers. The amount of energy traded 

increases with different load profiles 

Fixed BFG price 

BFG price is a fixed value set equal to 

the highest value in the tariff scheme i.e., 

414 mill and no longer depends on the 

energy consumption 

To evaluate earnings in a flat tariff scheme. 

In the baseline, the consumer is charged 

according to its consumption. Once we 

remove it, we can understand the earnings 

with a flat tariff structure 
 

Fixed BFG price, 

3 Low demand 

Prosumers & 1 

High-demand 

Prosumer 
 

BFG price is a fixed value set equal to 

the highest value in the tariff scheme i.e., 

414 mill, and no longer depends on the 

energy consumption. One of the 

prosumers’ demand is 4 times higher 

than the original and the rest have half 

the original demand 
 

To evaluate earnings in a flat tariff scheme. 

This will ensure that consumers are not 

penalized for additional consumption. 

Besides, one big consumer and 3 small 

consumers will increase the energy traded 

inside the P2P market as the bigger 

consumer will consume all the energy excess 

generated by rest 

 

 

 
E.E. Alvarado Alvarado et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

15



3. Results and Discussion 

The P2P energy trading model was analyzed for the scenarios described in Table 2, and the total savings 

were calculated by comparing the electricity bill for a microgrid with and without P2P trading. For this 

purpose, three main aspects were considered: environmental impact, electrical performance, and economic 

evaluation. 

For analyzing the environmental impact, the reduction in the carbon dioxide emissions was set as key 

performance indicator (KPI), which calculates the amount of CO2reduced by implementing energy trading 

algorithm inside the microgrid. The grid emission factor taken as a reference specifically for Tunisia was 463 

g/kWh. This grid emission factor was multiplied by the amount of energy traded inside the microgrid to 

calculate the amount of reduction. (“IFI Default Grid Factors 2021 v3.1 | UNFCCC,” n.d.; IFI TWG, 2020) 

For the electrical performance, the self-consumption level (SCL) and the self-sufficiency level (SSL) are 

considered. The SCL is the ratio between the total local consumption from the houses and the total amount of 

locally produced energy, in this case with Renewable Energy sources. It includes the surplus injected to the 

grid, and indicates which percentage of local generation is used to cover the demand. The SSL is the ratio 

between the consumption covered by local PV production and the total consumption from the houses. It 

indicates which percentage of the demand is covered by the local generation. 

Finally, for the economic evaluation, the net-present value (NPV) and the bill savings were calculated in 

Tunisian Dinars (TND). The NPV is the difference between the costs the system incurs over its lifetime and 

the revenue it earns over its lifetime, with the value at present time, with a discount rate of 6.25%based on 

Tunisian Central bank rate, and a lifetime of 25 years, the typical duration of a PV project (Reuters, 

2022).The bill savings indicate the difference between the cost of producing energy locally and making 

transactions directly with the grid (Business as Usual), and the cost producing energy locally produced and 

trading in the microgrid. The results from these KPIs are presented below in Table 3 and Figure 2. 

The results in Table 3 show that the Homer and higher battery capacity scenario optimize the NPV of the 

system and leads to a higher self-sufficiency. Both increase the amount of energy available for trading. One 

high consumer provides the highest savings as more energy trading takes place due to a high demand by the 

high consumer. Changing the STG prices does not have a significant effect on the KPIs defined. Similarly, 

shifting the load profile scenario has little impact on KPIs due to the load profile being mostly flat 

throughout the day. Having a fixed BFG price significantly improves the savings and NPV. In fact, a higher 

consumption by one of the prosumers causes increased electricity rates for all prosumers in the microgrid due 

to combined grid imports through one central unit and the tier tariff scheme in force in Tunisia as of 2021. 

Therefore, a scenario with fixed BFG price is simulated to ensure that the prosumers will not be severely 

affected by the tier tariff scheme, which resulted into higher savings compared to dynamic BFG price.  

The results for SCL show that at least 58.33% of the PV generation is used to cover the demand. These 

values are in accordance with results presented by other authors (Heilscher et al., 2014). A German study 

highlights that a PV system producing 1/3 of the annual demand may reach values of self-consumption of 

60-90%, which goes in accordance with the scenarios, as for most of the cases the PV generation is almost 

1/3 of the annual demand (Heilscher et al., 2014).  

From the SSL, it is possible to state that no more than 36% of the demand is locally covered during the year. 

This means that a major amount of power has to be imported from the Tunisian grid. This can be due to the 

lack of PV generation during the night which is usually a period of high demand in households, small PV 

generation in comparison to the load consumption, or lack of sufficient energy storage. A study in Spain 

shows that the values for self-sufficiency range between 30% and 40% for small consumers like offices and 

educational buildings (Ordóñez Mendieta and Hernández, 2021). Another study developed in Germany 

calculated the optimal electrical self-sufficiency for houses which ranges between 30% and up to 70% under 

specific frameworks (McKenna et al., 2017). The microgrid falls short in most scenarios if it is compared 
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with the German study. This could be because the PV generation is small compared to the load consumption, 

therefore, the use of batteries is advised to increase this ratio and to match the PV generation with the 

demand (Ciocia et al., 2021).  

Table 3: Results of KPIs for the analyzed scenarios 

Scenario 

CO2 

emissions 

avoided 

by 

Microgrid 

(tCO2) 

CO2 

emissions 

avoided 

by 

Microgrid 

with P2P 

(tCO2) 

Additio

nal CO2 

emission

s 

avoided 

SCL SSL 
NPV 

(TND)  

Saving 

(TND) 

1. Baseline case 6.5 8.1 26% 91% 24% - 48,005 - 1,375 

2. Optimum PV 

production (HOMER) 
11.2 12.5 12% 58% 36% - 42,659 - 1,582 

3. Higher battery 

capacity 
11.4 13.3 16% 58% 36% - 45,672 - 904 

4. One high consumer 12.8 17.7 38% 82% 29% - 1,653 1,702 

5. STG=0 6.5 8.1 26% 91% 24% - 48,005 - 1,375 

6. STG=100 6.5 8.1 26% 91% 24% - 47,576 - 1,340 

7. STG=200 6.5 8.1 26% 91% 24% - 47,148 - 1,306 

8. Load Profiles 

shifted 12 hours for 

two prosumers 

6.2 8.0 28% 89% 23% - 46,967 - 1,292 

9. Fixed BFG price 6.5 8.1 26% 91% 24% - 11,175 1,575 

10. Fixed BFG price, 

3 Low demand 

Prosumers & 1 High-

demand Prosumer 

11.2 12.5 12% 97% 18% 987 2,549 

 

Regarding the CO2 emissions avoided in a P2P market, the results show that using photovoltaic energy and 

batteries contributes significantly in reducing the carbon footprint, especially in countries like Tunisia that 

rely heavily on natural gas. 

From the SSL, it is possible to state that no more than 36% of the demand is locally covered during the year. 

This means that a major amount of power has to be imported from the Tunisian grid. This can be due to the 

lack of PV generation during the night which is usually a period of high demand in households, small PV 

generation in comparison to the load consumption, and lack of sufficient energy storage. A study in Spain 

shows that the values for self-sufficiency range between 30% and 40% for small consumers like offices and 

educational buildings (Ordóñez Mendieta and Hernández, 2021). Another study developed in Germany 

calculated the optimal electrical self-sufficiency for houses which ranges between 30% and up to 70% under 

specific frameworks (McKenna et al., 2017). The microgrid falls short in most scenarios if it is compared 

with the German study. This could be because the PV generation is small compared to the load consumption, 

therefore, the use of batteries is advised to increase this ratio and to match the PV generation with the 

demand(Ciocia et al., 2021).  
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Figure 2: Scenario-wise KPI analysis 

Concerning the economic analysis, negative values for NPV and savings represent that the project under 

those scenario conditions are not financially attractive. The resulting NPVs were mostly influenced by 

factors as the relatively high cost of investment, the replacement of the inverter every 10 years and the 

batteries every 15 years, and that the total billing of the microgrid was higher than expected in comparison to 

an individual configuration. The scenario 10 with one high consumer and fixed BFG price becomes 

profitable. In fact, under these conditions the prosumers would recover their investment with a small margin 

of gains, while decreasing their carbon emissions. 

In general, it was observed that under a high load profile, there is an overall higher energy import from than 

export to the grid. This higher import results in increased electricity cost, thus, there is a need to promote 

self-consumption to increase savings. The savings can be increased when the central battery capacity is 

expanded, as the central unit can, in this case, store more energy which allows more trading. If one prosumer 

has a much higher load than the others, there are notable savings in the monthly electricity bill. This is 

because the excess of energy available during peak sun hours from other prosumers is consumed by the 

consumer with high load profile. 

Implementing the Tunisian tier tariff scheme in the microgrid is challenging as the price of electricity is 

dependent upon total electricity consumption. A subsidy to the initial investment or a mechanism to promote 

the trading of the energy inside the microgrid and, hence, increase the savings in the energy billing, would 

contribute to making the project more economically feasible. Other schemes such as the participation in 

ancillary services markets could also improve the profitability of a smart microgrid, however, this falls out of 

the scope of this project. 

4. Conclusion 

P2P energy trading not only improves the local balance of energy generation and consumption but enable 

prosumers to move from being passive to active managers of their energy networks. The paper proposes an 

energy trading algorithm based on a Mid-Market Rate (MMR) for a lab scale microgrid emulating residential 

buildings in Tunisia. The model is evaluated for multiple scenarios proposed and key performance indicators 

are calculated for each one of them. The results reveal the environmental benefits of energy trading and 

highlight the importance of self-consumption. Moreover, the electrical performance of the algorithm is at 

part with similar projects across the world.  
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Around 60% of the PV generation is utilized for fulfilling the demand and 36% of the annual demand is 

covered locally at max. The trading algorithm has a positive environmental impact by reducing the emissions 

around 6-12% depending upon the scenario. Finally, the economic performance of the project depends upon 

the exact scenario considered and may or may not be financially lucrative. It is possible to observe a high 

dependence of revenues and the amount of energy traded inside the microgrid, which is a result of the 

interaction of the load and PV production profiles chosen for the prosumers.  Moreover, a fixed Buy-from-

Grid price is favourable for the total savings of the microgrid as it eliminates the negative impact of having 

consumption-dependant tariffs. A dynamic tariff that depends on time and not on consumption could have 

also been used and obtained a similar effect. The results can be used as a blueprint for future electricity 

market legal framework in Tunisia to promote energy trading in local microgrid setups.  
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Abstract 

The massive implementation of solar energy in urban environment is part of the strategic efforts that aim to 

diversify the energy matrix of a territory, achieving energy independence from fossil fuels in the medium to long 

term and mitigating carbon emission impacts. However, even if policies are defined regarding the massive 

implementation of solar energy in urban areas, there is still a lack of studies on the metrics underlying decision-

making enabling such an implementation. The improvement of decision making in the process which is complex calls 

for an integrated assessment of several metrics. Therefore, this work subscribes to the creating a framework that 

integrates and classifies the most important metrics indicating drivers and barriers for the implementation of 

photovoltaic panels in urban areas. The framework is assumed to be built in a systemic way in order to support the 

climate policy and public authorities aiming to integrate solar energy in their urban planning. 

Keywords: decision-making metrics, solar energy, photovoltaic panels, urban planning, solar districts  

1. Introduction 
Currently, more than 75% of global energy consumption occurs in urban territories (Martins et al., 2016). In 

relation to this matter, a pressing transition to renewables is requited due to the scarcity of fossil fuel based energy 

and also its consequent pollution  (Paleri, 2022) that can be partially addressed by the implementation of 

photovoltaic (PV) panels in urban areas (Cergibozan, 2022).  

This subject has gained even more notoriety given the necessity to be also energy independent from conflict zones 

(Ostrowski, 2022). As solar energy is a promising sustainable energy, urban areas may become high-potential 

electricity producers by deploying photovoltaic systems (Fakhraian et al., 2021). 

The growing scarcity of energy resources drives the incorporation of renewable energy sources in urban electrical 

systems worldwide (Goel et al., 2022). The increased use of solar energy in place of fossil fuel-based electricity 

can help cities striving to become more independent of highly polluting fossil energy to reach the net zero 

emissions. 

The solar energy will be one of the fastest growing renewable energy sources from now to 2050 worldwide, (Rigo 

et al., 2022), with a potential forecast of 8.5TW and as solar PVs are present the lowest-cost option for renewable 

electricity it is expected that investments will be propelled for its massive deployment the coming years, IEA 

(2021).  

To enable the implementation of photovoltaic systems in urban environments, it is important to make use of 

metrics capable of supporting decision makers, showing them clearly what are the benefits and limitations found 

in this kind of application. 

The decision-making process for the implementation of photovoltaic panels (PVs) in urban areas is multifaceted 

and it involves different disciplines varying between technical, economic, political, environmental and social ones. 

Therefore, these different metrics may influence local decision-makers whether to invest or not in the photovoltaic 

technologies. 

International Solar Energy Society EuroSun2022 Proceedings

 

© 2022. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientiic Committee
doi:10.18086/eurosun.2022.01.03 Available at http://proceedings.ises.org20



 
In addition, the authorities responsible for renewable energy projects, urban planners and the policy makers come 

from different backgrounds and need to make decisions accounting for the local conditions and maximizing the 

socio-economic benefits for their communities (Lobaccaro et al., 2019). 

Technological progress and cost reduction have allowed to significantly expand the use of solar energy in urban 

areas in recent years (Kammen and Sunter, 2016). Nevertheless, there is still a lack of studies to support decision 

makers in how to conduct a PV project in urban scale taking into account the various criteria that are essential for 

the implementation of solar energy in urban areas (P. et al., 2019).  

Hence, it is necessary to focus on enabling the application of large solar energy systems in cities in such a way 

that makes energy transition strategies feasible. To address the current need to expand the energy resources 

through photovoltaics, this article was developed to identify the most used metrics when implementing 

photovoltaic systems in urban context. 

2. Methodology  

An extended systematic literature review (SLR) with scientific content produced in between 2002 and 2022 was 

carried out in three phases as shown in Fig 1. The concepts were formulated in order to answer the central research 

question of: what quantitative metrics are used to assess PV systems deployment at large urban scales? 

 

Fig. 1. Extended systematic literature review (SLR) phases inspired from (Rigo et al., 2022) 

Firstly, the search criteria focused on identifying scientific literature review papers as these can assist in rapidly 

identifying the most common metrics present in this research field, as well as the research gaps and approaches 

in a given scientific field (Lagisz et al., 2022), which allow us to identify the key terms commonly used in this 

exploratory research. 

Secondly, others broader scientific sources such as conference proceedings, grey literature reports, book chapters 

and thesis were also consulted later to integrate the scope of this research and help us to identify and classify the 

metrics related to the deployment of photovoltaic panels in urban areas.  In total, more than 760 scientific contents 

were consulted, where 127 of them were selected to support the development of this research. In this paper, we 

chose to present an extraction of the most frequent metrics found in the literature, eliminate redundancies, define 

each of them and calculate their usage rate. 

The usage rate was calculated for each metric type analyzed in this article by the Equation 1. 

𝑈𝑠𝑎𝑔𝑒 𝑟𝑎𝑡𝑒 (%) =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑆𝑐𝑖𝑒𝑛𝑡𝑖𝑓𝑖𝑐 𝐶𝑜𝑛𝑡𝑒𝑛𝑡 𝑀𝑒𝑛𝑡𝑖𝑜𝑛𝑖𝑛𝑔 𝑎 𝑔𝑖𝑣𝑒𝑛 𝑀𝑒𝑡𝑟𝑖𝑐

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑆𝑐𝑖𝑒𝑛𝑡𝑖𝑓𝑖𝑐 𝐶𝑜𝑛𝑡𝑒𝑛𝑡
 (eq. 1) 

Finally, the scientific findings were select and critically analyze through a systematic process made by integrating 

and classifying them in order to answer the central research question. 
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Tab. 1. Keywords used in this review 

 1st Keywords 2nd Keywords 3rd Keywords 4th Keywords 5th Keywords 

↑ 

OR 

↓ 

 

Solar Energy 

Planning 

Deployment 

Review 

Availability 

Feasibility 

Metrics 

Indicators 

Requirements 

Enablers 

Assessment 

Technical 

Economic 

Energy 

Urban 

City 

District 

Neighborhood 

Building 

  ←  AND  → 

 

In the Tab. 2., we introduce the combined keywords used to identify the metrics searched on Google Scholar, 

Springer Link, ACM, Science Direct and IEEE and classified into technical, energy and economic metric types 

accordingly to the hierarchical approach firstly proposed by VanWijk and Coelingh (van Wijk and Coelingh, 

1993) and later applied in different regions (Assouline et al., 2017). In this paper, we have chosen some 

representative metrics belonging to the technical, economic and energy metric types to discuss. 

For the purpose of describing the overall view in research and use of the metrics identified through this article, 

we have Europe leading the production of content related to these metrics to deploy PV System in urban areas 

followed by Asia and North America in Fig. 2.  

We also have identified the percentage of each type of scientific content selected in this SLR through the Fig. 3, 

where we can see the majority of chosen content comes from journals (84%) followed by Reviews and PhD Thesis 

totalizing together 9%.  

While the frequency of contents related to the metrics selected for this SLR can be contemplated on Fig. 4 (a) as 

well as and the frequency of each type of quantitative metrics (Economic Technical or Energy related) approached 

in this SLR are plotted on the Fig. 4 (b). 

 

Fig. 2. Occurrence of Scientific Contents per Regions in the conducted SLR. 
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Fig. 3. Percentage of Content selected for this SLR 

 

 

(a) 

 

(b) 
Fig. 4. a) Frequency of scientific contents related to PV metrics per year. b) Cumulative frequency of scientific 

contents related to PV metrics per type yearly. 

The occurrence of scientific content across regions may suggest where more studies are being developed in this 

regard. In the meanwhile, the percentage of selected content shows the scientific support to carry out the present 

SLR. 
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3. Results 

At this stage, 20 technical metrics, 17 economic and 9 energy ones were identified as the most current in scientific 

contents related to PV Systems deployment.  

The findings from this SLR were organized in an extracted version of the results through the tables Tab. 2, Tab. 

3 and Tab. 4. where the metrics related to the technical, economic and energy aspects were defined, analyzed 

according to their occurrence in scientific contents and associated to pertinent references.  

The technical, economic and energy metrics related to the PV systems are able to betoken us the most used metrics 

approached for practical assessments and application in urban context. 

In the technical overview of metrics, it has been found that the Rooftop Area (13%) suitable and available for PV 

Systems is the most used factor to determine whether or not is worth to proceed with a PV project as well as the 

Real efficiency delivered by this systems (13%) and followed by the grid capacity (11%) which is related to the 

power outputs enabled by the grid.  

In this study, it was seen that the reasoning for the adoption or not of PV Systems in urban context is intrinsic 

related to the Grid-parity which is still a milestone for further PV diffusion (Breyer and Gerlach, 2013).  

Tab. 2. Overview extraction of the main technical metrics behind the deployment of solar panels 

Metrics Definition N. Articles Usage rate (%) Refs. 

Rooftop Area  

(m²) 

The surface occupied by the 

photovoltaic modules and / or the 

suitable area available for 

implementation of solar panels on 

rooftop surfaces. 

 

17 13% 

(Hong et 

al., 2017), 

(Thebault 

et al., 

2022) 

Real efficiency  

(%) 

Efficiency including pre-module 

losses, module losses, system losses 

and operation & maintenance 

downtime  

16 13% 
(Gupta et 

al., 2021) 

Grid capacity  

(MWp) 

The sum of the maximum power 

outputs of the generators attached to 

an electrical grid. 

14 11% 

(Assouline 

et al., 

2017), 

(Yassuda 

Yamashita 

et al., 

2021) 

Unshaded ratio 

(Unitless Ratio) 
The proportion of unshaded roof area 11 9% 

(Walch et 

al., 2020) 

Lifetime (years) 

The duration for which a PV system 

works close to its nominal 

performances. 

7 6% 
(Zhu et 

al., 2020) 

The most present economic metrics found in this scientific literature review are the Net Present Value (10%) and 

the Return on investment (9%), both responsible for the feasibility of a project in economic terms.  

The economic potential analysis need arises because during the development of this SLR some economic models 

used for PV systems were identified and they make use of several metrics that together will show the economic 

feasibility of a given photovoltaic project.  

Tab. 3. Overview extraction of the main economic metrics behind the deployment of solar panels 

Metrics Definition N. Articles Usage rate (%) Refs. 

Net Present 

Value 

(Currency) 

The difference between the present 

value of cash inflows and the present 
13 10% 

(de Souza Dutra 

et al., 2019) 

 
J. Aparecida Oliveira de Sousa et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

24



 
value of cash outflows over a given 

period of time.  

 

Return on 

investment (%) 

Evaluate the efficiency or 

profitability of an investment by 

comparing the amount of return on a 

particular investment related to the 

initial investment cost. 

 

11 9% 
(Müller and 

Trutnevyte, 2020) 

Levelized Cost 

of Energy 

(Currency/ 

Energy) 

 

A measure of the average net present 

cost of electricity generation by a 

certain technology over its lifetime. 

 

10 8% (Zou et al., 2017) 

Simple Payback 

Time (Years) 

 

The number of years to refund an 

investment. 

 

8 6% 
(Sommerfeldt and 

Madani, 2017) 

Grid 

reinforcement 

cost (Currency) 

Cost related to the electricity grid 

infrastructure to receive the 

photovoltaic panels. 

5 4% 
(Wang et al., 

2022) 

The most used energy metrics are Electricity generation (20%) and Insolation (9%) both correlated to the 

photovoltaic potential of a given region.  

The energy analysis of photovoltaic systems is able to show us the capacity that a given case study has to produce 

electricity according to its characteristics as well as the return on investment in energy terms and it is a 

complementary evaluation that allow us to measure the viability of a PV project.  

Tab. 4. Overview extraction of the main energy metrics behind the deployment of solar panels 

Energy Metrics Definition N. Articles Usage rate (%) Refs. 

Electricity 

generation 

(kWh/year) 

 

The expected energy output per 

year (kWh/year) 

 

25 20% (Assouline et al., 2018) 

Insolation 

(kWh/m²/(day) 

The incoming solar radiation on 

a surface on earth in a given 

time-period. 

 

12 9% (Jones et al., 2004) 

Energy Payback 

Time (years) 

The required period in which the 

PV system can produce the same 

amount of electricity with the 

energy consumed over its life 

cycle. 

 

6 5% (Burg et al., 2017) 

Energy Return on 

Investment 

(years) 

A ratio of the amount of energy 

(the exergy) delivered from a 

certain energy resource to the 

amount of exergy used to obtain 

that energy resource. 

4 3% (Bhandari et al., 2015) 
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4. Discussion 
After listing the various metrics, it is important to seek the complementary participation of stakeholders and urban 

experts in the construction of the context of the region that will adopt an energy transition strategy and which aims 

to focus efforts on the use of photovoltaic panels. Among the questions that may guide the following initiatives 

to enable decision making in the massive deployment of PV systems in urban scale are:  

i) What are the stakeholders involved in the massive adoption of PV systems in urban scale? 

ii) What are the level of influence of these stakeholders in the PV system massive deployment? 

iii) What are the phases that will enable the massive deployment of panels in urban areas? 

iv) What is the photovoltaic potential of the studied urban region? 

v) What are the main enablers playing an important role in PV system’s implementation in urban 

territories? 

Some of these metrics are only informative or intermediary metrics, whereas others are key performance indicators 

that are directly related to the decision- making process for some solar asset stakeholders. Due to the complexity 

of decision making, there are metrics that can be seen as mere measures for some actors but have a high influence 

on decision making for others.  

The discussion about metrics may become overly broad and unfocused because a metric that is considered a simple 

measure for a solar asset stakeholder may be deemed as an important indicator for an expert throughout a different 

perspective. 

Thus, assessing the metrics behind the deployment of photovoltaic systems in urban areas is a preliminary step 

before creating a value proposition to aid the interested parties regarding the effective employment of these 

systems. The identified metrics demonstrate the significance of evaluating the urban photovoltaic potential while 

simultaneously taking into account technical, economic, and energy factors.  

Even though these factors have each been well-covered by other studies, it is crucial to take them into account 

collectively in order to facilitate decision-making, particularly in the case of urban energy transition projects that 

aim for the fast pace deployment of photovoltaic energy systems in their territories. 

Therefore, the metrics identified and described in this paper can provide answers to questions about technical and 

economic as well as energy feasibility, allowing investors, urban planners, and public authorities to make more 

informed decisions. 

In practical terms, it has been demonstrated the importance of investigating the metrics underlying the 

implementation of photovoltaic energy as they serve as the basis for designing decision-making models that take 

into account the complementarity of various factors to make photovoltaic energy systems viable from a large-

scale perspective. 

 The benefits of making decisions using the metrics identified in this paper include defining realistic spatial and 

time-based objectives for the urban area aiming to deploy photovoltaic systems, as well as ensuring a return on 

investment in both financial and energy terms. 

By using these metrics, multi-criteria models can be proposed, created and integrated into the urban energy 

management system in order to respond to project demands in a meaningful, pertinent, and goal-aligned manner. 

It is worth to highlight that the study of qualitative metrics may be complementary and also should be explored in 

order to understand how such factors influence the decision-making process of certain types of stakeholders.  
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5. Conclusion 

This paper aimed to explore the main quantitative metrics behind the decision making process of PV Systems 

implementation in urban scale by developing an extensive review to lead us to fill the gap between the theoretical 

and practical application of the most used metrics. 

Most of the metrics reviewed not cover in-detail the costs, technical constraints and energy generation production 

and benefits of PV systems at the same time, we have more often an overview using relatively simple analysis to 

evaluate the energy potential from a given region.  

However, accordingly to the dimensions of the PV project and policies implemented, the simplicity in this 

assessment might not be enough to evaluate urban PV projects application in terms of techno-economic feasibility. 

Nonetheless, a simple assess may infer a point of departure to encourage greater initiatives towards a core techno-

economic analysis in its viability to overcoming PV grid issues related to its deployment and energy production. 

Other primary themes uncovered through this review are needed to complement the understanding of what are the 

global key-factors that can either enable or not the PV System adoption in urban scale (1) social (2) political 

commitment and also (3) regulatory aspects. 
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Abstract 

For the international building competition Solar Decathlon Europe 2021/22, a renovation and extension of an 

existing building was developed with the aim of sustainable construction and minimal carbon footprint. 

Prefabricated timber elements are used for the construction, which were developed with the aim of long-term 

CO2 sequestration and the separability and recycling of the components. The highly thermally insulated building 

envelope, passive solar gains and ventilation with heat recovery form the basis for covering the demand for heat 

and electricity through façade-integrated PVT collectors and a PV system on the roof. A novel storage system, 

which uses the weighting of the wooden ceilings for impact sound insulation, decouples generation and 

consumption.  

A representative section of the design with a usable area of 60 m² was built for the competition. This article 

presents the concept, planning and construction of the building.  

Keywords: PVT collector, building integration, thermal storage, demonstration, Solar Decathlon 

1. Solar Decathlon 

Solar Decathlon is an international student competition for architecture and energy (Bergische Universität 

Wuppertal, 2022).  Highly efficient and self-supplied buildings are planned, built, operated and juried. At Solar 

Decathlon Europe 2021/22 (SDE21/22) the student competition was focused on urban context, for the first time. 

Sustainable building and living in cities were the aims that 18 teams of eleven countries had to find innovative 

solutions for. The concept for the developed high energy efficient and autarch operated buildings should then be 

transferable and replicable to other European cities. The transition of cities is seen as an important step towards 

a climate-friendly future. A sustainable transition always has to take place on several levels. This is why the 

contributions give answers to the ten disciplines in the decathlon – from architecture, solar energy, social 

awareness up to urban mobility.  

In this case, sustainable building and living was seen with the eyes of resource saving, energy efficiency and 

social responsibility. Construction of the building shell was in consideration to the choice of materials, 

separability, carbon footprint, way of construction as well as to the quality, insulation and air tightness of the 

building shell. In terms of energy, topics like integrated energy generation, storage concepts, components of the 

energy system and their interaction and automation were discussed. These architectural and technical topics 

have then been embedded in a social context. New ways of building integration in its neighborhood, ownership 

structures and addressed groups of residents gave the social framework for the concept. 

The SDE21/22 competition was divided into two parts – a design and a building part. The design challenge 

contained the renovation and extension of real existing buildings by consideration the mentioned points for 

sustainable building and living in cities before. Generating living space without sealing additional land was the 

aim of this challenge. Sustainable redensification of urban areas had to be planned interdisciplinary and integral 

with all trades involved. 

In the building challenge, a demonstrative part, a small excerpt, of the planned residential building was planned 

as a self-standing unit. This demonstrator (House Demonstration Unit, HDU) could have up to 70 sqm living 

space and contained all necessary functions of living. This part had then to be constructed, prefabricated and 
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assembled within only two weeks for the competition final in Wuppertal in June 2022. During three weeks in 

the final, the demonstration unit was operated and evaluated by a professional jury. Figure 1 and Figure 2 show 

the constructed demonstration unit (HDU) on site of the team X4S. 

 

Figure 1: Assembled House DemonHDU elevation north-east 

 

Figure 2: Assembled HDU elevation south-west 

2. Given Situation and Objectives 

As one of the 18 participating teams, the Biberach University of Applied Sciences took part in the SDE21/22 

competition as “Team X4S” – the short form for “Extension for Sustainability”. By choosing one situation given 

by the organizers, the team of Biberach planned the renovation and addition of Café Ada – a two storey building 

from the Gründerzeit that is located in the Mirke quarter in Wuppertal, Germany. The cafés footprint is about 

400 sqm and the building is used for cultural activities. Additionally, the adjacent outdoor area was also part of 

the competition to be included in the planning.  

For the renovation and addition of Café Ada, the team X4S developed a holistic concept that also meets 

economic, social as well as urban integration requirements. The existing building should be renovated 

moderately (specific heating demand less than 50 kWh/m²) usable floor space) and the public use should 

remain. On top of these two floors, a four storey extension with roof garden is planned. Living space as well as 

community and co-working spaces are offered, see also Figure 3 and Figure 4. The roof garden provides also 

community space for urban farming, is used as rain retention in case of heavy precipitation events and is 

covered by a PV-roof. The building shell is carried oud in passive house quality. The roof and façade are used 

for energy generation to supply the whole building.  

 

Figure 3: Modell of café Ada and its planned extention, 

elevation south-west 

 
Figure 4: Modell of café Ada and its planned extention, 

elevation north-west 

The entire solution excels in terms of sufficiency, efficiency, consistency and resilience. The extension of café 

Ada acts as a transferable example on how to change the built environment in order to achieve greater 
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sustainability and address social and economic demands at the same time.  

Densification solves urban issues like excessive land use, increased traffic due to spread-out cities or social 

isolation. The design focuses on residents who are interested in social participation. With different small and 

flexible floor plans, like it is shown in Figure 5, the building provides living space for one or two-person 

households as well as for small families. 

 

Figure 5: Different flats for different needs are part of the architeture 

Cost-effective and fast to build constructions are achieved by solid timber elements which are developed with 

prefabrication of elements and modules, minimal loads by using solid wood constructions and separability to 

ensure reuse and recycling of the building materials. Fire protection is achieved with this solid wood 

construction without additional concrete parts or encapsulation. 

The climate neutrality of the building is achieved through the use of renewable raw materials with low a 

percentage of grey energy, highly thermally insulated building envelope, the energy refurbishment of the 

existing building, heat recovery from the ventilation system and solar activated façades and roof surfaces. A 

consistent low-temperature concept and the use of the building’s mass as storage increase system efficiency. A 

grid friendly operation is enabled by storage systems in combination with an intelligent management system. 

To make sustainability affordable, we employ existing efficient technologies integrated in a highly efficient and 

resilient system design. Reduced private in combination with huge communal spaces, multifunctional building 

elements like integration of ventilation systems or electrical distribution system and less technic but high 

efficient are just examples for this.  

In terms of energy, the objectives are described in detail below: 

 Reduction of energy consumption through the highly thermally insulated building envelope and heat 

recovery from ventilation systems 

 Extensive renovation measures of the building envelope of the existing building 

 Replacement of fossil fuels with heat pumps that draw their energy from renewable sources 

 Use of solar radiation on façade and roof to generate electricity and heat 

 Improvement of system efficiency of heat pumps through the use of PVT collectors and the consistent 

reduction of system temperatures for both heating (panel heating systems) and hot water production 

(decentralized fresh water stations) 

 Thermal storage with minimal additional costs due to the activation of required building component 

layers. 

 An open-source smart home system as an information system for the users of the building and for 

monitoring and automating the system. 

3. Energy Concept and Solar System  

In order to minimise the carbon footprint with measures in and on the building, a energy concept was developed 

that is shown schematically in Figure 6. Building-integrated solar systems for electricity and heat form the basis 

of the system.  
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Figure 6: Energy concept with solar systems for both electricity and heat. Load management together with battery and thermal 

storage enables high solar fraction and grid-friendly operation 

Semi-transparent PV modules on the roof are used to generate electricity. For the building design, the extension 

of café Ada semi-transparent glass-in-glass modules were chosen. In the demonstration unit, newly developed 

tubular thin-film PV modules were used, see Figure 7 and Figure 8. Due to the distance between the tubes, the 

tubular modules have a lower yield in relation to the gross area than closed modules. On the other hand, the 

solar yield is more even and higher in the daily sum due to the more favourable angle of irradiation. 

 

Figure 7: Air- and water-permeable solar roof with solar 

tubes for energy generation 

 
Figure 8: Extensive and intensive greening is possible under 

the solar roof. 

A special feature is that the drainage of the solar module takes place on the underlying retention roof. This 

relieves the load on the public drainage system during heavy rainfall events.  

Since the energy demand of the building increases with the number of storeys, but the roof area is limited, the 

façade is also used to generate solar energy. As a result, the solar yield scales with increasing floor space.  
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Vertically installed uncovered PVT collectors are used. A challenge in technical and design terms was the 

integration of marketable PVT modules into the façade. The solution developed in cooperation between 

architecture, building physics, timber construction and energy technology is shown in Figure 9 and Figure 10.  

Important aspects were the rear (passive) ventilation of the modules, the removal of condensation during the 

heating period and the reduction of penetrations in the façade for a durable construction. 

 

Figure 9: Eastern and southern facade of the HDU are solar 

activated with PVT modules 

 
Figure 10: The facade integration of the PVT modules has 

been developed interdisciplinary 

The thermal system, see Figure 11 for a schematic representation, uses the PVT collectors in the façade as a heat 

source for a power-controlled heat pump. The power control is used to adapt the operation to the electrical and 

thermal solar yield. This improves the COP of the system, especially during the heating season.  

 

Figure 11: Thermal system with PVT collectors integrated in the facade, heat pump buffer storage and active layer storage. 

Two thermal storages help to realise this efficient mode of operation: A buffer storage tank with two thermal 

zones stores heat for surface heating up to 35°C and for hot water preparation at 50°C. The mass of the impact 

sound insulation serves as a second storage. This is operated in the temperature range from 20°C to 35°C. Due 

to its dual use as impact sound insulation and as a thermal storage as well as its simple construction, it can be 

realised very cost-effectively. Another important feature is that this storage scales with the usable area and thus 
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with the required heating energy. This combined storage system is the basis for decoupling the heat demand 

from the solar yield. classic underfloor heating system installed below the flooring is used for the heat output to 

the room.  

Hot water is provided via decentralised fresh water stations installed in all the flats. This achieves hygienic hot 

water preparation at low temperatures and without hot water circulation. Heat recovery from the shower water 

can also be integrated very efficiently into this system. The associated device is integrated into the drainage 

channel of the shower.  

The electrical system uses a battery constructed from common Li-ion cells of the type 18650 as storage. These 

are found in notebooks, e-bikes, etc. The modular concept of the battery allows the use of second-life cells and 

the exchange of individual cells. Due to the design of the stack, high charging and discharging currents are 

possible even without welding. This is the basis for separability at cell level.  

Battery inverters available on the market have high efficiencies of over 90 % at nominal power. In the partial 

load range, however, the efficiency drops significantly. Now this load range is the dominant one in buildings. 

Against this background, an AC-DC hybrid system was developed. Electrical devices that generate heat at high 

power are supplied with alternating current (AC) via the battery inverter. Appliances with loads up to about 100 

W are supplied with direct current (DC) directly from the battery. For this purpose, a component-integrated DC 

distribution system was realised as a prototype. 

4. Student’s Team X4S 

 
The creation of sustainable building and living demands the participation of all involved trades from the 

beginning of the planning. Therefore, the team X4S was an interdisciplinary team with team members of 

architecture, energy engineering, project management and civil engineering (Hochschule Biberach, 2022). 

Students and professors contribute with their special expertise. Normally, the collaboration of students from 

different disciplines is not practiced at university. Therefore, it was a great challenge to develop together an 

integral and sustainable solution for the competition entry. In joint interdisciplinary meetings, the awareness and 

understanding for the other disciplines raised slowly. An exciting and exhausting process over more than two 

years bonded all members to the team X4S. So, it was possible to consider special requirements and boundary 

conditions of all trades. 

 

Figure 12: Interdisciplinary collaboration of students and professors 
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A close cooperation between students and professors was also important as it is at small and familiar universities 

like Biberach. By integration the topics of the SDE into the courses, students could make basic research, 

evaluation and simulations. At the Biberach University, even new, interdisciplinary courses were created for the 

preparation of the competition entry in order to enable joint work. With the support of the university 

administration, study regulations were adapted. So, professors and students could invest more time and energy 

during their everyday university life to work on the project. One outcome of this process is that team members 

have gained a deeper understanding of unknown but important aspects from other disciplines. This cross-

disciplinary knowledge is necessary for the construction and refurbishment of buildings for a carbon-neutral 

future. 

The implementation of the planning into a real building was achieved with the support of the carpentry training 

center of Biberach. The team X4S did all executive work, prefabrication and assembly on his own, see also 

Figure 13 and Figure 14. A large number of the students involved were trained craftsmen. Therefore, there was 

no need to award contracts to specialist companies for the execution of the planned demonstration unit.  This 

linking of planning and execution supported the learning process in a particular way.  

 

Figure 13: Some difficult connections were solved during 

prefabrication. 

 
Figure 14: The students did the whole prefabrication and 

assembly by their own. 

 

5. Conclusions 

The international Solar Decathlon competition provides an impulse for the conception and realisation of 

sustainable buildings with a high proportion of solar coverage by student teams. The example of the team from 

Biberach University of Applied Sciences shows the importance of interdisciplinary teams for sustainable 

construction and CO2-free operation of buildings. Beyond the competition, the buildings can be used for 

research topics such as active-layer storage and façade-integrated PVT collectors.  

The project was supported by the German Federal Ministry for Economic Affairs and Climate Protection, 

among others, under the funding code 03EGB0030. 
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Abstract 

The efficient integration of Building Integrated Photovoltaic and Solar Thermal systems (BIPV/T) within an 
increasingly dense urban fabric requires both technical optimisation and qualitative, formal innovation. However, 
the latter is often overlooked in technological developments; current BIPV/T systems discourage a widespread 
implementation by stakeholders as these systems are perceived of having a poor formal quality. The aim of this 
paper is therefore to provide a new perspective for the development of the solar industry. Following a Research 
through Design methodology, this approach is examined firstly through the design and construction of a prototype 
unit, and secondly by a thermal and electrical evaluation of the solar design. The prototype unit, featuring a 
coloured solar facade with customised photovoltaic and thermal collectors, participated in the Solar Decathlon 
Europe 21/22 in Wuppertal, Germany.   
  The key finding is that BIPV/T systems ought to be considered as design elements or architectural 
building blocks rather than optimised technological systems. This holistic perspective to solar integration resulted 
from the essential collaboration between architect and engineer. In this way the formal potential of solar design 
within its production limitations is explored while meeting the technical requirements. Even more, solar design 
can be used to reach social objectives, as demonstrated in the prototype unit. The full potential of solar 
integration is, however, to be explored further. The formulated perspective can stimulate an alternative direction 
for both engineers and designers of the solar industry to work towards a net-zero built environment. 

Keywords: Solar Design, Building Integrated Photovoltaic Thermal Systems, Architectural Integration, Energy-
Efficiency 
_________________________________________________________________________________________ 

1. Introduction 
The imperative of climate change demands an accelerated transition towards renewable energy sources. To transit 
towards a sustainable energy system a mix of different renewable energy sources is needed (IEA, 2021; IPCC, 
2022). In this mix solar power plants play an important role as peak load operators (Bhattacharyya, 2011). There 
used to be a primary focus on substantial solar fields subsidised by governments and companies, however, there 
is currently a tendency towards decentralisation and smaller, local application of solar energy involving the current 
building stock (Ng et al., 2022). This resulted from both the competition of rural space necessary for agriculture 
and natural environments, and an increasing awareness of sustainability combined with policy implementations 
allowing for a monetary benefit for residents to adopt solar panels (Bahaj & James, 2007; Vasseur & Kemp, 2015). 
Simultaneously, it is expected that 68% of people worldwide will live in urban areas by 2050 compared to the 
current 55% (United Nations, 2018) and, therefore, space will become even scarcer, leading to an increased focus 
on Building Integrated Photovoltaic and Solar Thermal systems (BIPV and BIST; from here on abbreviated as 
BIPV/T). BIPV/T can be defined as a system which “makes use of the building envelope for solar energy 
collection to produce both electrical and thermal energy, providing an efficient way of reducing building energy 
consumption” (Yang & Athienitis, 2016, p. 887). BIPV/T is currently mainly adopted on building roofs even 
though facades contain larger available surfaces, thus providing a further opportunity for the implementation of 
solar design. This facade generation is, however, not yet inherently part of the current toolbox for both newly built 
houses and renovated dwellings. This is among others due to economic difficulties, critical regulatory issues, and 
problems regarding grid interaction (D’Ambrosio et al., 2021). Current focus lies on the technological and 
economic optimalisation of solar design, especially on circularity, grid interaction, and efficiency of vertical solar 
cells. 
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Parallel to these quantitative advancements, the typo-morphological characteristics and the architectural 
integrability of BIPV/T are also considered a barrier for a greater rate of adoption (D’Ambrosio et al., 2021; 
Munari Probst & Roecker, 2007). BIPV/T is increasingly implemented in facade design and require a higher 
delicacy in formal qualities (Frattolillo et al., 2020). Since the facade of buildings determine the public face of the 
city, BIPV/T cannot be simply considered as technological additions but should be recognised as integral parts of 
its urban architecture (Munari Probst et al., 2004). The current BIPV/T catalogues contain only a limited selection 
of variations available for stakeholders while the building stock consists of a vast diversity of appearances. 
Residents and architects wish not to be limited by sustainable design and implementation of solar generation, but 
rather they aim for a perpetual improvement of their environment (Alipour et al., 2021; Heinstein et al., 2013). 
Therefore, technological advancement is no longer the only issue to increase the rate of adoption of solar design: 
efficiency in deployment can be intensified through aesthetics, optimalisation and customisability. 

However, this pathway of future solar integration through aesthetic improvements should not become an excuse 
to limit the technological optimalisation of solar energy production. The planetary boundaries demand engineers 
and architects to fundamentally consider the limited resources, the tremendous carbon footprint of PV production 
and the risks of grid overload (Finnegan et al., 2018; Kabir et al., 2018). The focus should therefore lie both on 
architectural integrability and on technological optimalisation through solar orientation, preferred solar angle, 
peak usage of appliances, and limitations provided by BIPV/T production. The authors consider this holistic 
perspective as a fundamental priority to reach a net-zero built environment. 

Current research around solar power generation is focused mainly on the technological testing and optimising of 
solar systems, on the reduction of costs and on the possibilities of recycling photovoltaic panels after the end of 
their lifespan (Yang, 2015). Regarding BIPV/T, Maghrabie et al. (2021) have dedicated initial research to outline 
the development of BIPV/T products and materials. According to the authors, economic and technological 
innovation are accompanied by a growing interest in the “increasing possibilities of the aesthetics of the BIPV 
systems” (Maghrabie et al., 2021, p. 17). Munari Probst & Roecker (2007) have set up a range of guidelines for 
the optimal integration of solar thermal design through several interviews and an additional survey with engineers 
and architects to ensure both architectural integrability and energy efficiency. In short, these guidelines illustrate 
the need for 1) using solar energy systems as construction elements, 2) implementing BIPV/T in the general 
building concept, 3) the ability to choose colours, materials, module size and shape of BIPV/T panels based on 
the building's material textures (Munari Probst & Roecker, 2007).  

Furthermore, Attoye et al. (2018) focused on defining the barriers of adopting BIPV/T and analysing the necessary 
market tools to elude these barriers. Similar to Munari Probst & Roecker (2007), they mention the urgent need for 
collaboration between stakeholders such as architects, engineers and solar system companies. Moreover, the need 
for demonstration products is mentioned in which BIPV/T is seamlessly integrated and which can be used to 
educate the general public on environmental issues and energy use. It is also stated that BIPV/T products should 
allow to be customisable. This connects to the vision of Douglass (2008) on how any sustainable architectural 
innovation requires the design to be ’universally specific’, meaning that every architectural innovation aiming for 
sustainability should have a universal concept that can be specified to the demands and needs of different 
geographical situations and local environmental conditions (Douglass, 2008). Lastly, the conventional solar 
energy peak could be optimised by flattening the peak distribution and combining it with demand side 
management (Saffari et al., 2018). This can simultaneously enhance the awareness by residents of solar generation 
and consumption. 

To recapitulate, forementioned research mainly focuses on either the optimisation of solar systems or the 
theoretical integrability of solar designs within architecture. Combining these two aspects into a ‘universally 
specific’ physical prototype would allow for a niche area of research around BIPV/T. This can be further 
complemented by following the guidelines of Munari Probst & Roecker (2007) while simultaneously aiming to 
decrease the barriers of BIPV/T adoption as indicated by Attoye et al. (2018). In addition, the demand side 
management is to be researched concurrently. This paper therefore aims to increase the efficiency of an integrated 
solar design by researching the possibilities in aesthetics, optimisation and customisation in a holistic manner. A 
mixed methods approach is utilised in which the design and construction of a physical prototype unit is combined 
with a thermal and electrical evaluation. Subsequently, the architectural integrability and technical potential of 
BIPV/T are evaluated and improved guidelines for a holistic integrability are outlined to increase the rate of 
adoption of solar design within the built environment. 
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2. Methodology 

2.1 Context of the project  
Adhering to a Research through Design methodology, the approach of the paper is to evaluate integrated solar 
design through a realised project named ‘ripple’, which participated in the Solar Decathlon Europe (SDE) 
competition 21/22 in Wuppertal, Germany. The SDE 21/22 was an international student team competition where 
fifteen teams from ten countries participated with innovative ideas for energy-efficient, sustainable and socially 
responsible design (Solar Decathlon Europe, 2022). ‘Ripple’ is designed by Team VIRTUe, a student team from 
Eindhoven University of Technology (VIRTUe, 2022). The concept ripple is inspired by the ripple effect, where 
small actions leads to large effects. Starting in 2019, the project was under development for three years and has 
been realised with a fully built and operational house prototype unit which is named ‘ripple demonstration unit’ 
(RDU). The RDU was firstly constructed at the Eindhoven University of Technology for testing and 
optimalisation. Later, the prototype was demounted and built for a second time at the SDE Competition in 
Wuppertal.  

A mixed methods approach is used which combines the design and construction of the prototype unit (RDU) with 
a qualitative and quantitative evaluation. In the RDU a facade with BIPV/T is constructed and tested as a 
demonstration of future adoption of solar technology. The RDU was a result of a close collaboration between 
students of engineering and architecture, academics and companies in the context of a multidisciplinary team. 
These aspects will be evaluated in the paper with a reflection on architectural integrability and potential for an 
efficient near future adoption. Additionally, measured results from the RDU will be presented to confirm the 
feasibility of the proposed design and evaluate the performance of the BIPV/T system. Finally, all results are 
incorporated into a set of guidelines that aim to increase the efficiency of deployment of solar design. 

2.2 Architectural design and construction 
The RDU is designed as a universal concept that is scalable to cities in similar climates, however, the elements 
could be adapted to local environmental conditions and different architectural contexts. The RDU is part of a 
larger design in which the renovation and addition of storeys is applied to an existing commercial building in 
Wuppertal. The model in figure 1 on the left shows the Building Design of the renovation and addition of storeys 
in Wuppertal and the picture on the right shows the RDU during test-building.  

 
Fig. 1: The relation between the Building Design and the RDU. On the left, a model of the Building Design in Wuppertal. On the 

right, a picture of the RDU after test-building.   

The challenge of designing in an urban context with limited space resulted into the idea to integrate Photovoltaic 
(PV) panels in the building envelope through the design of a solar facade. The starting point for the solar concept 
was to integrate it into the building concept from the first phase of the design to create an architectural unity and 
a clear logic that is fitting to the building its surroundings. Consequently, the solar facade is treated as an integrated 
part of the design and not as a technological addition in the final design stage. The building concept is based on a 
tessellating pattern that can be repeated as it is built up from rotatable and stackable units. By the selection of a 
distinctive shape a higher degree of diversity and complexity can be achieved in the created spaces in contrast to 
the conventionally used rectangle. This yields a spatial variety in the design that is more intriguing and generates 
more specific rooms and atmospheres inside as well as the outside of the building. This building concept resulted 
in a specific exterior shape to which the solar panel design needs to relate. The approach was to enhance the 
exterior shape of the building by altering the shape of the solar panels in a logical way that was fitting to the 
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building concept. Therefore, the solar panel design avoids the accustomed rectangular shape and in contrary 
consists of glass panels with different angles laminated with PV cells, made possible by the ColourBlast 
technology (KameleonSolar). The technology allows the creation of coloured solar panels suitable for facade 
application with a wide-reaching range of available colours. 

The placement of the panels along the facade was based on an optimal fit to the building concept in combination 
with optimisation of the BIPV/T energy generation. The optimal angle for the tilt in PV panels on the roof was 
identified through simulation study to be 20° for the competition period of June in Wuppertal. The facade, 
however, presents a 90° surface. Therefore, the optimal combination was found in application of PV panels in the 
shape of a solar belt that wraps around the roof edge of the facade, where the PV panel angle changes from 90° in 
the facade to 20° in the roof edge. The detail drawing of the solar belt is presented in figure 2. To prevent shade 
on these panels, glass railings were selected to minimize the blocking of sunlight by the railing. 

 
Fig. 2: A detail drawing of the solar belt of the RDU. It shows the tilted PVT panel in the roof edge and the glass railings.  

In the facades, the placement of panels was furthermore dependent on the orientation of the facade. The building 
is built on a -15° orientation. From simulation studies it is found that the west facade would be the most optimal 
for vertical PV panels, so it was almost fully clad in BIPV/T. The amount of surface area covered by BIPV/T 
gradually decreased in the design subsequently for the south, east and north facade. The north facade featured no 
solar panels and the shape of the roof edge was continued with nesting boxes for sparrows and bats made from 
timber cladding.  

2.3 System design 

2.3.1 Energy generation 
The BIPV/T system of the prototype house is composed of PV modules and a solar collector on the roof, as well 
as a PVT system integrated into the facade (figure 3). The electrical energy is generated by PV modules integrated 
in the roof and parts of the facade. In total, seventeen PV modules are installed, and the system has a capacity of 
approximately 3 kWp, which was the maximum that was allowed by the Rules and Regulations of the SDE 
competition. Because of this limitation, the position with the highest energy generation potential throughout the 
day was selected for the equipment of the PV modules. Five conventional crystalline silicon (c-Si) modules, with 
a capacity of 1825 Wp, are placed on the roof. Twelve coloured PV modules (1152 Wp) are installed along the 
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solar belt (tilted upper section of the facade), which include microinverters. The average efficiency of the coloured 
PV cells was measured as 16.7% under standard test conditions. The tilt of the PV modules (20°) was optimised 
using a simulation study to maximise the energy generation potential in the month of June in Wuppertal, Germany. 
The intention of placing the PV modules at different orientations was to potentially increase the generation of 
energy in the late afternoon and create a more balanced profile of energy production throughout the day. 

In addition to electrical energy, thermal energy is produced in the prototype house by means of a solar-assisted 
heat pump to heat water for Domestic Hot Water (DHW) and the floor heating. The coloured PV modules of the 
solar belt are part of a PVT system, with the thermal loop consisting of tubing behind the PV modules that is 
connected to the heat pump. In addition, thermal energy is captured using a solar collector (1.6 m2) on the roof. 
The water heated by the solar collector is stored in a tank that is also connected to the heat pump. Due to the water 
being preheated by the solar collector and the PVT system, the heat pump would possibly need less power to 
operate. Additionally, hot-fill appliances have been installed – the washing machine and dishwasher make use of 
water preheated by the solar thermal systems, potentially decreasing their energy demand.  

2.3.2. Energy storage 
Two 1.2 kWh batteries are used for electrical energy storage (total size of the storage 2.4 kWh). Thermal storage 
concerns the solar boiler buffer tank of 120 L and a 176 L water storage integrated in the water/water heat pump. 

2.3.3. Demand side management 
Demand side management has been incorporated in the design of the RDU. By closely monitoring the energy 
consumption and production patterns and by managing the energy storage systems, the energy management 
system can decide when building systems and appliances should be using their energy in order reach the lowest 
amount of carbon emissions while keeping the energy grid balanced. In order to do this, the system gathers data 
from the local weather forecasts, PV system, battery and power meters. It then creates an approximation of the 
buildings’ energy production and consumption patterns over the following 48 hours. Every suitable building 
system and appliance is then scheduled and remotely turned on at a certain timeslot which helps in balancing the 
energy consumption. A prototype of the software that manages and optimises the energy system, capable of 
working fully autonomously, was demonstrated in the SDE competition. 

The energy management system shares data with a physical interface that enables building occupants to interact 
with the building’s energy system. Through a circular interface which consists of a circular LCD screen and a 
rotary button, it acts as the central energy hub where data about the building’s energy consumption, production 
and storage levels are visualized (figure 4). This visualization informs inhabitants about the conditions outside of 
the building but also helps them to reflect on their own energy consumption behaviour inside of the home. The 
occupants can access their personal schedules where devices and systems are turned on in order to reach an energy 
pattern with higher self-consumption. An overview of all the schedules is also shown throughout a 24-hour 
timeline. This timeline visualizes when low-carbon energy is in abundance or when it is not.  

 

       
Fig. 3: The BIPV(T) system.    Fig. 4: The interface of the energy management system 

2.4 Performance evaluation of the solar design 
The performance of the BIPV(T) system with the energy management is evaluated based on the self-consumption 
index and the overall energy balance. The self-consumption index (eq. 1) describes the proportion of generated 
energy that is used in the building instead of being fed into the grid: 
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𝐼𝐼𝑆𝑆𝐶𝐶 = 𝐸𝐸𝐺𝐺−𝐸𝐸𝐹𝐹

𝐸𝐸𝐺𝐺
 (eq. 1) 

in which Isc represents the self-consumption index; EG is the electrical energy that is generated on site (kWh) and 
EF represents the electrical energy which is feed into the electricity grid (kWh) (SDE, 2020).  

The measurements were taken during a 10-day period by members of the monitoring team of the SDE, according 
to the competition rules (SDE, 2020). Various tasks such as running the washing machine or cooking using the 
oven were performed each day to account for energy consumption. 

The energy balance gives an overview of the difference between the total generated and consumed energy during 
the measurement period. The self-consumption reflects the influence of the solar design, the energy management 
strategy and the use of solar thermal systems combined with hot-fill appliances for heating water.  

3. Results 
3.1 Architectural integration 
In this chapter, the results from the design and construction of the RDU will be presented in the relation to the 
BIPV/T design that was created. During the design, the guidelines of Probst et al. (2007) were reflected in the 
design process. The BIPV/T system has been integrated in a way that it is considered a building element along 
with the timber cladding, shutters and windows in the facade. By specifying the colour, shape and size of the 
BIPV/T panels, the solar design has become part of the general building concept of ripple, which will be explained 
in this chapter.   

The shape of the panels was determined by the shape of the building. To make it economically feasible, the choice 
was made to apply the angle only on one side of the PV panel. The choice for adapting a single angle made it 
possible to design the strings of PV cells in the same way for each panel, decreasing the production time between 
different shaped panels as was noted by the manufacturer (KameleonSolar). Therefore, the PV cells are the same 
for each panel, but the glass shape is different (figure 5), which has no effect on production time hence it is an 
automized process with 3D laser-cutting technology. Through the scalability concept that is part of ripple in its 
universal application, the BIPV/T concept can be applied at larger contexts, where different PV panel shapes can 
be realised without a necessary increase in manufacturing time.  

 
Fig. 5: Example of the BIPV/T panels that were manufactured for the RDU. One side features a different angle for different panels 

and the opposing rectangular side was used as a reference line to place the PV cells in the same way for all panels. 

By rotating the panels corresponding to the design of the facade, the angles could be applied in different directions, 
allowing the designers to strengthen the building concept with concave and convex facades. In the concave facades 
(east and west) the solar panels have a tapered shape to become smaller in the middle segment of the facade, where 
in the convex facades (south and north) the panels have the same shape but become larger instead. The use of both 
concave and convex facades enhances the visual strength of the effect that is created by the slightly angular walls. 
When viewed from the corner, as shown in figure 6, this creates a wave-like image that resonates with the overall 
concept of ripple.  
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Fig. 6: A picture of the RDU during test-building in July 2021 at the campus of the Eindhoven University of technology. 

The coloured PV panels are created by digitally printing a pixelated pattern on the glass, which creates an illusion 
of a homogenous colour on a distance larger than five metres. The selection of the colour of the panels was made 
through a careful analysis of the urban context in Wuppertal together with the adjacent material use in the facade. 
The latter consists of recycled pinewood cladding in two finishings and anodic black powder coated aluminium 
window frames. The final colour that was selected, a medium taupe colour, was chosen as a fitting colour to be a 
balance between modesty to fit within the urban context consisting of Gründerzeit dwellings from the 19th century 
and vivid enough to brighten up the wooden facade which would be subject to turning grey over time due to 
exposure. The pattern makes it possible to pass-through the light. In the RDU, a 45% colour coverage was chosen 
for the facade and a 25% coverage for the roof edge, which therefore looked as a slightly darker shade in 
comparison with the facade. This difference in coverage allows for optimalization of the energy generation of the 
PV panels where the overall architectural design supports it. Conventionally, a hexagonal pattern is used. 
However, the patterns are printed by 3D printer and the only constraint for the pattern shape it that it is a 
tessellating shape, and therefore infinitely repeatable in order to blend uniformly together when viewed from a 
distance. In the RDU, the shape of the building itself, was therefore used as the tessellation pattern printed on the 
PV panels as visible in figure 7 on the right.   

 

     
Fig. 7: (right) A detailed facade fragment where the solar panel meets the recycled timber cladding. (left) A more detailed view of 

the solar panel, where the printed tessellation pattern can be seen that resembles the shape of the building. 

Together, all of the customized parts of the facade panels of ripple creates a stronger integration of the BIPV/T 
system and make it an indispensable part of the overall building concept, which resonates in the materials used. 
The formal integration of BIPV/T elements makes spatial optimisation possible as it is possible to create the 
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desired amount of BIPV/T panels in the cladding of each facade and use other building elements where BIPV/T 
elements are not desirable, such as in the north facade. As was demonstrated in the RDU, this would be different 
in each facade according to the orientation of the building and the climatic conditions in the specific scenario. 

Endless customization can however create an vast increase of elements with different specifications in the project, 
which could potentially increase manufacturing time. This was prevented through standardization of the most 
time-intensive tasks in the manufacturing process, which is the implementation of solar cells. The customization 
of the glass panel shape was used in a restrained way that neutralizes impact on the production process, because 
each panel had a similar solar cell configuration. This makes it possible to construct a custom solar facade with 
various shapes within production capabilities.  

Lastly, it was found that the implementation of the BIPV/T facade in the RDU allowed for the education of the 
public on the way that energy can be generated in the buildings shell in a way that enhances the architectural 
expression of the building. This is, however, only possible through a close collaboration between engineers, 
designers and manufacturers, as it requires multidisciplinary input.  

3.2 Measurement results 
The overall energy balance during the measurement period, as well as the data describing the self-consumption is 
shown in figures 8 to 11. In total, more energy was generated than consumed during the competition period, as 
shown in figure 8. Figure 9 shows the daily generation and consumption of AC electricity by the BIPV/T system. 
Figures 10 and 11 describe the self-consumption of the RDU. A self-consumption of 1 indicates that all the 
generated energy was used and no feed-in occurred. The average self-consumption index is 0.73. 

 

 
Fig. 8: Cumulative energy balance 

 

 
Fig.9: Total AC electricity generated and consumed on site 
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Fig. 10: The electrical energy generated on site or fed into the electricity grid, measured at a 10-minute interval. 

 
Fig. 11: Self-consumption index, calculated based on the measurements of generated and feed-in electricity 

4. Conclusion and discussion 
The use of the RDU as a physical prototype to conduct research has given novel insights in the possibilities on 
optimising, customising and aesthetically integrating solar design to make the use of solar power in buildings 
more efficient, a before rather neglected area of research (Attoye et al., 2018; Munari Probst & Roecker, 2007).  

Firstly, the optimisation of the solar design was researched and evaluated through both a technological and 
architectural perspective. The optimal tilt of the PV modules along solar belt improves the energy generation 
potential of the BIPV facade. In addition, the building element can be replaced where it is not needed for other 
functions such as bird houses for increasing biodiversity. By the implementation of coloured BIPV modules on 
the East and West façades, a higher energy production is made possible during the morning and evening hours. 

Higher-efficiency PV modules were used on the roof to ensure a higher yield from a small area, leaving space for 
other roof usage such as a green roof and roof terraces. The further optimalization of the solar facade was realized 
through placement of a higher number of solar panels on the south and west facades in comparison to the east and 
north facades, with higher-efficiency solar panels at the tilted parts of the solar belt. It additionally brings 
continuity to the architectural expression of the facade.  

Furthermore, the performance of the BIPV/T system in combination with the energy management system was 
evaluated. During the period in which the energy generation and consumption was measured, it was found that 
more energy had been generated than consumed. Moreover, the system shows a relatively high self-consumption 
(average 73%). In comparison, a review of literature (Luthander et al., 2019) indicates that PV systems with a 
similarly small battery may have an average self-consumption of 60% and systems with demand side management 
have a self-consumption of 42%. In the RDU, both demand side management and a battery are used, which further 
helps to increase the self-consumption. 
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Secondly, the used solar panels allow for customisation and were therefore designed to be fitting to their facade 
composition and other facade elements. Additionally, the unique shapes of solar panels are standardised in such 
way that it makes the production process relatively straightforward, while still allowing for a high amount of 
customisation. This high level within customisation possibilities makes it possible for the solar system to be 
relatively easily adapted and applied to other buildings within different urban contexts, fitting the principle of 
universally specific and allowing for application on a large scale.  

Lastly, it has been evaluated whether it is possible to integrate BIPV/T in an aesthetically integrated manner from 
a holistic perspective. By making the solar design an integrated part throughout the entirety of the building design 
process, it was possible to implement the design guidelines defined by Probst et al. (2007). Due to the close 
collaboration between students of architecture, engineering and the producer of the PV modules, it has been 
possible to integrate the solar design in an architectural manner while still having a sufficiently high efficiency 
due to orientation, placement and colour choice.  

By combining the findings on the three different aspects of solar energy efficiency, it was possible to build further 
on the design guidelines of Probst et al. (2007). The proposed additions are less focused on the aesthetics of 
integrating BIPV/T and more on the design process to make this integration possible. The following five 
guidelines are proposed:  
 

1) To make optimal use of the potential for BIPV/T, solar design should be incorporated within the design 
process from the beginning. As soon as it is conceptualised within the primary design framework, solar 
design can become an integral part for both the energy system design and architectural building concept. 
This can greatly benefit rather than limit the overall building concept, the technological performance and 
its appearance. 

2) To foster this integration of solar design into the design process, a multidisciplinary integration between 
system designers, structural engineers and architects is highly advised. A reciprocal awareness of both 
aesthetic requirements and technological and production possibilities and limitations of solar systems 
requires a constant collaboration between producer and designer. 

3) Even though novel PV(T) technologies afford many varying and exceptional uses of solar design, it is 
advised to think about solar integration in a more subtle manner. The aim of BIPV/T is not to create a 
unique artwork but to embed the renewable technology on a wider scale within its urban context in a 
delicate matter. This requires nuances in material textures, hues and compositions rather than an 
expressive exploration of opportunities. As a result, solar technology can visually almost disappear, 
leading to an enhanced feeling of integration within the urban fabric.  

4) In terms of technical performance, integrating solar thermal and photovoltaic installations may be 
beneficial in residential buildings. In order to achieve a higher self-consumption, energy storage with 
demand side management could be used. 

5) Since the inhabitants may have a significant influence on the energy use of a building, it may be beneficial 
to have a larger focus on user experience and increasing environmental awareness. Although dependent 
on the specific user, a physical interface may encourage the occupants to interact with the energy 
management system.  

The findings of the conducted research show how a close collaboration between architect, engineer and solar 
design company can establish architectural integrability while being realistic about the technical limitations. 
Moreover, the advantages of improving not only the technological part of the energy system but also its visible 
appearance is demonstrated. It shows an alternative to the conventional roof PV panels perceived to be a limit in 
the design of buildings by residents, urban planners and architects. With this, the authors hope that the RDU 
provides an example of the integration of a solar system in architectural design, it being a start of the systematic 
implementation of BIPV/T in the design process of buildings. Perceiving BIPV/T as yet another architectural 
element – such as brick or wood – having its own limitations and opportunities rather than being an unavoidable 
element to contribute to sustainable housing would increase the immediate implementation of solar systems in 
buildings. The authors therefore agree with Yang & Athienitis (2016, p. 887): “Establishing BIPV/T systems both 
as a standard architectural concept and as a functional building component replacing conventional claddings, 
roofing materials, would aid in the widespread use of BIPV/T systems”. When applied on a large scale, this could 
contribute to the acceleration of the global energy system transition. 
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4.1 Improvements and limitations  
This study has taken place in the context of the Solar Decathlon Europe which resulted in certain regulations and 
limitations to be complied with. Firstly, due to a limit to the capacity of the PV installation (3000 Wp), only the 
PV modules at the most efficient locations were connected instead of the whole BIPV/T facade and the full energy 
generation potential of the BIPV/T design could not be tested. Subsequently, the measurement results cannot be 
used to evaluate the influence of east and west oriented BIPV facades in increasing the energy generation during 
the morning and evening hours. Additionally, the entire building diverged from the south-west orientation, such 
that the west facade was slightly oriented towards the South. This likely influenced the energy generation in the 
evening hours. Finally, the performance of the solar thermal systems could not be evaluated independently since 
the type of measurements conducted during the contest are not suitable to assess the performance and efficiency 
of the systems. 

The design of the RDU itself also demonstrated certain limitations: due to the combination of an accessible roof 
and the tilted solar belt, it was necessary to implement a transparent, glass balustrade to transfer sunlight towards 
the PV cells. This resulted in a considerable carbon footprint due to the excessive amount of glass and aluminium 
used. Furthermore, the current system of construction led to a significant increase in building time. This was 
mainly due to a discrepancy between the tessellated solar panels and the conventional substructure design, giving 
rise to difficulties in placement and levelling. The aesthetic evaluation of residents was neither considered in this 
study. In addition to these technical and aesthetical limitations, the affordability and viability of the BIPV/T was 
currently neglected in this study since the aim was to create a functioning prototype. 

A consecutive design should consider these wide-ranging issues, and further research is recommended to test the 
feasibility of flattening the energy peak throughout the day to unite the demand and supply of solar energy. In 
addition, the BIPV/T implementation and different energy storage options could be studied on a wider scale, such 
as a neighbourhood. Moreover, to make solar design inherently part of the toolbox for urban architecture, policy 
changes should accommodate this development. In general, future studies could investigate the optimal balance 
between aesthetics, customisability and optimisation to develop the rate of adoption of solar design within urban 
contexts. 
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Abstract 

Occupant behavior towards manual solar shading systems affects the energy performance of buildings. Behavior 

depends on several aspects which interact in a nontrivial way. This paper presents a simple prediction model of 

behavior based on self-reported use of manual shading and a user survey. The specific model is applicable to the 

case study building, which is an office building in Gothenburg, Sweden, but the approach can be extended to other 

buildings. The model was tested against a hypothetical automated solar shading system for the same building. The 

results show that cooling loads increased by at least 25 % with the manual model in respect to the automatic 

system due to fewer blind movements. The results show that not accounting for occupant behaviour leads to a 

significative performance gap between predicted and actual building energy use.   

Keywords: Occupant behaviour, Shading system, Annual solar heat gains, Prediction model. 

 

1. Introduction 

Occupant behavior towards shading systems has a major impact on heating and cooling loads (Hong & Hung-

Wen, 2012). Studying behavior towards building systems and their interfaces is not trivial, as it depends on both 

environmental triggers and psychological processes (Gentile, 2022). While some behavioral models have been 

proposed for use of shading in respect to environmental triggers, for example LightSwitch-2002 (Reinhart, 2004), 

occupant actions related to other individual evaluations are not yet fully understood and are currently object of 

extensive research. As a result, simplified behavioral models are usually adopted by simulation software and a 

performance gap between simulated and performed energy performance has been often reported (Borgeson and 

Brager, 2008).  

In relation to solar shades, the choice is usually between manual and automatic shading systems. Manual shading 

systems are often applied because of low installation and maintenance costs; however, it can lead to higher energy 

use. Automatic shading systems should perform better in respect to energy, but since shadings are generally 

chosen at late stages of building design (Yao, 2014), integrating shades automation in the building management 

system is complicated, if not impossible in real projects. In addition, real life projects suggest to to always provide 

a manual override to automatic shading (Gentile et al., 2022), which increases the uncertainties in real operation 

performance. Many building simulation programs for dynamic thermal and energy modelling consider the use of 

manual solar shades deterministically linked to changes in the luminous and/or thermal environment (Newsham, 

1994), including incoming radiation on the facade, indoor temperature, glare (Fisekis et al., 2003), or daylight 

illuminance (Roche, et al, 2000). This approach requires typically the definition of occupancy schedules and set-

points for temperature, facade radiation, or indoor lighting (Yao, 2014). Occupant actions on shades, however, 

are not necessarily completely aligned with the indoor environmental conditions. For example, once shading is 

lowered, occupants generally do not raise them back even if when the environmental conditions would suggest so 

(Scorpio et al, 2022). A deterministic approach to occupants’ behavior overlooks the complexity of human 

behavior, which is, in the best of cases, of stochastic nature, see e.g., Reinhart (2004). 

In general, occupants act on shading to 1) achieve visual comfort and allow access to view, and to 2) achieve 

thermal comfort (Katsifaraki, 2019), whereas visual comfort seems to be the main trigger for closing blinds (Van 

Den Wymelenberg, 2012). In addition, individual factors related to social norms or previous experiences are 

modulating such actions (Gentile, 2022). 
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In this article, a model to predict the use of solar shading has been developed. The model uses both environmental 

information (glare probability, façade radiation) and individual factors to determine the use of shading. Since the 

individual factors are derived via a survey for a specific case building, the model is applicable as such only to that 

specific case. However, the approach for deriving the model can be extended to other case study buildings. 

The model is then implemented in a simulation software and the energy performance of manual shades is 

compared to that of an ideal automatic one. 

  

2. Methods 

The study consisted of a collection of both technically measured and survey data on the use of shadings for a case 

study building. The data was used to develop the prediction model. The prediction model was used to test the 

performance of a daylight and thermal model with a manual shading system, whose operation was based on the 

prediction model, and an ideal automatic system (Fig. 1).   

 

Fig. 1: Sequence of study 

 

2.1 Case study building 

The study was carried out on the fourth floor of an office building located located in Gothenburg, Sweden (Fig.2). 

The building has a window-to-wall ratio of 45 %. The office layout consisted of predominantly landscape offices, 

and few private offices around the courtyard. All offices are currently equipped with manually operated internal 

shades. The total heated floor area of the fourth level is 1 916 m2.  

 

Fig. 2: Map and layout of the case study building 
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2.2 Existing daylight condition and visual comfort in the office building 

A daylight and thermal model were drawn in Rhino. Image based-simulation and both horizontal and vertical 

illuminance values were validated against the measured data from both HDR images and illuminance meter. 

Daylight and energy analysis were performed via Honeybee and Ladybug plugins for Grassopper. Grid-based 

annual lighting simulations without roller blinds and electric lighting were run for the office building.  

2.3 Survey and participants 

The participants filled in the Lighting-Diary (Maleetipwan-Mattsson et al., 2013), which consist of a self-reported 

diary where they could log when they operated the solar shades with the approximate position (0% - 25% - 50% 

- 100% closed). The diary was filled during a week. It gave insights about individual actions on shades that could 

enrich the usage model based on only environmental predictors (visual and thermal comfort). 

Participants were required to fill in a short written longitudinal survey concerning questions about general glare 

experience at their workplace and their perceived control over the shading system. The survey included open-

ended questions and it was administered three times, at the beginning of the months of February, March, and 

April. On all occasions, there were clear sky conditions in Gothenburg. 

2.4 Development and testing of the prediction model 

The observations represented the base for the prediction model which is illustrated in Results. The validity of the 

prediction model was tested by visual documentation of the position of the solar shades in the real building during 

two specific days, 7th of March and 1st of April 2022, at 09:00, 13:30, and 16:00. The positions recorded in the 

real building were successfully compared with those predicted by the model. 

2.6 Energy performance with the manual and automatic shading systems 

2.6.1. Manual solar shading system 

The solar shading position of the blinds in the private office rooms and landscape office were determined from 

the prediction model. Shades in common areas were assumed fully open throughout the year, as this was an 

outcome from the survey. Solar heat gains were calculated according to equation 1.  

𝑆𝐻𝐺 = 𝐼. 𝑔.
𝐴𝑔𝑙𝑎𝑠𝑠

𝐴𝑟𝑜𝑜𝑚
           [W/m2]                                     (eq. 1) 

Where I is the solar radiation against the glazing system with a solar factor g for the area of glazing Aglass in the 

room of area Aroom. The g-value considers solar shades. The g-values for intermediate shading states were 

unknown. In such cases, the solar heat gains were calculated assuming that the shading position is installed on the 

exterior side of the glazing, reducing the glazed area. Then the solar radiation on the glazing surface was reduced 

proportionately instead of reducing the g-value of the glazing system with a partially closed shading system.  

The Daylight Glare Probability (DGP) was calculated for the different shading states. According to the shading 

state, annual solar heat gains were later calculated using equation 1. Peak loads were calculated for the hour with 

the highest solar radiation; in such cases, it was assumed that shades were fully closed.  

2.6.2. Automated solar shading system 

The automated shading system had a set-point of 150 W/m2 on the façade, which is a common threshold in 

northern Europe (Wienold et al, 2011). The automated shading could be either fully open or fully closed. The 

annual solar heat gains through the automated shading system were calculated based on this control algorithm 

using equation 1 and later compared with the manual shading system. Peak loads on each room were also 

calculated based on the same control algorithm. 

3. Results 

3.1 Daylight and glare analysis 

The existing daylight conditions in the building suggest that there is a relative high glare risk in most of perimetral 

zones of the building. The office area is well daylit, with a DFmean of 4.3 and a DFmedian of 3.2.  
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Fig. 3: Top-left to bottom-right: spatial daylight glare probability, daylight factor, daylight autonomy (DA300) and useful daylight 

illuminance (UDI300-2000) for the fourth floor of the case study building. 

3.2 Observations from the survey 

A total of 47 employees responded to the survey and filled in the lighting diary, but nine responses were discarded 

because wrongly filled. All responded were full-time employees who occupied the workspace for at least 30h per 

week. Among the 38 remaining respondents, 37 % represented employees with sitting desks adjacent to the South-

East façade, 34 % to the North-West façade, and the remaining to the South-West façade. 8 % of the respondents 

had an individual office, 24 % shared the office with a colleague, and the remaining where in the landscape offices. 

Responded from the individual or two sharing office rooms had windows facing towards the courtyard, while the 

landscape office had windows facing the exterior. All responded had access to the manual control for at least one 

window in their workspace.  

The survey and diary results confirmed that the occupants control solar shading primarily to avoid glare according 

(86 % of respondents). When glare was occasional and not persisting, the occupants first tended to adapt to the 

situation by moving the monitor slightly. Shadings were not operated unless it was impossible to avoid reflections 

on the screen after reasonable adjustments of its position. If glare persisted for longer periods, then occupants 

would operate the shading. Only 21 % of the recorded solar shading states included fully closed position, while 

shading was closed only to the extent that this protected from glare source. According to the survey, the occupants 

did so to keep high daylight and view out. Most of solar shading movements were recorded at the beginning and 

end of the day, with solar disc in the field of view for the more East and West oriented façade. Blinds were 50 % 

to 100% closed during the morning and at the end of a workday for 79 % and 51 % of the respondents, respectively. 

The shadings were open or at most 25 % closed at other times.  

Occupants experiencing glare in the afternoon were likely to leave the shades in the same state until the next day 

morning. Almost all respondents (91 %) did not change the shading position before leaving the office at the end 

of a workday. Employees sitting next to the windows were twice as likely to operate the shading than other 
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employees. Those having control over the shading system were also more satisfied than the other employees in 

respect to the daylight conditions and solar shading system in the space. 

3.3 Development of prediction model   

Since glare appeared to be the main driver for shading operation, the prediction model was based entirely on visual 

comfort. The model includes reflections on screens. The shading state is derived by the information provided by 

the survey (Fig. 4). Glare is assessed by mean of DGP with threshold DGP ≥ 0.35. Screen reflection is accounted 

in a simplified way, i.e., if DGP ≥ 0.45 for the field of view opposite to the screen, then there should be a high 

luminous source which can cause reflection on the screen. The developed prediction model accounts for the 

reported individual behavior, but it is of deterministic nature.  

 

Fig. 4: The prediction model for operation of manual shades for the case study building. 

 

When tested against the actual shade positions, 10 % of the solar shades were in a different state than the predicted 

position with respect to the total number of solar shades in the fourth level of the building, mainly on the South-

West and North-West facades. The South-East façade towards the courtyard and the North-West façade to the 

exterior showed minimum to no deviation between actual and predicted position. The shading positions recorded 

at 13:30 had the highest deviation from the prediction model on both test days (17-19 % of difference). 

3.5 Blind movements 

Blind Use Frequency (BUF) and the Number of Blind Movements (NBM) were used to describe the use of blinds. 

BUF represents the hours in which at least one blind on the façade of the fourth floor is changed from the previous 

position to the new position (partly or entirely). BUF does not consider the number of shading devices that are 

used at a given time. NBM represents the ratio of the total number of blind movements per hour to the total number 

of blinds moved in the day with respect to an automated shading system.  

The automated mode was much more responsive to changes in the weather conditions (Figure 5). Differences are 

higher during the summertime, mainly due to the irradiation set point since the prediction model is based on visual 

comfort only. Differences are less marked during the winter, when even the manual mode responds to low sun 

angles, causing glare and triggering use of shades. Similar considerations apply to NBM (Figure 6).  
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Fig. 5: BUF for the manual (above) and automated (below) modes of the solar shading. The red lines delimit the cooling period, 

assumed to be between the two equinoxes. 

 

 

 

Fig. 6: NBM for the manual (above) and automated (below) modes of the solar shading. The red lines delimit the cooling period, 

assumed to be between the two equinoxes. 
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3.6 Annual solar heat gains 

The annual solar heat gains for the manually operated shading system as from the prediction model were 22 % 

higher than that of the automated shading system, accounting for 764 kWh/m2/year and 626 kWh/m2/year, 

respectively. This is mainly explained by the unresponsiveness to solar radiation of the developed model. Winter 

solar gains were 9 % higher for the manually mode (118 kWh/m2 vs 108 kWh/m2), which is positive in energy 

performance perspective. Summer solar gains were 25 % higher for the manually mode (646 kWh/m2 and 518 

kWh/m2), which is instead negative in energy performance perspective.  

The prediction model failed to reduce peak loads. According to the model, only 17 % the shadings were in fully 

closed position during peak radiation. 

 

 

 

Fig. 7: Annual solar heat gains for the manual (above) and automated (below) modes. 

4. Discussion and Limitations 

The core of the study, which is the development of the predictive model, showed that behavior towards shading 

is not trivial. The survey allowed us to understand that, at least for the case study building, action depends largely 

on visual comfort. However, it is still questionable whether our specific prediction model would be largely or in 

part applicable to other case study buildings or even to the same case study building during the whole year. 

In fact, the observations were carried out during the spring months, when visual discomfort is more likely to occur 

at north latitudes due to low sun angle, and thermal discomfort is less likely to occur due to weather conditions. 

Thus, the survey may have led to a model which overweighted visual discomfort and underweighted thermal 

discomfort. This hypothesis sounds reasonable when looking at the wide differences of BUF and NBM between 

the model-based manual mode and the automatic one. 

During the spring months, however, the model proved reliable. This suggests that the approach for building the 

model - survey information combined with set-points for environmental cues – can be tested for further and 

extended to longer periods and situations. 

The model led to higher energy use in respect to automatic shades. Such result was expected as automatic systems 
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are explicitly designed to maximize energy savings. It is however unknown if such automatic systems would be 

generally appreciated by the occupants; low appreciation may lead to frequent overriding and even sabotage, as 

shown in other research. Also, the relatively big difference in measured solar heat gains between the two control 

modes – manual and automatic – might be largely explained by the model construction. 

The model comes with further limitations in its current form. Among them, two main issues can be mentioned. 

First, screen reflection was deemed important for shading operation, but this is yet computed in an extremely 

simplified way, i.e., via luminance mapping of the field of view in front of the screen. Reflection can also be 

caused in other instances due to highly reflective material in and around the office or by neighbouring buildings 

which are difficult. The measure of tolerable and intolerable reflections on the monitor are also very individual. 

Second, and somewhat linked to the “individuality” of what is tolerable or not, the model is deterministic, since 

the limited number of subject and the time of observation did not allow to built probability curve that would have 

been useful to add a stochasticity layer to the model.  

5. Conclusion 

In this study, a prediction model for shade position was illustrated. The model was based on survey responses, 

and it used visual comfort as the only predictor for action on shading. The model was found to predict well the 

actual operation during three test days in spring. The following can be concluded: 

• Minimizing visual discomfort was the major driving factor for the occupants to control the shading 

system. 

• Occupants also adapt to the environmental conditions to a certain degree and delay the operation of the 

shading system.   

• Visual discomfort and glare can be reduced significantly even when the solar shading is at a partially 

open/close state.  

• A comparison with automatic mode of shading control revealed a better energy performance of the latter, 

mainly due to more automatic adjustments of shadings during summertime. 

• Blind movements are significantly higher in an automated shading system when compared to a manually 

operated shading system.  

• Occupant behavior on manually operated shading systems causes a negative impact on the building 

cooling load in comparison to automated shading systems.  

The simplifications done in the study method limit the applicability of the results, but they still suggest a relevant 

impact of occupant behavior on manually operated solar shading devices.  
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Abstract 

Kyrgyzstan – a high-altitude and cold climatic Central Asian country, suffers from high residential energy 

consumption, especially in the rural housing sector. Due to the age of the building stock as well as lack of insulation, 

the energy consumption of Kyrgyz buildings is 3 to 5 times higher compared to European buildings. The 

implementation of thermal insulation is considered one of the potential measures for energy conservation. However, 

the local boundary conditions (especially low-income, remote locations, and lack of knowledge and awareness) do 

not allow local people to consider the insulation measures. There is a lack of scientific knowledge available about 

sustainable insulation of high-altitude rural Kyrgyz houses. Against this background, the presented research article 

provides comprehensive scientific information on sustainable housing insulation for high-altitude Kyrgyzstan. The 

research was carried out on three key dimensions; why (use insulation), which (insulation to use), and how (to use 

insulation) theoretically and technically. The necessary data was composed of the author’s stay on site and literature 

review. Based on the three main research questions, why, how, and which, the article formulates a complete technical 

guide for sustainable insulation housing in high-altitude Kyrgyzstan.  

Keywords: energy efficient house, high-altitude, sustainable, thermal insulation, cold climate, space heating 

1. Introduction 

1.1 Setting the scene: high-altitude rural Kyrgyz houses 

The residential sector of Kyrgyzstan is considered the highest energy consumption among Central Asian countries. 

This is due to the existing housing conditions, lack of building insulation, and the age of the building stock. Due to 

the cold weather conditions, a typical Kyrgyz household spends a high portion (almost half of the income) of its 

budget on energy expenses (i.e., space heating). Eventually, this results in low thermal comfort and high energy 

consumption. This situation is very critical for high-altitude rural houses because more than 50% of rural houses 

were built from earthen materials during the Soviet era more than 30-50 years ago without proper building 

construction techniques and insulation dimensions (Mehta et al., 2021). These buildings are now in obsolete 

condition and do not provide minimum hygienic and comfortable living conditions. Fig. 1 represents the total final 

energy consumption by sectors in Central Asia and the residential buildings construction year to provide a full picture 

to the reader of the issue. This is expected to remain high unless the need for greater energy efficiency is fully realized 

and given due consideration during building construction and renovation. 

 

Fig. 1: Total final energy consumption by sectors in Central Asia based on International Energy Agency (left) and Residential 

buildings construction year in Kyrgyzstan (right) based on International Energy Charter (2018) 
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From the field visit, it was identified that a typical rural house has natural walls with a thickness of 0.35 m to 0.50 m 

without any insulation. The uninsulated earthen floor is constructed with wooden beams and floorboard with a total 

thickness of 0.20 m to 0.40 m. Similar to the floor, the ceiling consists of a wooden beam structure and open space 

under the roof. Further to this, the installed windows in the houses were mostly cracked and exposed to air leakages. 

This typical building profile is partially applicable to most rural communities as families assist each other with house 

construction and transfer knowledge of building styles. Therefore, the housing profile in most rural communities is 

relatively homogeneous in Kyrgyzstan (Mehta et al., 2020). 

The literature review identified that the energy use per square meter of Kyrgyz households is almost 3-5 times higher 

as compared to European homes. The annual heating energy consumption of Kyrgyz buildings varies between 320 

and 690 kWh/m2/year. Because of the mountainous and high-altitude characteristics, Kyrgyzstan’s climate is 

characterised as sharp continental with a long and harsh winter (-20 to -30 °C in the mountainous areas). The cold 

and extended winter in the country defines house heating as a primary need for Kyrgyz people. Due to the remote 

location and low population density, high-altitude rural Kyrgyz houses are generally not connected with modern 

energy services to meet the primary energy need, which is space heating in this case (Mehta et al., 2020). The absence 

of modern energy services forced local people to extract their energy needs from the local surroundings. Fig. 2 

represents typical high-altitude rural Kyrgyz houses.   

 

Fig. 2: Typical rural residential / family houses in high-altitude Kyrgyzstan (Source: Author) 

To maintain thermal comfort, local rural people use traditional heating stoves operated with solid fuels during the 

winter months. Currently, the thermal comfort in Kyrgyz households is not that high compared to other global 

regions. Most rural houses in Kyrgyzstan are simple buildings typically constructed with soil, clay-straw, or adobe 

without any insulation parameters and resulting in low thermal comfort inside the building. The most relevant reason 

for this high demand is the lack of insulation in most rural Kyrgyz houses (Beringer et al., 2021b). The current 

buildings in rural Kyrgyzstan are often poorly insulated, which results in a high heat flow rate out of the building 

(c.f. Fig. 3).  

 

Fig. 3: Thermography of a typical rural house 

1.2 Sustainable and environmental challenges 

Mehta et al. (2021) identified that the average rural Kyrgyz family needs to employ 2–6 tons of coal (cost ~50–250 

€), 1.5–3 m3 of firewood (cost ~5–30 €), and 1–2 truckloads of cow dung (most of the time self-prepared, but in case 

they outsource, it costs ~5–10 €) for house heating. The overconsumption of non-sustainable solid fuels significantly 

contributes to the production of indoor and outdoor air pollution. According to Brakema et al. (2019), the high-

altitude rural settlements in Kyrgyzstan are particularly vulnerable to Chronic Obstructive Pulmonary Disease 
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(COPD) and significantly experience respiratory issues because of the housed air pollution. Also, the available 

widespread forest cover (i.e., riparian forests) is often exploited to fulfill the energy need of rural people. The burden 

on local forest cover for wood leads to a negative impact on the riparian forests in Kyrgyzstan. This is an alarming 

thing as the absence of energy efficiency is directly or indirectly connected with the ecology and climate change in 

the country (Lauermann et al., 2020).   

2. The need of research and research methodology  

2.1 The need for sustainable housing insulation 

Such high heat demand is expected to remain the same unless the implementation of energy efficiency is fully 

realized. Hence, the application of insulation is one of the most promising solutions to overcome this problem. The 

implementation of building energy efficiency can help to reduce the existing residential heat demand by 50-70% 

(Mehta et al., 2020). However, due to the geographical isolation (i.e. distance from the major economic centres), 

modern building materials are costly and rarely available for the rural population. This is the same for the insulation 

materials. Besides availability, affordability is the key concern for the high-altitude rural population. Many rural 

households, especially in mountainous areas, do not have a permanent source of income because job opportunities 

are often scarce. Due to unstable income sources and low-income scenario in rural Kyrgyzstan, the application of 

thermal insulation to their homes is not considered practical for most rural households. Therefore, there is an urgent 

need to identify insulation solutions that should be sustainable, affordable and locally obtainable by considering the 

local assessment (especially the different rural house design). To our knowledge, there is no study made available to 

the scientific community that articulates the thematic and technical knowledge about sustainable insulation for high-

altitude Kyrgyz houses.  

2.2 Research methodology 

To provide a complete guide on sustainable insulation for high-altitude Kyrgyzstan, methodically, the presented 

research article investigated three key dimensions; why (use insulation), which (insulation to use) and how (to use 

insulation) theoretically and technically. By these three key pillars, the study provides a comprehensive and 

comparative analysis of the conventional materials (extruded polystyrene, polyurethane foam), sustainable materials 

(sheep wool, reed, straw) and concept insulation materials (composites of more than one material, which are currently 

in development). All types of available materials in Kyrgyzstan were evaluated on their thermal, chemical and 

physical properties. However, the main aim of the paper is to develop theoretical knowledge and provide scientific 

knowledge only about available sustainable insulation materials. Fig. 4 shows a graphical representation of the 

research methodology. 

 

Fig. 4: Research methodology for proposed research article 
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Therefore, in order to investigate the technical performance and affordability of such sustainable materials, a 

detailed technical parametric study was performed for the two predominately types of rural Kyrgyz houses. The 

data / information required for the presented research was collected from the author’s visit to the site and the 

literature review. 

3. Catalogue of available insulation materials in Kyrgyzstan  

Thermal insulation materials (from now on insulation materials as this study deals only with materials whose main 

purpose is to reduce heat flux) investigated in this study are divided into three groups. These groups are non-

sustainable materials, sustainable materials, and concept materials. Fig. 5 classifies the available insulation materials  

(as well considered in the presented study) in Kyrgyzstan.  

 

 

 

To guarantee comparability between the different classes, the parameters used to analyse the materials are always 

identical. In that need, the presented chapter reports the parameters which are usually relevant when selecting the 

suitable material for insulation (thermal conductivity, density, specific heat capacity, acoustic properties, typical 

moisture content, compression strength, fire resistance, costs for raw material, and costs for finished material).  

Through an extensive literature review and market survey, Tab. 1 offers a comprehensive overview of available 

materials and their respective properties. It also estimates the material costs, which may vary as the construction and 

insulation market in Kyrgyzstan is not always stable. Raw material costs, such as those for straw from fields, can 

sometimes be difficult to evaluate or may not be applicable to non-sustainable materials that rely on crude oil and 

other chemicals that are only available in their finished form. The cost of finished materials is even more important, 
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Fig. 5: Classification od insulation materials used in the presented study 

 
K. Mehta et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

61



 

as it indicates the cost of the insulation material used in the house. However, the cost of installation is not included 

in this estimation, as it was calculated separately in the study. The costs are given in €/kg or €/m3 (by using density 

for calculation). This is relevant as different thicknesses cause different quantity requirements. 

Tab. 1: Catalogue of available insulation materials in Kyrgyzstan with various properties  
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4. Calculation of total insulation material cost  

The aim of this section is to find the most economically reasonable quantity of sustainable thermal insulation for a 

rural building in Kyrgyzstan. All prices given in this chapter are aimed for the Kyrgyz market and thus, are not valid 

for a general statement. One can read the author’s previous work  Beringer et al. (2021a) to get more details about 

sustainable insulation materials in rural Kyrgyzstan. It is important to get the overall material cost (including 

installation cost) to get a full picture of housing insulation. Tab. 1 shows numbers for material cost in m3 (last column) 
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without any installation efforts. However, depending on the thickness of the insulation layer, the required material 

(quantity) will be varied. The calculation is displayed in eq.1.  

𝑇𝑜𝑡𝑎𝑙 𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 𝑐𝑜𝑠𝑡𝑠 (𝑖𝑛 €)  

=  𝑇𝑜𝑡𝑎𝑙 𝑤𝑎𝑙𝑙 𝑎𝑟𝑒𝑎 (𝑖𝑛 𝑚2)

× 𝐼𝑛𝑠𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑙𝑎𝑦𝑒𝑟 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 (𝑖𝑛 𝑚) 𝑥 𝑐𝑜𝑠𝑡 𝑓𝑜𝑟 𝑓𝑖𝑛𝑖𝑠ℎ𝑒𝑑 𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙(𝑖𝑛
€

𝑚3
) 

eq. 1 

Installation costs, the second component in economic feasibility calculations, are difficult to evaluate due to their 

dependence on individual cases, as well as the wide variation in transportation and personnel costs based on 

settlement location. However, these costs are not heavily influenced by the thickness of the insulation layer, as most 

processing steps are consistent regardless of thickness eq. 2 displays the calculation, and Tab. 2 provides generalized 

installation costs for different materials. 

𝑇𝑜𝑡𝑎𝑙 𝑖𝑛𝑠𝑡𝑎𝑙𝑙𝑎𝑡𝑖𝑜𝑛 𝑐𝑜𝑠𝑡𝑠 (𝑖𝑛 €) = 𝑇𝑜𝑡𝑎𝑙 𝑤𝑎𝑙𝑙 𝑎𝑟𝑒𝑎 (𝑖𝑛 𝑚2) × 𝐼𝑛𝑠𝑡𝑎𝑙𝑙𝑎𝑡𝑖𝑜𝑛 𝑐𝑜𝑠𝑡𝑠 (𝑖𝑛
€

𝑚2
) eq. 2 

Tab. 2: Overview of estimation of the installation costs for insulation in Kyrgyzstan 

Material 

Installation costs 

for the wall in 

€/m2 

Installation costs 

for the ceiling in 

€/m2 

How to install?  

C
o

n
v

en
ti

o
n

a
l 

 

Extruded 

polystyrene 
8 6 Can easily be glued on a brick structure 

Polyurethane 

foam 
6 5 

Can easily be sprayed on brick structure 

(Riman company, 2021) 

S
u

st
a

in
a

b
le

  

Sheep wool 15 6 
With spcial construction applicable on 

wall (i.e. sheep wool, holidg structure)  

Straw bale 12 6 
With spcial construction applicable on 

wall (i.e. straw bale, holidg structure) 

Reed 12 6 Similar to straw bale 

C
o

m
p

o
si

te
 Mushroom and 

plant 
Not applicable as no large-scale installations were performed so far; this does not 

allow any calculations of break-even point 
Moss 

5. Special focus on sustainable insulation structure  

5.1. Availability of insulation materials to rural Kyrgyz population  

This section will provide a detailed explanation about which insulation rural houses should use for better and more 

affordable energy efficiency. From the literature review, discussion with the construction agency and market survey, 

it was identified that conventional materials are common and accepted in urban areas (especially in Bishkek). The 

majority of the conventional material is imported from the neighboring countries to Kyrgyzstan (c.f. Fig 6). That has 

a huge influence on the cost (c.f. Tab.1). If one needs to order that material to rural areas, that could be even more 

costly as the price will be increased due to the material transportation to the remote / isolated community location. 

Hence, conventional materials are rarely used in rural areas.  

Additionally, the literature review showed minimal use of composite materials in Kyrgyzstan. Given the limited 

availability and high cost of conventional insulation materials, rural Kyrgyz households do not usually use them. 

Hence, this article provides technical and scientific information on affordable insulation materials that are locally 

available to the rural population. 
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Fig. 6: Supply chain of the conventional insulation materials based on the market survey  

5.2 Simulation model development  

From the field visit, it was identified that there are two different types of houses available in typical rural Kyrgyz 

communities; 1) Open roof houses and 2) Closed roof houses.  

Open roof house:  

Generally, in such houses, the metal roof is placed on the wooden beam ceiling. Mehta et al (2020) mentioned that 

the open roof house is a very common and predominant practice in rural Kyrgyzstan due to a lack of knowledge and 

lack of income. The open space induces a considerable amount of heat loss during windy days. Naturally, such a 

house has a high heat demand.   

Closed roof house:  

Closed roof houses are similar to open roof houses when it comes to construction work. However, as the name 

suggested, in these houses, the roof is ideally closed or covered with the help of metal sheets from both ends in order 

to prevent the wind from passing through it. 

Tab. 3: Illustration of two different house models with the range of space heating demand  

Open roof house Closed roof house 

  

Range of annual specific heat demand 

250 – 330 kWh/m2  

Range of annual specific heat demand 

210 – 270 kWh/m2 

EnergyPlus employs a heat balance algorithm that integrates DOE-2 and BLAST (Building Loads and System 

Thermodynamics) simulation engines to compute heat demand of the building which is widely adopted as a reliable 

method for simulating building energy consumption. The model estimates the heat gain / loss of individual thermal 

zone by considering various parameters such as heat losses through different building components (i.e., walls, floor 

Naryn

Issyk Kul

Jalal-Abad

Osh

Batken

Chuy
Talas

Bishkek

Naryn

Issyk Kul

Jalal-Abad

Osh

Batken

Chuy
Talas

Bishkek

Naryn

Issyk Kul

Jalal-Abad

Osh

Batken

Chuy
Talas

Bishkek

Naryn

Issyk Kul

Jalal-Abad

Osh

Batken

Chuy
Talas

Bishkek

Kazakhstan

Turkey

China

Russia 

Kazakhstan

Turkey

China

Russia 

Kazakhstan ChinaKazakhstan

Uzbekistan Russia 

Double-glazed plastic / PVC windows 

with metal frame 

Industry processed wall insulation 

materials 

Decorated tiles / materials for                  

façade design 

Laminated wood /  wooden board for 
flooring 

 
K. Mehta et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

65



 

and ceiling), local climate, occupant’s behaviour, internal gains, external solar gains etc.  The model then calculates 

temperature changes over time, based on the heat gain or loss in each thermal zone. EnergyPlus predicted heating 

demand for the building over the course of a year, based on the thermal characteristic of building the outside air 

temperature. The building simulation models were designed as single thermal zone models as there were no different 

thermal zones identified. The heating set-point of all the houses was considered as 20 oC to maintain pleasant thermal 

comfort for all simulated houses as indicated in Botpaev et al. (2012). Simulation models utilised standard settings 

for natural ventilation in EnergyPlus due to the unavailability of accurate data. One can read the author’s previous 

work to get more explanation about the house construction (open house: Mehta et al. (2020) and closed roof house: 

Beringer et al. (2021b)), detailed building elements, and the mathematic model of the house used in this simulation 

study.  

6. Results and discussion  

6.1 Parametric study and simulation outcomes   

The study aimed to assess the effects of sustainable insulation materials on two types of houses using a simulation 

and parametric analysis conducted with the aid of EnergyPlus and jEPlus, respectively, for wall and ceiling 

insulation. The parametric study involved manipulating materials and thicknesses to identify the optimal 

configuration for maximum insulation efficiency. 

To achieve this, three insulation materials - sheep wool, straw, and reed - were selected, and their thicknesses were 

varied from 3 cm to 15 cm in increments of 3 cm. The results were then compared for both types of houses, and Fig. 

7 dispays the comparative outcomes. 

Open roof house  Partially closed / open roof house 

  

 

Fig. 7: Graphical representation of the parametric study based on the thickness and its effect on the heat demand reduction in %. The 

graphical representation provides a comparative overview and impacts of the insulation materials on the open roof house and closed 

roof house 
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6.2 Impact of sustainable insulation  

Naturally, with the increment of the insulation thickness, there is more potential for heat demand reduction available. 

In general, wall insulation will help to reduce the heat demand up to 24% depending on the material and thickness. 

Similar to wall insulation, ceiling insulation also has the potential to reduce the heat demand up to 26%.   

The comparative simulation results bring interesting and novel theoretical information. It can be seen from the 

simulation results that the insulation will be more effective in the case of a closed roof house compared to an open 

roof house. On the contrary, ceiling insulation is more effective in the case of open roof houses compared to closed 

roof houses. This finding will lead to the motivation of the sequential thermal modification in rural Kyrgyz houses.  

Due to the open roof condition, the wind will pass over the ceiling which will induce a huge amount of heat losses 

through ceiling. Hence, investing in ceiling insulation should be the priority of the rural Kyrgyz household. This will 

allow reducing the heat demand more effectively. After the ceiling insulation, one can close the open roof. The author 

already demonstrated the positive impact of closing the roof and mentioned that “covering the open sides of the roof 

raises the opportunity to decrease the specific heat demand by up to 22%.”. Once the ceiling is insulated (average 

heat demand saving up to 15%) and the roof is closed (heat demand reduction up to 25%), wall insulation can further 

help to drag down bluing heat demand.  A novel information / scientific knowledge about sequential information will 

help rural people to make building energy efficiency more effective. The recommended thermal modifications allow 

for gradual investment in energy efficiency, making it financially feasible for low-income rural households in 

Kyrgyzstan. This contributes to the establishment of sustainable buildings in rural areas. 

6.3 Limitations of the study  

The study aimed to perform a comparative analysis of available house types and evaluate the impact of sustainable 

insulation on rural Kyrgyz houses through technical simulations. While the study conducted a parametric evaluation 

of insulation thickness, it did not provide any specific recommendations. Future scope includes multi-objective 

optimization considering heat demand reduction, cost, and insulation thickness. Sustainable insulation materials offer 

advantages such as higher volumetric heat capacities and lower carbon footprint compared to conventional materials. 

However, they also have disadvantages, including higher combustibility and higher thermal conductivity than state-

of-the-art conventional materials. Considering thermal comfort, acoustic and hygroscopic properties, and cost-

effectiveness are crucial to select the most suitable insulation material. The latest findings in composite materials 

aim to eliminate these drawbacks. Successful implementation of green building strategies has been analyzed in 

several publications, but large-scale experiments such as model houses are necessary for long-term observations of 

material changes due to weather, climate, and environment. 

7. Conclusion  

The presented research article carried out an in-depth assessment of available insulation materials in Kyrgyzstan 

from a technical, economic and sustainable point of view. Based on the three main research questions, why, how, 

and which, the article formulates a complete technical guide for sustainable insulation housing in high-altitude 

Kyrgyzstan. This guide shows a comprehensive design on why and how to build a sustainable and affordable energy-

efficient building from which materials in high-altitude and cold climatic regions. This is how a detailed catalogue 

is available through the presented study in order to insulate high-altitude rural Kyrgyz houses sustainably. Therefore, 

by providing a complete solution for affordable and sustainable energy-efficient buildings, the research paper 

contributes to the knowledge. When upgrading the thermal shell of the building, material and insulation costs can be 

considered key parameters. Further to this, the presented study brought novel knowledge and recommended the 

sequence of the insulation which is not only effective but affordable as well. Unfortunately, all the listed insulation 

materials in the paper are still not acknowledged as insulation materials in Kyrgyzstan. Hence, it is necessary to make 

the local residentials aware of the enormous potential of using such materials.     
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Abstract 

A 60 m² solar heating/heat pump/42 m² PV system with a large hot water storage and electric battery can cover 

about 90% of the total yearly energy demand of 9500 kWh for a typical Danish one family house. If the house is 

connected to the electrical grid, additional 5500 kWh electricity produced by the system can be sold to the 

electrical grid during the summer months. The energy demand of the house not covered appear in January and 

February, which in Denmark are windy months with periods with extremely low electricity costs. The energy 

storages of the system can be charged during these periods and the total energy demand of the house can in this 

way be covered 100% by renewables.  

Further, the hot water storage and the battery can be operated in a smart way in a good interplay with the electrical 

grid. The energy storages can be charged in periods with low cost electricity and electricity can be sold to the grid 

in periods with expensive electricity. 

Finally, the hot water storage volume for the solar heating system can be strongly reduced due to the charge 

periods during the winter with limited solar radiation. 

It is recommended to develop optimally designed and sized solar heating/heat pump/PV systems with smart 

control strategies for different one family houses, so that CO2 is not emitted by the energy systems of the houses.   

Keywords: Solar energy buildings, solar heating/heat pump systems, PV systems, large independent ratios 

1. Introduction  

Due to the rapid man-made climate change and biodiversity crisis there is a need for urgent conversions from 

fossil fuel based energy systems to energy systems relying totally on renewables. Today about 80% of the World’s 

energy consumption is covered by fossil fuels. Countries around the World have made commitments on reductions 

on their coming CO2 emissions. It is expected that the conversion period from relying on fossil fuels to relying on 

renewables will be long and costly. Further, the war in Ukraine has shown that democratic countries finance non-

democratic countries’ vicious activities by importing goods from the non-democratic countries. For that reason, 

there are urgent needs for democratic countries to stop import of goods inclusive fossil fuels and energy 

components from non-democratic countries, where the goods often are produced cheap with high CO2 emissions. 

This will result in further increase of future energy costs. Consequently, it is foreseen that energy, both electricity 

and thermal energy, will be expensive in a future only relying on renewables.  

Worldwide, operation of buildings accounts for about 40 % of our primary energy consumption and approximately 

25 % of our greenhouse gas emissions. In Europe, buildings are responsible for 40 % of our energy consumption 

and 36 % of our CO2 emissions.   

Based on the above mentioned, it is a great wish that buildings outside district heating areas in the future are 

equipped with “domestic” energy systems covering almost the total yearly heat demand and a high part of the 

yearly electricity demand. Further, for buildings in district heating areas it would be great if centralized renewables 

cover the total yearly heat demand of the buildings and if the electricity demand is covered by “domestic” energy 

systems with a high degree of independence of energy supply from the electrical grid.  

In 1975 the so-called zero energy house was built at the campus of the Technical University of Denmark, Esbensen 

and Korsgaard (1976). A solar heating system with 42 m² vertical solar collectors and a 30 m3 hot water tank as 

heat storage could theoretically cover the yearly heat demand of the house in the Danish climate. However, mainly 

due to larger heat losses from the heat storage than expected, the system could not completely cover the total 
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yearly heat demand of the house, Esbensen and Korsgaard (1977). 

In 1978 the first so called plus energy house was built in Denmark, Fischer (1982). The one family house was 

equipped with its own wind turbine and electric battery and a solar heating system with 40 m² solar collectors and 

a 5 m3 hot water rubber tank. The intension was that all heat demands and electricity demands of the house and 

of an electric vehicle was covered without any energy supply from outside. Unfortunately, the rubber heat storage 

leaked after a short period, so the ambitious goal was not reached. 

The two above mentioned examples on Danish houses with solar heating systems aiming for 100% yearly solar 

fractions initiated research activities on solar heating systems and heat storage at the Technical University of 

Denmark. Most research efforts were focused on assistance to solar collector manufacturers in connection with 

their efforts to develop attractive solar heating systems and components for solar heating systems for the marked. 

The manufacturers developed competitive solar domestic hot water systems, solar combi systems and solar 

heating plants for district heating areas. Almost all the systems were economically attractive but had relatively 

low solar fractions, relying on different types of auxiliary energy supply systems. Systems with high solar fractions 

were not prioritized due to economically reasons. 

 PV systems on buildings allow that a part of the electricity demand can be covered by the PV systems. Further, 

combinations of PV panels and heat pumps allow that the systems can cover a part of both the electricity and heat 

demand of the buildings. Recently, differently designed, sized and smartly operated PV/heat pump systems have 

been investigated by Battaglia et al. (2017), Toradmal et al. (2018), Thür et al. (2018) and Heinz and Rieber 

(2021). Focus has been on how to achieve the highest possible coverage of the electricity and heat demand of the 

buildings. Also research with the same focus on PVT/heat pump systems have been carried by Dannemand et 

al.(2019), Sifnaios et al. (2021) and Chhugani et al. (2023),      

During the last decades, there has not been much research on how individual solar heating systems can cover 

almost all heat demand of buildings. However, in Switzerland the first successful one family solar house with a 

yearly solar fraction of 100% was built in 1989 by the company Jenni Energietechnik AG, Das Sonnenhaus, 2. 

Auflage 2009, https://docplayer.org/18236832-Unabhaengig-und-umweltbewusst-wohnen-mit-der-sonne-das-

sonnenhaus-2-auflage-2009.html (2009). A large solar heating system with several large hot water stores covered 

the total heat demand of the house during the first year of operation. Jenni Energietechnik AG is one of a kind 

company focusing on solar energy systems covering the total yearly energy demand with solar energy. 

Recently an IEA (International Energy Agency) SHC Task 66 project Solar Energy Buildings has started, 

https://task66.iea-shc.org/. The focus of the project is on development of economic and ecologic feasible solar 

energy supply concepts with high solar fractions for new and existing single buildings and building blocks or 

communities. The targeted solar thermal and solar electrical fractions depend significantly on the climate zone. 

For central European climate conditions solar fractions of at least 85% of the heat demand, 100% of the cooling 

demand and at least 60% of the electricity requirements for households and e-mobility should be achieved. 

In this paper preliminary calculations for a house with differently designed and sized solar energy/heat pump 

systems with high solar fractions are presented. Both solar heating systems and PV systems are considered.  

2. House and energy systems 

Calculations are carried out with the POLYSUN program, https://www.velasolaris.com/software/ for a 120 m² 

one family house located in Denmark outside district heating areas. Three different concepts of the energy system 

of the house are considered: 1) A heat pump system, 2) a heat pump system and a PV system, 3) a solar 

heating/heat pump system combined with a PV system. The sizes of the systems inclusive heat storages and 

electric batteries are varied, allowing determining how the degree of independence of energy supply from the 

electrical grid is influenced by system size.  

The yearly heating and electricity demands assumed are given in Table 1. The energy quantities are typical for 

relatively new Danish one family houses. Hourly weather data from the Danish design reference year, DRY are 

used in the calculations. 
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Tab. 1: Assumed yearly energy demands for one family house  

Space heating demand Domestic hot water 

consumption 

Electrical energy 

demand 

Total energy demand 

4707 kWh/year 1749 kWh/year 3000 kWh/year 9456 kWh/year 

  

The heating system of the house is a floor heating system based on hot water flowing through heating coils. The 

flow temperature is 35°C and the return temperature is 30°C under the dimensioning conditions. 

Figure 1 shows a schematically illustration of the heat pump/PV system, and Figure 2 shows a schematically 

illustration of the solar heating/heat pump/PV system taken in calculation. 

The efficiency of the PV panels is 20% at 25°C. 

Two different solar collectors are taken in calculation, a standard flat plate collector and an evacuated tubular 

solar collector from Kingspan, MS30-TMO500.  

A 5 kW air-to-water heat pump and electrical batteries of different sizes are assumed.  

Two hot water tanks are used for the heat pump system, while one hot water storage is used for the solar 

heating/heat pump system together with an external DHW unit supplied with heat from the heat storage. 

The electricity produced by the PV panels cover the electrical energy demand in the house directly, power the 

heat pump, charge the electrical battery or is sold to the electric grid. 

If the required electricity needed to operate the energy and heating systems and to cover the electrical energy 

demand in the house can not be covered by the PV panels or the battery, electricity is bought from the electrical 

grid. The calculations are carried out in such a way, that the total energy demand of the house is meet. 

Systems with an electrical battery and heat storages can in the future be operated in a smart way in a good interplay 

with the electrical grid. This possibility is however not considered in this paper.     

To compare the different concepts two energy quantities are used for each investigated system: Electricity bought 

from the electrical grid and Electricity sold to the electrical grid 

Further, an independent ratio, defined as Energy savings/Total energy demand = (Total energy demand – 

electricity bought from the electrical grid)/Total energy demand, is used.  
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Fig. 1: Schematically illustrations of the heat pump/PV system taken in calculation. 

 

 

Fig. 2: Schematically illustrations of the solar heating/heat pump/PV system taken in calculation. 
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3. Calculation results 

Calculated results for the heat pump system without PV panels, electrical battery and solar collectors are shown 

in Figure 3 and Figure 4 for different domestic hot water tank volumes. The hot water tank volume for space 

heating is 600 L in all the calculations. A small domestic hot water tank results in the highest yearly independent 

ratio of about 45%, because a reduced tank volume results in a reduced tank heat loss. Additional calculations 

show that the volume of the hot water tank for space heating not significantly influence the independent ratio of 

the system. 

Calculation results for the heat pump system with PV panels without electrical battery and solar collectors are 

shown in Figure 5, Figure 6 and Figure 7 for different south facing PV panel tilts. The PV area is 53 m², the 

domestic hot water tank volume is 300 L and the hot water tank volume for space heating is 600 L. The yearly 

electricity sold to the grid and the yearly independent ratio peaks, and the electricity bought from the grid is lowest 

for a PV panel tilt of 40°. The highest yearly independent ratio for the heat pump/PV system is about 69%. 

Calculations with the same system with PV areas of 28 m² and 14 m² showed that the yearly independent ratio 

decreased to about 64% and 58%, respectively, see figure 8 and Figure 9. Also for the heat pump/PV system a 

small domestic hot water tank results in the highest yearly independent ratio, while the volume of the hot water 

tank for space heating not significantly influence the independent ratio of the system. 

Calculations with the heat pump system combined with PV panels with an area of 53 m² and a 30 kWh electrical 

battery showed that the yearly independent ratio increased to 81%. 

 

Fig. 3: Yearly electricity bought from the grid as function of the domestic hot water tank volume for the heat pump system. 
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Fig. 4: Yearly independent ratio as function of the domestic hot water tank volume for the heat pump system. 

 

 

Fig. 5: Yearly electricity sold to the grid as a function of the PV panel tilt for the heat pump/PV system 
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Fig. 6: Yearly electricity bought from the grid as a function of the PV panel tilt for the heat pump/PV system 

 

Fig. 7: Yearly independent ratio as a function of the PV panel tilt for the heat pump/PV system. PV area is 53 m² 
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Fig. 8: Yearly independent ratio as a function of the PV panel tilt for the heat pump/PV system. PV area is 27 m² 

 

Fig. 9: Yearly independent ratio as a function of the PV panel tilt for the heat pump/PV system. PV area is 14 m² 

Calculations show that the yearly independent ratio for the solar heating/heat pump system without PV panels 

and with 60 m² flat plate solar collectors and a 2500 L heat storage with the upper 208 L reserved for heat 

supply to the DHW unit is about 57%. The best solar collector tilt is about 75°. 

Figure 10, Figure 11 and Figure 12 show the yearly electricity sold to the electrical grid, bought from the 

electrical grid and the independent ratio for the 60 m² solar heating/heat pump system combined with south 

facing 40° tilted PV panels as function of the PV panel area. Introduction of PV panels increase the independent 

ratio. With a PV panel area of 42 m² the independent ratio reach about 67% for the combined solar heating/heat 
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pump/PV system. By adding an electrical battery of 30 kWh, the yearly independent ratio is further increased to 

about 72%, 79% and 81% for 14 m², 28 m² and 42 m² PV panels, respectively. 

By replacing the flat plate solar collector with the evacuated tubular solar collector the yearly independent ratio 

is increased to 85% for the 60 m² solar heating/heat pump/42 m² PV system with 30 kWh electrical battery. By 

using a 90 kWh or a 200 kWh electrical battery, the independent ratio is increased to 86% and 87%, 

respectively.  

For the 60 m² solar heating/heat pump/42 m² PV system with evacuated solar collectors, a 30 kWh electrical 

battery and a 30 m3 hot water tank the yearly independent ratio is 87%. For the 60 m² solar heating/heat 

pump/42 m² PV system with evacuated solar collectors, a 200 kWh electrical battery and a 30 m3 hot water tank 

the yearly independent ratio is 91%. 5540 kWh produced by the system can on a yearly basis be sold to the 

electrical grid. The electricity is sold in the summer months.  

The calculations shows that it is not possible without extremely large heat storages and electrical batteries for 

the solar energy systems to cover the energy demand completely in the house in Denmark. However, the only 

period of the year where the large systems with large energy storages can not cover the energy demand 

completely is in January and February. In this period, windy days with extremely cheap electricity are available 

in Denmark due to the high number of wind turbines. Consequently, during these days the heat storage and the 

electrical battery can be charged with renewable energy in a cheap way. In this way the energy demand of the 

house can be completely covered by renewables.    

 

Fig. 10: Yearly electricity sold to the grid for a 60 m² solar heating/heat pump system combined with PV panels with different 

areas. 
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Fig. 11: Yearly electricity bought from the grid for a 60 m² solar heating/heat pump system combined with PV panels with 

different areas.  

 

Fig. 12: Yearly independent ratio for a 60 m² solar heating/heat pump system combined with PV panels with different areas. 

 

 
E. Nielsen et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

79



 

4. Conclusions 

A 60 m² solar heating/heat pump/42 m² PV system with a large hot water storage and battery can cover about 

90% of the total yearly energy demand of 9500 kWh for a typical Danish one family house. If the house is 

connected to the electrical grid, 5500 kWh electricity produced by the system can furthermore be sold to the 

electrical grid during the summer months. The energy demand of the house not covered appear in January and 

February, which in Denmark are windy months with periods with extremely low electricity costs. The energy 

storages of the system can be charged from the electrical grid during these periods and the total energy demand 

of the house can in this way be covered 100% by renewables.  

The optimal tilts for the south facing solar collectors and PV panels are about 75° and 40°, respectively. 

Further, the hot water storage and the battery can be operated in a smart way in a good interplay with the 

electrical grid. The energy storages can be charged in periods with low cost electricity and electricity can be sold 

to the grid in periods with expensive electricity. 

Finally, the hot water storage volume for the solar heating system can be strongly reduced due to the charge 

periods during the winter with limited solar radiation. 

It is recommended to develop optimally designed and sized solar heating/heat pump/PV systems with smart 

control strategies for different one family houses, so that CO2 is not emitted by the energy systems of the 

houses.   
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Abstract 

The CO2-neutral self-supply of heat and electric energy is an important objective for new buildings. Two new 

apartment buildings (7 units each) built in 2018 according to the solar house concept will achieve solar fraction 

of up to 77% electrically and 65% thermally through solar thermal and photovoltaic systems and thermal and 

electrical storages. The residents receive all energy services, independent of consumption, financed by a flat-rate 

rent. Within this article, the first results of two years monitoring with the effects of the user’s behaviour on the 
energy balance of the apartments and building is analyzed. It is clear that users prefer high room temperatures that 

are up to 5K above the German average. The electricity consumption, on the other hand, is average and the 

measured consumption matches the results of a residents survey conducted. Nevertheless, different user behaviour 

in terms of when they purchase electricity leads to a different load on the electricity storage and to a different 

individual electricity mix. 

Keywords: energy efficiency in buildings, solar energy, energy storage, solar fraction, NZEB, measurement 

1. Introduction 

In the EU the nearly zero-energy building-standard (NZEB) is obligatory for all new buildings by 2021 (Directive 

2010/31/EU). Therefore, an improvement of the energy efficiency of buildings and their evolution to new 

integrated building concepts with solar systems is necessary. Over the past 30 years, various low energy house 

concepts have been developed with different, mostly regenerative, energy supply systems. Nevertheless, in the 

literature, there exists a big leakage on detailed scientific measurement data to proof their efficiency under real 

user behaviors, see also Storch and Wilde 2018. This paper focuses on first measurement results of two identical 

new solar apartment buildings (see table1) with high solar fraction in electrical and thermal energy. 

Table 1: Parameters of one partially self-sufficient apartment building at the Cottbus location (* approx. 2400 kWh/apartment; ** 

from EnEV-certificate 2013) 

effective area / heated house-volume  853.5 m2 / 2921 m³ 

Area of solar thermal- / PV –collector / roof pitch 100 m² / 29.6 kWp  (facade & roof)/  

50° (S) 

Volume of heat storage tank/ storage battery (Li-Ion) 24.6 m³ / 52 kWh 

Auxiliary heating (gas) 48.2 kW 

Solar fraction el./ heat  ~ 77% / ~ 65% 

Annual demand in electrical energy* / thermal heat** 18,665 kWh/yr / 15.58 kWh/m² 

Annual primary energy consumption** 8.40 kWh/m²yr 

2. Results 

The main heat source for the buildings is the solar thermal system. These can be temporarily stored in a hot water 

tank. In addition, it is possible to use a gas boiler if the heat demand is higher than the yields of the solar thermal 

system. Table 2 compares the heat demand for heating and hot water for building 1 with the planned values. It is 

clear that the planned values are significantly exceeded during operation. 
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Table 2: Comparison of measured values and planning (for 6 residential units) for building 1, Measuring period 2020/21 

(Heating consumption and hot water consumption related to effective area,  

solar thermal yields related to area of solar thermal-collectors) 

 Measurement house 1 Compared to planned values 

Heating consumption 52,365 kWh / 61.4 kWh/(m²a)  344 % 

Hot water consumption 23,425 kWh / 27,4 kWh/(m²a) 234 % 

Hot water tap volume 180 m³ 82 % 

Solar thermal yields 52,365 kWh / 523,6 kWh/(m²/a) 201 % 

 

Various reasons were identified for this strong deviation from the planned values. In addition, it should be noted 

that the planning was carried out for a building with 6 residential units; the buildings that were finally constructed 

each comprise 7 residential units. 

During the heating period the measurements showed that the room air temperatures of the individual rooms are 

about 2.5 to 5 K above the average temperatures in living rooms and bedrooms according to Techem 2017 and 

thus also above the assumptions for the pre-calculation of the EnEV energy certificate. Figure 1 on the left shows 

an example of the room temperatures of three apartments. In all apartments, the bedroom is kept slightly cooler 

than the living room, which may be due to more frequent and longer window ventilation in addition to the setting 

of the room thermostat. In figure 1 (right), the presence of the residents is clearly indicated by the increase in CO2 

and humidity. The continuous drop in room temperature suggests that the window is open throughout the night 

from 11 p.m. to 6 a.m. This caused a cooling of the bedroom temperature of about 5 K due to a low outside 

temperature of about 0 °C. This means heat losses from the room with underfloor heating through uncontrolled 

air exchange and cooling of the walls. By comparing the heat consumption quantities in the respective periods 

with an apartment without window ventilation, the heat that escapes in this way can be quantified at approx. 

27.2 kWh. A nightly regulation of the heating operation alone can thus avoid about half of the additional 

consumption. A further influence is the reduction of the room set point temperature. However, it cannot be safely 

concluded that the cause of this behavior is due to the flat-rate energy billing. Ignorance and convenience can also 

influence user behavior. 

 

 

 

 

 

 

 

 

Fig. 1: Left: average room temperatures of apartments (living / bedroom, 19.03. to 14.05.2019); right: air properties of 1 bedroom, 

with green = temperature; blue = CO2; orange = humidity (09.04. to 10.04.2019), Oppelt 2019 

The hot water consumption is also significantly above the planned values. Here, too, a major cause is that the 

planned values were prepared for a building with 6 residential units. Figure 2 clearly shows that there is a more 

or less normal distribution across all residential units. The high and low consumers roughly balance each other 

out. The averaged hot water consumption in Germany is about 33 – 36 l/ person. There is no particular outlier to 

be seen, which could indicate possible abusive behaviour. The measured values also fit relatively well with a 

tenant survey that was conducted with the residents from this building. In this survey, 7 out of 14 units estimated 

their water consumption as average, 3 estimated it as very high and 4 as very low. Table 2 also showed that the 

planned hot water volume was undercut. Only the heat quantity for hot water is above the planned values. The 

reason for this is that the planned hot water temperature of 50 °C was not implemented, but the hot water is 

provided at 60 °C during operation. In addition, it must be considered that the washing machine and dishwasher 

have a hot water connection and thus there may be a higher hot water consumption compared to other residential 

units. 
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Fig. 2: Individual hot water consumption of the flats of both buildings related to the residential unit and related to one person 

The annual electricity consumption under full occupancy is about 2,200 kWh (with 2.4 persons/flat) which is 

within the same range of 2-person households, see stromspiegel. A comparison of the averaged load profiles of 

all flats of one house with the standard load profiles of BDEW 2017 (figure 3, left) also shows a typical curve 

shape with regard to the level of the base load and the time distribution of peak loads. However, a comparison of 

the individual flats with each other reveals a clear heterogeneity, see figure 3 (right). The average daily load curve 

shape of the individual flats shows that the peak loads mainly fall during times of maximum coverage by direct 

photovoltaic (pv) supply. Typical peaks in the evening occur in times of higher coverage by battery supply. There 

is a fluctuation in the degree of coverage of individual flats through direct pv consumption between approx. 28 % 

to 41 %. Overall, however, a similarly high degree of solar fraction (pv and battery) of 68 % to 73 % is achieved 

for all flats. Thus, the electrical energy storage leads to a doubling of the solar fraction. 

 

 

Fig. 3: left: average daily load profile of all apartments with the scaled standard load profile (Germany, H0) according to BDEW; 

right: day-dependent electricity mix, average values from 15-min. measured values (07/19 to 03/20).  

As described in Table 1, both buildings each have electricity storage with a capacity of 52 kWh. Figure 4 shows 

the battery's state of charge, the PV yield and the current electricity consumption of house 1. As expected, the 

battery's state of charge is also high in summer when PV yields are high. No seasonal fluctuations can be seen in 

consumption. Overall, it can be observed that the state of charge hardly drops below 30 % in summer and hardly 

rises above 50 % in winter. Only in the transitional period is the full capacity utilized. It becomes clear that the 

accumulator could be significantly smaller without affecting the behaviour of the house. Alternatively, integration 

into a neighborhood with the surrounding buildings (several apartment buildings and an office building) would 

reduce the grid feed-in and increases the self-consumption of renewable electricity in the district. 
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The storage losses of the accumulator are also not negligible. For the measurement period 2020/21, the loss of the 

accumulator for house 1 was about 2020 kWh, which roughly corresponds to the amount of energy of an additional 

household. The annual utilization rate was thus around 75.4 %, which also corresponds to the utilization rate 

observed by Großklos et al. 2016 for other multifamily buildings.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4: Yield of PV system, charging status of accumulator, electricity consumption of buildings (house 1) 

A detailed look at the consumption of the individual residential units in Figure 5 (left) shows that individual user 

behaviour has a significant influence on PV use. Residents who are still very active at night (night owls, orange 

arrow) consume more electricity at night and less in the morning. This means that less PV electricity is consumed 

directly in these residential units, and more electricity is drawn from the accumulator or the grid at night. This is 

also shown in Figure 5 (right). The share of PV is lowest for the flat marked with orange arrow, e.g. in April. Due 

to the accumulator, however, the grid consumption of the flats is almost the same, regardless of user behaviour. 

The best behaviour for the building is marked in blue: a high share of electricity in the morning (and thus a direct 

use of PV yields) and a low share at night (and thus a low use of the accumulator). 

 

 

 

 

 

Fig. 5: Left: Electricity consumption by time of day (according to Weniger et al. 2015), Right: User-specific electricity mix, 

measurement period 12/2019-11/2020 
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In figure 6 an interpolated detailed temperature distribution inside the hot water storage is presented. Two to three 

facts are visible:  

• a high temperature difference over the height of storage is detectable. Thus, a good layering of different 

temperatures is achieved. 

• In 4-5 month per year the storage is unused 

• The storage tank could be decreased for next buildings 

 
Fig. 6: Storage temperatures of hot water storage (house 1) 

3. Conclusion 

On the heating side, the first measured values are significantly higher than the planned values, and the user 

behaviour, among other things, was identified as a possible cause. For example, the users open the windows in 

the bedroom during the night without turning off the heating mode. Measurement results show that in one night 

in only one flat, this results in 27 kWh of additional heating demand. In addition, the measured values for room 

temperatures are between 2.5 and 5 K above the average values for energy demand calculation of living rooms.  

The buildings examined in detail achieve the high planned solar fractions for electricity very well due to the 

generously dimensioned systems. The electricity consumption profile is comparable with literature values and 

does not show any conspicuous features. In general, it can be stated that a high level of equipment is used 

sparingly, which corresponds to the sociological tenant profile. In addition to the distribution of typical loads over 

the time of day, the total consumption of a residential unit can also influence the solar direct consumption share, 

whereby user behaviour over the time of day has a stronger influence. The installed electric storage tank is only 

fully used during the transition period between March and October. A smaller capacity would therefore be possible 

in future buildings with the same concept without restrictions for the residents. Furthermore, the storage tank 

could be planned some smaller to save valuable space in the building.  

In the future, the integration of the buildings into a district will be investigated, e.g. surpluses from the solar 

thermal system will be passed on to surrounding residential buildings. 
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Abstract 

Colored building integrated photovoltaics (BIPV) modules can hide the PV cells behind colored patterns which 

hinder the perception of the cells so that the PV modules appear very similar to standard construction materials. This 

feature represented a turning point in the social acceptance of BIPV applications and a wide range of colors is 

currently available on the market. This wide selection enables PV to be easily integrated in architecture, also in 

traditional roofs, façades, and shading systems. Nevertheless, further R&D activities are needed to improve their 

performance and reliability. The manufacturing of these modules is predominantly customizable for a specific 

installation, whereby is essential to balance aesthetic and energy aspects, and this poses challenges in the evaluation 

of their technical performance. This work aims at presenting the possibilities for integrating PV in the building 

envelope, focusing on printed, coated or finished front glass to provide additional aesthetic features to the BIPV 

systems. An overview of technological solutions for introducing colors in BIPV modules is provided and the design 

challenges for colored BIPV integration in the building stock are discussed, by presenting some exemplary case 

studies. 

Keywords: BIPV; appealing PV; aesthetics; color; component performance; customization; cost-benefit. 

1. Introduction 

Transforming the building stock into nearly zero or positive energy is a key aspect to meet the decarbonization targets 

worldwide (United Nation Framework Convention on Climate Change in 21st Conference of the Parties 2015; 

Chiang et al. 2013; European Parlament 2018). In this context, building integrated photovoltaic (BIPV) technologies 

stand as a promising solution to harvest solar energy for on-site and diffuse energy production, contributing to the 

transition from fossil fuels to cleaner energy to be used in buildings (Michas et al., 2019). BIPV systems are 

multifunctional envelope elements, which can be integrated into the building skin at three different levels: (i) 

aesthetic, i.e., by meeting the architectural language of the building; (ii) technological/functional, i.e., by fulfilling 

all the functional requirement of a standard envelope component; (iii) energy, by interacting efficiently with the 

energy systems of the building, increasing the share of renewables used to cover the building’s energy use (Maturi 

and Adami, 2018). Despite their high potential, the large-scale application of BIPV has been hampered due to the 

difficulty of traditional photovoltaic modules in meeting the aesthetic features of conventional architectural materials 

(Saretta, Bonomo and Frontini, 2018). The introduction of colored BIPV modules represented a breakthrough in the 

spread of BIPV installations and their social acceptance (“PV Accept”; “3ENCULT: Efficient Energy for EU Cultural 

Heritage”; “BIPV Meets History: Value-Chain Creation for the Building Integrated Photovoltaics in the Energy 

Retrofit of Transnational Historic Buildings”). The aesthetic improvements of BIPV technologies may unlock the 

solar potential of a large set of vertical and horizontal envelope surfaces that would not be exploited otherwise, but 

it requires a very high customization level, concerning colors, shapes, sizes, finishing (Huang et al., 2019; Lovati et 

al., 2019). Therefore, one of the main challenges in the design of hidden colored BIPV modules is the balance 

between aesthetic and energy aspects, i.e., the optimization of the technical performance of highly customizable 

products against the real requirements of the built environment. In particular, there is the need to improve the 

awareness on colored BIPV technologies with regards to their multifunctional integration features, assessing their 

performance reliably as envelope components and as well power generation systems (Pelle et al., 2020). This work 

aims at presenting the technological solutions for integrating PV in the building envelope, focusing on printed, coated 

or finished front glass used in front of a PV layer, to provide additional aesthetic features to the final product. Firstly, 

an overview of technological solutions exploiting colored layers to modify BIPV modules' appearance is presented, 

with a particular focus on the methodologies used to link aesthetic and energy features, i.e., modules’ color and 
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efficiency. Then, the design challenges for the multilevel integration of BIPV systems in the envelope are discussed. 

Specific focus is given to architectural integration, and detailed discussion on the customization possibility of 

products is presented, based on specific aesthetic parameters. Finally, exemplary case study collection, using colored 

BIPV as envelope solution, is provided. 

2. Technological solution for hidden colored PV modules 

High customizable BIPV technologies guarantee larger aesthetical possibilities, required by architectural applications 

to ensure flexibility in the design (Pelle et al., 2020). The ability of BIPV products to match the architectural language 

and composition of buildings, through different shapes, dimensions, colors, and textures represent a clear advantage 

for BIPV integration in the building envelope (A. Scognamiglio, A. Berni, F. Frontini and Maturi, 2012; Farkas et 

al., 2012; Franco and Magrini, 2017). Large possibilities for customization constitute on one hand the strength and 

the uniqueness of BIPV products in the PV scene, but on the other hand, it could also represent a limit for industrial 

production and cost reduction (Gewohn et al., 2021). Different customization techniques to obtain colored or textured 

BIPV modules are currently used. They mainly differ from the position and kind of colored layer used for 

manufacturing (Grobe, Terwilliger and Wittkopf, 2020). Colored layers can be introduced as part of the active layer 

or added to the module’s assembly, as a further component of the module stuck, behind or in front of the active layers 

(Eder et al., 2019). The introduction of a colored layer behind the active components of the PV module does not 

interfere with the conversion of solar radiation into electricity, thus it does not affect the energy yield of the system. 

Whereas, when colored layers are interposed between the active layer and the light source, or it is integrated within 

the active layer, it modifies the spectral power distribution of the solar radiation available for power conversion, 

since part of it is reflected, in the visible spectrum, to display colors (Peharz and Ulm, 2018; Halme and Mäkinen, 

2019; Røyset, Kolås and Jelle, 2020). Integrating the color in the active layer of PV technologies means that the color 

is introduced in the manufacturing process of the PV cells, within the active layers. This is possible, for example, by 

including different dyes in the production of perovskite solar cells, dye-sensitized solar cells (DSSCs) or luminescent 

solar concentrator (LSC) or employing active materials that exhibit different absorption spectra in semitransparent 

organic photovoltaic cells (OPVs) (Kuhn et al., 2021). The BIPV modules produced with such a technique present a 

uniform, semitransparent colored appearance. Another possibility is to optimize the thickness and the refractive index 

of the passivation or anti-reflection coating (ARC) of silicon or CIGS PV cells (Pascual-San José et al., 2018; Ji et 

al., 2019). This process results in different colored cells, according to the coating typology and thickness. Interposing 

a solar layer between the active layer and the light source means that an additional colored layer is added to the 

modules stuck, during the lamination process, without interfering with the manufacturing of the active layer. The 

colored layer can be added in interlayers or encapsulant films or through the modification of the front glass, that can 

be printed, coated or textured, according to the architectural needs. Colored additional layers can be used in the 

lamination of several BIPV technologies, including crystalline and amorphous silicon, thin-film, perovskite (Kuhn 

et al., 2021). Among interposed colored layers, some present almost endless customization possibilities, such as 

BIPV modules with printed, coated or finished front glass, polymeric interlayer or textile additional layers that can 

be digitally printed. In the following, the focus is given on this kind of technology, which can guarantee a higher 

level of flexibility in the design choices, while relaying on robust and efficient technology, such as c-Si PV cells as 

active layer. In particular, the design challenges to be addressed for a correct multilevel integration of BIPV systems 

in envelope are highlighted, and the possibility for customization presented. 

 

Fig. 1.  Schematization of the customization techniques to obtain colored or textured BIPV modules: a) colored interlayer or 

encapsulant; b) colored coated front glass; c) colored layer on top of the front glass; d) colored or coated active layer; e) colored back 

sheet. 

3. Design challenges for BIPV architectural integration  

Aesthetical integration of BIPV is crucial for boosting the spread of BIPV technologies. Highly customizable 

products allow designers to study and select freely the best integration features of BIPV modules in their projects. 

But it is always important to keep in mind the multifunctionality of BIPV modules as technological envelope 
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elements. To guarantee the complete freedom of expression for designers, there must be a sufficient range of modules, 

colors, and finishing, so that it is possible to design using these elements as traditional building materials, as stone, 

metal, and glass. Existing BIPV modules can be produced in a wide range of sizes or shapes, but consideration should 

be given to the required electrical system, consisting of PV cells and electrical connections. Therefore, the 

architectural and technical design must be addressed simultaneously. To obtain the best results out of BIPV 

installation, designers must consider the energy generated by the modules as a part of an integrated design process, 

that includes architectural, technological and energy aspects. Moreover, since every building is different, in terms of 

shape, landscape context, size, function, etc., the design of BIPV systems should also consider the context in which 

the PV modules are applied. For example, the integration of BIPV modules with a shining finish on the façade of a 

building could cause glare problems to the surroundings, and this is particularly critical in dense urban environments 

and in presence of high traffic streets. Nowadays market provides a wide range of possibilities to customize BIPV 

installation, but the multifaced available technical solutions could make module selection complex for the designer, 

who needs proper information to support the design choices on the three integration aspects. In (Pelle et al., 2020), 

a methodology is provided, for the evaluation and selection of the most suited BIPV technology to be used in a 

specific project. The study identifies the specific parameters needed to better assess BIPV integration features. From 

a technological integration point of view, BIPV technologies that provide multifunctionality, i.e., the possibility to 

be used in different envelope positions by choosing the appropriate mounting system (e.g., as façade rain-screen and 

as a roof tile) facilitates the standardization of the products manufacturing and the procurement design. From the 

energy integration point of view, it is always fundamental to consider the efficiency and nominal power of the specific 

product. The most challenging aspects to be considered are the ones related to aesthetic integration, which, as said, 

could affect all the design levels. Among these, shape, and dimension, color, which affects the modules’ efficiency, 

and the finishing, which influences the modules’ reflectance, are identified as crucial information for the system 

design. Hereafter, a detailed overview of these design parameters for BIPV technology is provided. 

3.1 Dimension 

The use of standard single-sized BIPV modules on building facades is prevented by numerous obstacles such as 

windows, doors, roof pitches, etc. For this reason, the BIPV modules must adapt to the geometry of the façade. Most 

of BIPV modules can be customized in shape and size. In the case of new buildings, priority is given to making the 

module size as homogeneous as possible, but this is not always achievable. In the case of renovations, however, the 

BIPV modules always have to adapt to the geometry of the existing façade. Consideration should be given to the 

required electrical system consisting of PV cells and electrical connections. Currently, standard BIPV modules based 

on silicon PV cells use cells of size 156.75 x 156.75 mm or 158.75 x 158.75 mm, although the current market is 

moving towards larger cells. The modules’ electrical components must adhere to specific regulations (IEC 61215, 

IEC 61730, LU1703) to guarantee optimal functioning and safety. For example, all active elements within the module 

must be spaced at least 8 mm away from the edge of the glass, and distances of up to 20 mm are possible for safety 

reasons. As a consequence, if the architectural design requires module dimensions that are too small to accommodate 

the circuit board with the PV cells while complying with the specific standard (the minimum size for an active module 

accommodating standard c-SI cells is 360x360 mm), dummy modules, i.e., passive PV modules that are aesthetically 

identical to active modules but without PV cells must be manufactured, to guarantee chromatic and materic 

uniformity to the façade. The introduction of passive façade components has an impact also on the energy integration 

of the BIPV system since it implies a smaller surface available for energy production. 

3.2 Finishings 

In addition to the dimension, architects and designers can also customize the finish of the front glass. Solar glass, 

which has a microstructure that allows the best performance of the module in terms of efficiency, is mostly used for 

roof-integrated modules. Shining glass is mainly used for PV modules that can be integrated into facades or balconies. 

Nonetheless, the integration with this glass type must be carefully considered because of its high reflectance that may 

cause glare in the surrounding area. On the contrary, sating glass provide antireflective feature allowing an easier 

integration into all vertical and horizontal surfaces of the building. One of the latest innovations in the BIPV scene 

is structured glass. In this case, the front glass sheet of the BIPV module is provided with tridimensional patterns. 

There are different possibilities for structured glass customization, including vertical and/or horizontal lines or 

sanding, that allows the BIPV module to better mimic the texture of a traditional building material (Fig. 2).  

3.3 Colors and patterns  

To provide better integration of PV modules in all environmental contexts and building types, architects and 

designers have the opportunity to customize the front glass of the BIPV module. The customization can provide 
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uniform colors and reproduce an image or texture on the front glass (Fig. 3). For example, it is possible to reproduce 

the pattern or a high-resolution photograph of traditional building materials, so that the modules can be perfectly 

integrated into the surrounding traditional landscape. In cases of renovation of an existing building, the exact texture 

of the original material can be replicated on the BIPV modules. This solution is mainly adopted where landscape 

constraints for the integration of BIPV modules are present. The color shades or the pattern can be chosen from a 

standard palette, but it is also possible to customize modules design depending on the project requirements. As 

explained before, each color has a different effect on the efficiency of the PV modules. For standard colors (e.g., 

traffic white, terracotta, brown, greyish blue, green) the electrical specifications are determined, whereas in 

customized colors they are usually determined by post-production tests. 

  

Fig. 2. Examples of modules’ size customization for adapting the BIPV system to the façade geometry. On the left; Wohnüberbauung 

Männedorf Project, Männedorf, Switzerland (2020-2021) on the right: Opfikon Project, Opfikon, Switzerland (2018). Images courtesy 

of SUNAGE sa.  

   

   
 

   

Fig. 3. Examples of customized colors and patterns. From the top left: terracotta color, grayish-blue color, sanded light green, marble 

pattern, cortex pattern, roof tiles pattern, vertical lines bronze, vertical line grey and sanding. Images courtesy of SUNAGE. 

4. Colored BIPV: case study collection 

In the following, some exemplary case studies that used colored and/or textured BIPV modules in the envelope 

(façade and/or roof) are reported and discussed. The peculiarity of each project in terms of design challenges are 

highlighted, describing the technical solution introduced to address them. Each case study is presented with a short 

introduction, a technical sheet providing information on the building type, the power installed, the efficiency of the 

installed BIPV modules, the BIPV installation surface, the number and type of the installed modules, their color and 
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finishing. Then a short description of the most peculiar design features of the BIPV system are provided and a 

discussion on the technical solution adopted is presented. 

4.1 Multi-functional Centre of Pregassona, Lugano, Switzerland (2020-2021) 

Multi-functional “zero energy” building. It currently has the largest BIPV facade in Ticino and hosts: 

• a medical residence for elderly people. 

• a day-care center for senile dementia patients 

• the new headquarters of the Municipal Social Welfare Service (SAS); 

• a kindergarten. 

This project was commissioned by the municipality of the city of Lugano. The project was determined by a public 

tender and was initially designed with a traditional white panel façade. After the project was approved and in 

progress, the architect and the client decided to transform the facades into an active surface by integrating BIPV 

modules. The building is very complex and consists of 10 different facades with different exposures. As the project 

was already underway, the BIPV modules had to be adapted to the existing design in terms of shape and color. 

Minimum efficiency of the PV system on the façade was required by the designers and the client to facilitate the 

investment. The color required by the architectural design was white, and it could not be changed. White color is 

very difficult to achieve in c-Si BIPV, as the PV cells underneath the colored layer are black. Therefore, achieving 

the required efficiency with the already established color was a challenge. The color design required numerous 

samples and tests, but in the end, the desired result was achieved. Furthermore, the size of the PV modules could not 

be changed from the original design. For this reason, different sizes were needed and modules up to a size of 0.9 x 

2.905 m were produced. For a better energy yield, depending on the exposure of the building, irradiation models 

were made to study the shadows cast over the building from the surroundings. The results of these analyses have 

been used to determine the best configuration of the electrical circuit within the PV modules so to reduce the impact 

of the shadows on the global efficiency of the BIPV system. 

  

• Type of building: Public 

• Power installed: 220 kWp 

• Efficiency: 13.5% 

• Surface: 1’675 sqm 

• Number of modules: 806 

• Type of modules: Glass / Glass 4+4 

mm 

• Color: Light grey 

• Finishing: Front satin glass 

Fig. 4. Pregassona project, Switzerland: overview of the solar façade (left) and BIPV modules’ detail (in the center). On the right: 

project’s figures. Images courtesy of SUNAGE 

4.2 Project Thalwil, Switzerland (2020) 

This project has been developed by Tobler Litscher GmbH firm. The building is characterized by the brown 

structured glass BIPV modules on the facade, and it also includes a customized grey solar roof made with structured 

glass BIPV modules. The modules were produced in a uniform brown color to blend in with the surrounding 

landscape and to match the colors of the window frames. All facades and the roof are covered with the same type of 

BIPV modules. The glass front is structured in vertical lines with a shining finish. The façade modules were custom-

made but are designed to be almost all the same size, to lower the production costs. The roof modules were also 

custom made and have different shapes to suit the shape of the four-pitch roof. 

  

• Type of building: Residential 

• Power installed: 32 kWp 

• Efficiency: 12.3% 

• Surface: 264 sqm 

• Number of modules: 282 

• Type of modules: Glass / Glass 4+4 

mm 

• Color: Brown (façade): Brown (roof) 

Finishing: Front structured shining glass 

type BA with vertical lines 
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Fig. 5. Thalwil project, Switzerland: overview of the solar façade (left) and BIPV modules’ detail (in the center). On the right: 

project’s figures. Images courtesy of SUNAGE  
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4.3 Solar Living Kloten Kloten, Switzerland (2020) 

The Kloten project is a private multi-family building. The BIPV modules were designed with only 2 different sizes 

and in 3 different colors. The modules combined with different colors give movement to the façade, like a mosaic. 

The architect's stylistic choice also opted for a structured satin-finished glass with vertical lines to further mark the 

direction of the modules. The modules do not cover all the available surfaces of the façades, but only some vertical 

bands. The modules blend into the building façade with other traditional building materials. 

  

• Type of building: Residential 

• Power installed: 26.7 kWp 

• Efficiency: 14.9% 

• Surface: 223 sqm 

• Number of modules: 408 

• Type of modules: Glass / Glass 4+4 

mm 

• Color: 3 different shades of green 

• Finishing: Front structured satin 

glass type BA with vertical lines 

Fig. 6. Kloten project, Switzerland: overview of the solar façade (left) and BIPV modules’ detail (in the center). On the right: project’s 

figures. Images courtesy of SUNAGE 

4.4 Erschmatt Project Erschmatt, Switzerlan (2020) 

The Erschmatt project is a traditional mountain-dwelling typical of Switzerland's Alpine environment. The traditional 

tiles roof blends with the terracotta BIPV modules. The architects wanted to intervene on an existing traditional 

building by applying BIPV modules on a portion of the roof. Because of the valuable surroundings, modules were 

chosen to be reminiscent, in terms of color and mounting system, of the traditional tile covering which were installed 

on the other roof surfaces. The photovoltaic modules were applied on both sides of the roof, given the building's 

excellent exposure. The brown-colored modules reproduce the traditional tile roofing, provide aesthetical integration 

for the BIPV components into the building and the surrounding landscape. 

  

• Type of building: Residential 

• Power installed: 10.64 kWp 

• Efficiency: 15.75 % 

• Surface: 69.50 sqm 

• Number of modules: 70 

• Type of modules: Glass / Glass 

3.2+3.2 mm 

• Color: Terracotta 

• Finishing: Front solar glass 

Fig. 7. Erschmatt project, Switzerland: overview of the solar façade (left) and BIPV modules’ detail (in the center). On the right: 

project’s figures. Images courtesy of SUNAGE 

5. Conclusion and future work 

On-site production from renewable energy is pivotal for promoting zero energy or positive buildings and building 

integrating photovoltaics (BIPV) constitute a valuable solution to integrate PV technologies in the building envelope. 

The introduction of colored BIPV modules represented a breakthrough in spreading BIPV installations and 

improving their social acceptance, due to the difficulty of traditional photovoltaic modules in meeting the aesthetics 

features of conventional architectural materials. High customizable BIPV technologies guarantee larger aesthetical 

possibilities, required by architectural applications to ensure flexibility in the design. The ability of BIPV products 

to match the architectural language and composition of buildings, through different shapes, dimensions, colors, and 

textures represents a clear advantage for BIPV integration in the building envelope. Nowadays market provides a 

wide range of possibilities to customize BIPV installation and different customization techniques to obtain colored 

or textured BIPV modules are used, even if further R&D is needed to improve their performance and reliability. 

Among colored technologies, some guarantee a higher level of flexibility in the design choices, allowing almost 

endless customization possibilities while relying on robust and efficient technology, such as c-Si PV cells. This is 

the case of BIPV modules with printed, coated, or finished front glass, polymeric interlayer or textile additional 

layers that can be digitally printed. Nonetheless, architectural and technical design must be addressed simultaneously, 

considering that BIPV envelope components host an electrical system, consisting of PV cells and electrical 

connections. Therefore, the modules' energy generation should be addressed as a part of an integrated design process, 
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that includes architectural, technological and energy aspects, to obtain the best results out of BIPV installation. The 

most challenging aspects to be considered are related to aesthetic integration, which could affect all the design levels. 

Among these, modules characteristics that are identified as crucial for a better design are (i) the shape and dimension, 

(ii) the color, which affects the modules’ efficiency, and (iii) the finishing, which influences the modules’ reflectance. 

In this work, these features are investigated in deep, and the challenges that they pose for a correct multilevel 

integration of BIPV systems in the envelope are highlighted by providing exemplary case studies. Future challenges 

for colored BIPV systems will deal with balancing industrialization and customization aspects, to make BIPV 

technologies more competitive and profitable. In fact, the use of colored front glass may result in an extra cost up to 

+ 40%, when compared to standard glass-glass BIPV modules with transparent front glass, while using a colored and 

structured glass may result in an extra cost up to + 60%. A possible solution to support this process, is the 

development of tools that allow the prediction of the energy yield for arbitrary chosen colors or patterns. These tools 

would provide manufacturers with useful information on both the aesthetic appearance and on the energy 

performance of colored PV modules, avoiding the manufacturing and testing of prototypes for new customized 

products. These aspects are currently investigated within the Horizon 2020 INFINITE project (“INFINITE Building 

Renovation”). 
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obtained by other authors as it is explained in the paragraph after Fig. 7 and previous to Section 
3.2:  
“The previous results are consistent and in agreement with those obtained by other authors, 
as for instance: Roumpedakis et al. (2020) proposed the design optimization of small-scale 
solar-driven ORC plants in Cyprus, Greece, and Turkey, considering different types of solar 
thermal collectors (flat plate, evacuated tube, and PTC). The results showed that the PTC 
presented better economic performance, with the lowest payback periods. Wu et al. (2018) 
assessed the economic and environmental performances of three solar-biomass hybrid 
Combined Cooling, Heat and Power (CCHP) systems, and obtained that the solar-ORC 
configuration had the best economic performance. Petrollese and Cocco (2019) proposed the 
pre-design of solar-based ORC systems taking into consideration the effects of heat source and 
heat sink variations. Shirazi et al. (2016) assessed the energy, economic and environmental 
performances of five solar heating and cooling absorption chillers taking into account the type 
of chiller and solar collector, as well as different climate conditions. It was observed that RATE 
with PTC resulted in the most energy-efficient and cost-effective plant configurations for 
regions with very high Direct Normal Irradiance (DNI) levels. Nevertheless, RADE with EFPC 
were also good alternatives for most regions.”   
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Abstract 

The humid and hot climate of the Indian Subcontinent steers air conditioning (AC) ownership. These conditions are 

made worse by global climate change and the "heat island effect". India's energy outlook report predicts growth in 

electricity consumption for cooling by sixfold to 650 TWh by 2040, more than Germany's total today, and accounts 

for more than half of all building electricity consumption. Further, with the onset of COVID-19, the health and air-

conditioning societies have modified guidelines and suggested incorporating fresh air from ambient conditions to 

dilute the indoor air and reduce the contaminant level. Phase change materials provide constant temperature operation 

and store thermal energy. The present study aims to design a shell and tube heat exchanger to reduce a load of an 

HVAC system by cooling the fresh air from ambient temperature and subsequently mixed with the recirculated air 

of the AC unit. The fresh air at 315 K flows through the inner tube of the heat exchanger with calcium chloride 

hexahydrate filled in the annulus. Additionally, the effect of incorporating longitudinal internal fins into the inner 

tube of the heat exchanger on energy saving is investigated. The designed heat exchanger with no fin, fin of 50 mm 

height, and 75 mm height led to an average energy saving of 3%, 4.95% and 5.56%, respectively, for 3600 s of 

operation. The proposed system will provide a guideline to the sustainable solution pertaining to the issue of 

increasing energy consumption by the HVAC system, hence making buildings energy efficient. 

Keywords: HVAC, Building Energy Efficiency, Phase Change Material, Heat Exchanger 

1. Introduction 

Buildings are an essential and integral part of the human race and account for 20% of the total energy usage in the 

world(Conti et al., 2016). Almost 60% of this energy demand in tropical regions is required to maintain human 

thermal comfort (Abu-Hamdeh et al., 2021). India, a developing country lying in the tropical climatic zone of the 

earth, expects a twofold increase in the building floor area in 2040 compared to the building floor area in 2021(Energy 

Agency, 2021). Further, the units of air conditioners installed are expected to increase to 1.6 units per household and 

will increase India's consumption of electricity for cooling to 650 TWh by 2040, which is more than the total 

electricity consumption of Germany today and accounts for around half of all electricity consumption in buildings 

(Energy Agency, 2021). Energy efficiency improvements in air conditioners, as well as thermally efficient building 

design, cool roofs, and the use of alternative more efficient cooling appliances such as desert air coolers, could help 

to reduce the increase in cooling demand. 

Phase change materials (PCM) that work on the principle of latent energy storage have good energy storage capacity, 

operate at a constant temperature range, and can absorb thermal energy when the temperature is higher than the 

melting point. At the same time, release the heat when the temperature drops below the melting point temperature. 

Due to the aforementioned properties, studies have been found with active applications in the preservation of food 

and pharmaceutical products (Belman-Flores et al., 2015), solar cooling and solar power plants (Aydin et al., 2015), 

photovoltaic electricity systems (Ma et al., 2015), solar dryers in the agricultural industry (Shalaby et al., 2014) waste 

heat recovery systems (Fang et al., 2014), domestic hot water (Seddegh et al., 2015), and enhancing the energy 

performance and thermal comfort in buildings. PCM increases the thermal mass of the building envelope and helps 

in energy management (Verma et al., 2023). With this technique, the insulating envelope absorbs the heat and releases 

it when the outdoor temperature drops, leading to a shift and decrease in the peak indoor loads. Over the years, PCM 

has been used in buildings in different configurations. The application of PCM to ceiling panels effectively reduces 

energy consumption through active cooling systems (Yahaya & Ahmad, 2011). PCM used in brick walls reduced 

24.32% of the cooling load for the PCM wall under summer conditions(Wang et al., 2016). Window glazing with 

PCM has effectively reduced the cooling load(Fasi & Budaiwi, 2015). PCM-air heat exchangers (PAHX) can provide 

an efficient and effective solution to the problem of ambient air at a higher temperature. Yanbing et al.(Yanbing et 

al., 2003) combined the PAHX system with a night ventilation strategy for the moderate climate of Beijing and 
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achieved a considerable enhancement in indoor thermal performance. Osterman et al.(Osterman et al., 2015) studied 

system thermal performance for free cooling and heating in Slovenia and observed its heating and cooling potential 

for different weather conditions. 

The onset of COVID-19 affected human lives and the guidelines for cooling and heating the building envelopes. The 

Indian Society of Heating, Refrigerating and Air Conditioning Engineers (ISHRAE), American Society of Heating, 

Refrigerating and Air-Conditioning Engineers (ASHRAE) and health societies have suggested the incorporation of 

fresh air into closed spaces to dilute the air and reduce contamination levels in closed areas (Kapur et al., 2020; 

Washington State Department of Health, 2020). During the summer, the ambient temperature in Delhi may reach 

315 K, as per the observation from the weather station at the Indian Institute of Technology Delhi. In typical air 

conditioners, the air from the room is recirculated to the air-conditioning unit (AC). However, when fresh air is 

introduced, a portion of the total air is replaced by the ambient air at ambient conditions, as illustrated in Figure 1. 

Hence it will further increase the energy consumption of the AC unit and thereby the energy consumed by a building 

(Kumar Sharma et al., 2022). 

 

Figure 1 Schematic Layout of a conventional air-conditioning system with fresh air incorporation 

The literature review has suggested the PCM capabilities to act as a thermal energy storage system and enhance 

buildings' energy efficiency via different designs and configurations. However, its application with the HVAC system 

in buildings is not being explored. The reports by various agencies indicate a steep rise in HVAC systems in the 

coming decades. The present numerical study uses a PCM-based shell and tube heat exchanger to make an AC system 

with fresh air incorporation more energy efficient. The heat exchanger is used to cool the fraction of ambient air 

before mixing it with the recirculation air, reducing the AC unit's cooling load and making it more energy efficient. 

Further, the effect of enhancing the heat transfer rates using fins is also analysed in the study. So the heat exchanger 

design is tested for three configurations, unfinned, 75 mm × 5 mm, and 50 mm × 5 mm, with six longitudinal fins. 

2. Physical Domain 

In the present study, a type of latent heat energy storage system (LHESS) is considered for cooling the air. The 

system is a simple shell and tube heat exchanger. The tube diameter is 200 mm, made of aluminium with a thickness 

of 5 mm and a shell diameter of 250 mm, while the heat exchanger length is 1500 mm, as shown in figure 2(a). The 

PCM considered for the study is calcium chloride hexahydrate, having a melting temperature of 30°C. Air flows 

through the heat exchanger and releases its thermal energy, which gets stored in the latent heat energy storage 

medium. Since the thermal diffusivity of air is low, six equidistant longitudinal internal fins are incorporated, which 

are placed at 60o radial angle with two sets of fin dimensions, one of 50 mm height and 5 mm width, while the other 

has dimensions of 75 mm in height and 5 mm in width. 
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(a) 

 

(b) 

Figure 2: (a) Schematic of PCM-based shell and tube heat exchanger (b) Physical domain  

To reduce the computational time and effort, the analysis is considered by considering one-sixth axisymmetric three-

dimensional domain of the LHESS by imposing symmetrical boundary conditions and assuming a constant velocity 

at the inlet, as shown in figure 2(b). The considered axisymmetric case will replicate the heat transfer and flow 

phenomenon of the complete shell and tube heat exchanger. The thermophysical properties of calcium chloride 

hexahydrate, air and aluminium are mentioned in table 1. The velocity of the air inlet is fixed at 6 m/sec. After passing 

the air through the heat exchanger, the air is mixed with a fraction of recirculation air and fed to the AC unit. The 

AC unit works on a vapour compression refrigeration cycle with a compression ratio of 5 and maintains the office 

space at 300 K. 

Table 1 Thermophysical properties of PCM, Air and Aluminium 

Properties CaCl2.6H2O(Das et al., 

2021) 

Air Aluminium 

cp (kJ/kg.K) 2.230 1.006 8.710 

ρ (kg/m3) 1538 1.225 2719 

k (W/m/K) 0.546 0.242 202.4 

µ(kg/m.s) 0.1 1.789 × 10-5 - 

Latent heat(kJ/kg) 170 - - 

β (K-1 ) 0.0005 - - 

Tm (K) 303 - - 
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3. Mathematical Modelling 

A three-dimensional axisymmetric numerical model is used to solve the transient heat transfer and fluid flow in the 

shell and tube LHESS. An enthalpy porosity approach based on a fixed grid is used to illustrate the phase change 

behaviour of PCM. For the development of the numerical model, a few assumptions are made: (a) the phase change 

of the PCM occurs at a constant temperature, (b) the effect of expansion and contraction during the solidification and 

melting of PCM is excluded, and (c) the thermophysical properties of PCM, air, and pipe material are isotropic and 

temperature-invariant, except for the density of PCM in the direction of gravity (z-direction). The conservation 

equations for the PCM, air, and pipe are written in vector form as follows: 

Continuity equation: 

𝜕(𝜌𝑖)

𝜕𝑡
+ ∇. (𝜌𝑖𝑉𝑖) = 0       (eq. 1) 

Momentum equation: 

𝜕(𝜌𝑖𝑉𝑖)

𝜕𝑡
+ 𝑉𝑖∇. (𝜌𝑖𝑉𝑖) = −∇𝑃 + ∇2[𝜇𝑉𝑖] + 𝐴𝑉𝑖 + 𝑆𝑧    (eq. 2) 

Energy equation: 

𝜕(𝜌𝑖𝑐𝑝,𝑖𝑉𝑖)

𝜕𝑡
+ 𝑉𝑖∇. (𝜌𝑖𝑐𝑝,𝑖𝑉𝑖) = ∇2[𝑘𝑖𝑇𝑖] + 𝑆𝑇𝑃    (eq. 3) 

Here i represent PCM, and for air, there is no source term and 𝐴𝑉𝑖. In the case of the tube, only the energy equation 

is solved. The source term in the conservation of momentum equation for PCM represents the Boussinesq 

approximation in the z-direction, which assumes no change in thermophysical properties other than the fluid's density 

and can be expressed as : 

S = ρgβ(Tp − Tm)        (eq. 4) 

Where β is the thermal expansion coefficient, and Tm is the melting temperature of PCM, while the parameter A can 

be represented as : 

S =  −A
(1−β)2

δ3+b
         (eq. 5) 

The source term in equation 3 is known as nodal latent heat revolution with time and is a function of temperature. 

The source term can be represented as : 

STP = − 
∂(ρ∆E)

dt
         (eq. 6) 

ΔE represents the nodal heat value content, and its value varies from zero to latent heat of fusion. 

In the present study, PCM is assumed to have the same solidus and liquidus temperatures. After the energy is 

transferred from the air to PCM through the aluminium finned/unfinned surface, the air is fed to the AC unit. 

Initial and boundary conditions –  

To minimise the sensible heating of PCM before melting, the initial temperature condition in the present study is 

considered relatively lower than the melting point of the PCM. The initial temperature condition can be expressed 

numerically as:    

T(r,θ,z,0) = 315 K       (eq. 7) 

The boundary condition to solve the mass, momentum and energy conservation equation for air and PCM zone are : 

(a) For the air domain: 

(i) u = 0, at wall 

(ii) z = 0, uz = uin and Tz = Tin(t) at inlet 

(iii) p = 0 at outlet 

(b) For the PCM domain: 

(i) u = 0, at wall 
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(ii) At θ = -30˚ and θ = 30˚, symmetric boundary condition is imposed. i.e. 
𝜕𝜙

𝜕𝑛
|
𝑠𝑦𝑚

= 0 and ϕ. �⃗� = 0 

where, ϕ is either u or T and n is the unit vector normal to the surface. 

3.1 Solution procedure 

The governing equations (2), (3), (4) are iteratively solved using the Finite Volume Method (FVM), and the SIMPLE 

scheme is used for pressure-velocity coupling. The spatial discretisation of momentum and energy equations is 

carried out using power law. Ansys Fluent V2021 is a commercially available software to solve governing equations 

with suitable initial and boundary conditions. The convergence criteria for momentum and energy equation are set 

to 10-3 and 10-6, respectively. 

3.2 Energy content 

The energy in the LHESS stored is stored in the form of latent heat and sensible heat, and their estimation is based 

on the average PCM temperature and the liquid fraction of PCM. Equations 8 and 9 can be used to calculate the total 

sensible heat and latent heat during the energy storage process : 

Qsensible = ∑ (Tt
avg,p − Tt−1

avg,p)
t
t=0      (eq. 8) 

Qsensible = ∑ mLlatent(ϵ
t − ϵt−1)t

t=0      (eq. 9) 

where m is the mass of PCM in the heat exchanger, t is the total time of operation, tavg,p is the average PCM 

temperature, and ϵ is the liquid fraction of PCM. 

3.3 Energy consumption by Air-Conditioning system 

The conventional AC system with fresh air incorporation is illustrated in figure 1. The AC system operates on a 

vapour compression and refrigeration (VCR) system. The temperature of the air inside the office space is managed 

as per the ISHRAE standards, i.e. 300 K DBT and relative humidity of 50% (Indoor, Quality, and Second 2019; 

Kapur et al. 2020; Refrigeration and Air Conditioning). The fresh air and the recirculated air mix adiabatically before 

entering the AC unit (Refrigeration and Air Conditioning;).  

The total sensible heat extracted from the space (Qs ) is given as : 

𝑄𝑠 = �̇�𝑎(1.005 + 1.88𝜔)(𝑇𝑚𝑖𝑥 − 𝑇𝑠)      (eq. 10) 

Here �̇�𝑎 is the total mass of air and calculated as : 

�̇�𝑎 = �̇�𝑎𝑖 + �̇�𝑎𝑜        (eq. 11) 

The present study supplies a 0.42 kg/s mass to cool the office space. 

The enthalpy(hmix) and temperature(Tmix) of the mixture of air obtained by : 

ℎ𝑚𝑖𝑥 =
�̇�𝑎𝑖ℎ𝑖+�̇�𝑎𝑜ℎ𝑜𝑢𝑡

�̇�𝑎𝑖+�̇�𝑎𝑜
       (eq. 12) 

𝑇𝑚𝑖𝑥 =
�̇�𝑎𝑖𝑇𝑖+�̇�𝑎𝑜𝑇𝑜

�̇�𝑎𝑖+�̇�𝑎𝑜
       (eq. 13) 

The load on the chiller (𝑄𝑐ℎ𝑖𝑙𝑙𝑒𝑟) is dependent on the temperature of mixed air, and the supply air temperature is 

estimated as : 

𝑄𝑐ℎ𝑖𝑙𝑙𝑒𝑟 = �̇�𝑎(ℎ1 − ℎ𝑠)       (eq. 14) 

Qchiller then determines the mass of the refrigerant required to achieve the desired refrigeration effect. 

�̇�𝑟𝑒𝑓 = 
𝑄𝑐ℎ𝑖𝑙𝑙𝑒𝑟

(ℎ𝑎−ℎ𝑑)
        (eq. 15) 

Since in a VCR system, the compressor is the primary energy-consuming unit, so for the study, we have assumed 

the total energy consumed by the AC system corresponds to the energy consumed by the compressor in the system. 

The work required by the compressor is given by : 

𝑊𝑐𝑜𝑚𝑝 = �̇�𝑟𝑒𝑓(ℎ𝑏𝑠 − ℎ𝑑)       (eq. 16) 

The compressor's efficiency is a function of its operating pressures (Barthwal et al., 2021), hence calculating the 

work required by the AC system : 

𝜂𝑐𝑜𝑚𝑝 =
ℎ𝑏𝑠−ℎ𝑑

ℎ𝑏−ℎ𝑑
= 0.85 − 0.046667

𝑝2

𝑝1
      (eq. 17) 
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𝑊𝑎𝑐 =
𝑊𝑐𝑜𝑚𝑝

𝜂𝑐𝑜𝑚𝑝
⁄        (eq. 18) 

3.4 Grid Independence Test 

A grid independence study for the designed LHESS is conducted to determine an appropriate grid size. To find the 

most suitable size, a coarse, fine and finer grid with the number of cells rising by a factor of two is studied. The 

coarse grid contains 354806 cells, whereas the fine and finer grids have 685350 and 1211560 cells, respectively. In 

the computational domain, the average output air temperature variation with time from the heat exchanger is 

compared at different mesh sizes. The maximum divergence of average outlet air from heat exchanger temperature 

during charging is 0.16 K when the number of cells is amplified from 354806 to 685350 and 0.014 K for an increase 

in the number of cells from 685350 to 1211560. As a consequence of this study, the fine grid can be considered for 

future investigations. Because the difference in temperature distribution in LHESS becomes minor as the time step 

is reduced further, the time step is set at 0.1 s. 

 

 
Figure 3: Grid Independence Study 

4. Results and Discussion 

4.1 Melting Fraction 

The heat transfer characteristics of the shell and tube heat exchanger while the charging process is discussed, followed 

by the energy savings achieved by retrofitting the heat exchanger into an AC system. The fins of height 50 mm and 

75 mm are considered in the inner tube of the shell and tube configuration, and the performance is compared with an 

unfinned tube. The temporal variation of the melting fraction for the three different configurations on the inner tube 

in the heat exchanger is illustrated in Figure 4. The melting process indicates that the thermal energy from the air 

gets absorbed into the phase latent energy storage medium in the heat exchanger. It can be observed from the figure 

that the melting of the PCM starts after 180 s of the charging process for the unfinned inner tube. However, with the 

addition of six internal fins in the inner tube, the onset time of PCM melting reduces. For six longitudinal fins of a 

height of 50 mm and width of 5 mm running through the heat exchanger, the start of the melting process is noticed 

after 122 s of changing process. This is because of an increase in the heat transfer area and consequently the heat 

transfer rate due to internal fins. The increase in the height of the internal fins to 75 mm while keeping the width and 

the number of fins constant further reduces the beginning of the melting process of PCM to 80 s. In the charging 

process, one hour of operation is considered; it is observed that complete melting of PCM is achieved at 2960 s and 

2910 s for the cases with 50 mm and 75 mm fin configuration, while some portion of PCM remains unmelted in the 

heat exchanger with no fin.  
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Figure 4: Melt fraction variation with time for different configurations of the heat exchanger 
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a b c  
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Figure 5: Melting fraction for a) no fin, b) six fins of 50 mm × 5 mm, and c) six fins of 75 mm × 5 mm 
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Further, the melting profile is observed from the melt front contours at the time instances of 1800 s and 3600 s of 

charging, as shown in figure 5. From the contour of melted PCM for a heat exchanger without fins, it can be observed 

that after 1800 s, the melted PCM in the upper portion of the heat exchanger is higher than in the lower part. The 

behaviour in melting is due to the dominance of conduction in the initial phase of operation. With time the convection 

currents also enhance the heat transfer within the fluid. Due to the buoyancy effect and temperature difference, the 

melted PCM rises upwards, and the heat transfer phenomenon occurs due to natural convection. Further, after 3600 

s, the melt fraction of the PCM increases from 54.5% after 1800 s to 93.5%. 

Figure 5 (b) shows the melt front for 50 mm × 5 mm fin configuration, and it is found that after 1800 s of operation, 

the PCM melt fraction increases to 68.23% as compared to 54.5% melt fraction in no fin condition. The PCM melts 

completely after 2960 s; hence, the energy storage in latent heat ceases, and sensible heating dominates afterwards. 

In the case of 75 mm height of internal fins, it can be observed from figure 5 (c) that after 1800 s, the PCM melt 

fraction is 71.4%, which is increased to 100% before the end of the charging process. The fins effectively increase 

the heat transfer rate, which is evident from the melting fraction contours demonstrated in figure 5. When compared 

to unfinned, six fins of 50 mm height and 5 mm width increase the melting rate and at a time instance of 1800 s, an 

enhancement of 13.73%, while for the fins of 75 mm height and 5 mm width, the melting is further increased by 

16.9%. The increase in melting fraction rate is highest for the heat exchanger with six fins of 75 mm height and 5 

mm width and least for the heat exchanger with no fins. 

4.2 Air outlet temperature 

The air temperature at the outlet temperature varies with operation time and is illustrated in Figure 5. The rate of 

increase in air temperature is high for the initial 300 s temperature, and after that, it is constant. For the heat exchanger 

with no fin, the air temperature at the outlet of the heat exchanger has fewer fluctuations, with an average temperature 

reduction of 1.25 K and 1.09 K for 1800 s and 3600 s, respectively.  

 

Figure 6: Temporal variation in air temperature at the outlet for different configurations of the heat exchanger 

The 50 mm × 5 mm fin configuration achieved a more significant drop in air temperature at the heat exchanger outlet 

when compared with the unfinned configuration. The reduction in air temperature is 2.03 K and 1.74 K after 1800 s 

and 3600 s, respectively. The air temperature is reduced by 63.55% and 57.8% compared to the heat exchanger with 

no fins after 1800 s and 3600 s, respectively. The air temperature profile in figure 6 indicates the air temperature 

reduction in the proximity of fins. 

Further increasing the dimension of the fin to 75 mm × 5 mm, the temperature reduced to 2.31 K and 1.93 K 

after 1800 s and 3600 s, respectively. Hence, increasing the reduction further by 86.23% and 76.78% for the air 

temperature with no fins after 1800 s and 3600 s, respectively. While the air temperature drop obtained from 75mm 

fins is 12% more compared to the fins with 50 mm height. 
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1800 s 

      

3600 s 

      
     

Figure 7: Air temperature at the outlet for a) no fin, b) six fins of 50 mm × 5 mm, and c) six fins of 75 mm × 5 mm 

 

In a VCR cycle compressor is the major energy-consuming component of the system. Hence, the energy saving is 

estimated through compressor load for the cases with VCR connected to the proposed heat exchanger unit compared 

to a non-retrofitted AC unit. The temporal variation of energy saved by using the heat exchanger is shown in figure 

8. For the first 180 s, 100 s and 90 s in the heat exchangers with no fin, 50 × 5 and 75 × 5 fins, respectively, the 

energy saving is not estimated because of marginal heat transfer between air and PCM. For an unfinned shell and 

tube heat exchanger, a maximum energy savings of 3.57% is achieved at 180 s. The energy savings decrease with 

time, and the system achieves an average energy savings of 2.74% for the operation of 3600 s. The heat exchanger, 

with six fins of dimension 50 mm × 5 mm, has a maximum and average energy savings of 6.11% and 4.95% for 100 

s and 3600 s, respectively. Further a maximum energy saving of 7.11% is achieved for the heat exchanger with six 

longitudinal fins of 75 mm height and 5 mm width, while the average energy saving is 5.56% for 3600 s. Among the 

three configurations, the heat exchanger with six fins of 75 mm × 5mm saves maximum energy compared to an AC 

system without a heat exchanger. 

 

Figure 8: Energy saving by retrofitting air conditioner with different heat exchangers 

 

313.00
312.00 312.00

314.23 314.23
314.71

314.90

314.94

314.97

314.98

314.83

311.00311.00

313.57

x1

y
2

-40 -20 0 20 40 60

0

20

40

60

80

100

312.09

310.77 310.77
311.29

3
1
2
.0

93
1
2
.0

9

313.98 313.98

314.34

31
4.

34

314.18

314.81

314.86

314.91

x1

y
2

-40 -20 0 20 40 60

0

20

40

60

80

100 310.00 310.00

312.00 312.00

3
1
2
.0

0

3
1
2
.0

0313.50

3
1
3
.0

0

3
1
3
.0

0

313.50

314.00

31
4.

00

314.44 31
4.

44

313.50

314.44

313.20 312.30

311.40 311.40

314.31

314.74
314.74

314.91

314.97

314.98

314.10

314.95

x1

y
2

-40 -20 0 20 40 60

0

20

40

60

80

100
311.00

313.67 313.67

312.00

314.29
314.50

314.82

314.87

314.00
31

4.
00

314.69

x1

y
2

-40 -20 0 20 40 60

0

20

40

60

80

100
312.50

31
3.0

0

314.00313.50

314.31 314.50

314.78 314.78

314.31

3
1
3
.7

43
1
3
.5

0

313.74 314.00

x1

y
2

-40 -20 0 20 40 60

0

20

40

60

80

100

Operating Time (s)

E
n
er

g
y

S
a
v
in

g
(%

)

0 600 1200 1800 2400 3000 3600
0

2

4

6

8

10

75mm × 5mm

50mm × 5mm

No fin

 
R.K. Sharma et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

106



 

Conclusions 

A strategy to reduce the energy consumption of an AC unit using 50% fresh air per circulation is studied. The AC 

system is based on the VCR cycle and operates for 3600 s with ambient air supplied at a temperature of 315 K. To 

reduce the temperature of the fresh air provided at ambient conditions a PCM-based shell and tube heat exchanger 

with a PCM thickness of 20 mm is designed. The fresh air flows through it, and PCM stores the thermal energy in 

latent heat. The heat transfer performance of the heat exchanger is analysed, and its effect on energy consumed is 

studied. It is found that a shell and tube heat exchanger provided an average outlet air temperature reduction of 1.09 

K for 3600 s of operation. Incorporating this heat exchanger into a VCR-based AC system leads to a peak and average 

energy savings of 3.57% and 3%, respectively, for 3600 s. Additionally, the effect of extruding fins on the air side 

of a heat exchanger is explored. The modified heat exchangers have six longitudinal fins running through the length 

of the heat exchanger with a width of 5 mm and height of 75 mm and 50 mm. The incorporation of internal fins in 

the heat exchanger increases the energy saving of the VCR system through further reduction of air outlet temperature. 

However, it is observed that due to the fast melting rate in the presence of internal fins, sensible heating dominates 

after the complete melting of PCM. This results in a slight reduction in energy saving with the increase in charging 

time. It is found that the longitudinal internal fins of a width of 5 mm in the inner pipe of the heat exchanger, attributed 

to enhancement in the temperature drop by 76.78% and 57.5% for fins of height 75 mm and 50mm, respectively. 

The proposed system will provide an effective solution to the ever-increasing energy demand for the AC system. The 

study will serve as a guide in designing a PCM heat exchanger with VCR systems. 
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Nomenclature 

 
List of Acronyms 

AC Air conditioning HVAC Heating Ventilation and Air Conditioning 

DBT Dry bulb temperature LHESS Latent Heat Energy Storage System 

HTF Heat Transfer Fluid VCR Vapour Compression Refrigeration 

PCM Phase Change Material   

 
List of Symbols 

A Contact Area (m2) h Enthalpy per kg (kJ/kg) 

Q Heat Flow Rate (W) k Thermal Conductivity (K/W) 

𝑇 Temperature (K) �̇� Mass Flow Rate (kg/s) 

W Work Done (W) p Pressure (Pa) 

 
List of subscripts 

a Ambient mix Mixed Air 

avg Average ref Refrigerant 

comp Compressor s Supply Air 

 

Greek Letters 
η efficiency  µ Viscosity (kg/m.s) 

𝜌 density (m3/kg) β thermal expansion coefficient (K-1) 
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Abstract 

The increasing number of tourists in small villages at the Adriatic and Ionian Sea causes problems in view of marine 

pollution, energy consumption, CO2 emissions and the accumulation of waste. Aim of the project is the development 

of an overall sustainable EcoTourism. To reduce energy consumption, the refurbishment of buildings and 

implementation of renewable energy will be in focus.  

Various measures, from thermal renovation to changing the heat and cooling generators, are considered and analyzed. 

Energy consumption can be reduced up to 10 – 70 % by refurbishment (wall, window, roof). Changing generators 

can achieve a reduction in energy demand of around 30 %. However, the investment costs or the resulting total annual 

costs of thermal improvement do not reflect the energy saving results. Here, the measures regarding replacement and 

renewal of the heat and cooling generators are more economical. 

Due to restrictions such as monument protection, not many regenerative concepts can be pursued. However, potential 

for regenerative generation of heat and electricity is theoretically available. Above all, the use of solar collectors 

leads to an effective reduction in energy requirements for hot water production, which in any case accounts for the 

largest share of electricity requirements. 

Keywords: renewable energy, energy supply concepts, building refurbishment 

 

1. Introduction 

The increasing numbers of tourists in the holiday regions on the Adriatic coast and the Ionian Sea lead to immense 

seawater pollution, high energy consumption and associated high CO2 emissions as well as a large amount of waste. 

Due to the supply and disposal structure that needs improvement, short- and long-term tourists in this region have 

aggravated the situation in recent years. The landscape and tourism are shaped by the small villages and their hotels, 

but rehabilitation and necessary measures for environmentally sound and efficient management of the facilities and 

accommodation have not yet taken place. 

The research project "EcoTourism - Regional Development of Tourist Villages of the Adriatic Sea through Energy 

Efficient and Sustainable Supply and Waste Management" focuses on smaller villages and their hotels and "Bed & 

Breakfast" facilities, whose supply and waste management are at a comparatively environmentally harmful and 

inefficient level.  

Within the framework of the project, transferable, country-specific concepts in the areas of energy, wastewater and 

waste for sustainable supply and disposal will be developed as a basis for ecologically sustainable tourism, which 

will serve as best practice examples and be easily transferable to all villages in the countries under consideration. 

Goal - Energy: Transformation into climate-friendly and energy-efficient tourism. Holistic approach to the 

economic and ecological optimization of energy supply and reduction of energy consumption (heating, 

cooling and electricity) of existing buildings as well as use of renewable energy sources. 

Goal - waste water: Wastewater solutions and concepts for the greatest possible recycling, taking into 

account quality standards and energy efficiency. The focus is on sustainable tourism use. 

Goal - waste: Reduction of the amount of waste as a causal source of environmental pollution and 

introduction of an energetic bio-waste utilization for energy generation as well as a material utilization of 

recyclable packaging.  

The concepts and simulations presented below are based on a pilot village in Albania but can be transferred to other 
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"ideal villages of the Adriatic" in a further step.  

So far, holistic, sustainable, and transferable energy concepts for the implementation of climate-friendly and energy-

efficient tourism have been developed. Furthermore, the potentials for the use of renewable energies in the 

neighborhood were determined and the possibility of integration was evaluated in order to present a transferable, 

implementable, sustainable and energy-efficient supply concept.  

The wastewater solutions and concepts will be developed specifically in the direction of the greatest possible 

recycling (water and nutrients), consideration of quality standards (pollutants and hygiene) and energy efficiency 

(including the energetic use of wastewater resources), considering the relevant national and international standards 

on wastewater treatment and water reuse. 

With regard to waste management, the current status is examined and placed in the context of current concepts and 

technologies. Based on this, a sustainable waste management concept will be developed. 

2. The pilot project 

Dhërmi is a village in the south of Albania in the municipality of Himara. In the region of Sarande and Himare, 

several villages and areas have been declared UNESCO World Heritage Sites. Thus, the historical core of Dhërmi is 

also under historical/cultural monument protection. The historical centre of Dhërmi is situated high above the coast 

of the Ionian Sea and is built into a rock face. Induced by seaside tourism, a second village district developed near 

the coast. In recent years, the tourist infrastructure of Dhërmi has been steadily expanded and the number of 

holidaymakers, especially from other parts of Albania, is increasing. Primarily, however, these are bathing tourists. 

This new core is not subject to monument protection, as it differs greatly from the historical core of Dhërmi in terms 

of building structure and construction. The subject of the pilot project is the historic old core of the village of Dhërmi. 

  

Fig. 1: View Mountain village of Dhërmi 

In the project area under investigation (116 buildings in the centre of Dhermi), three different construction types can 

be identified for the buildings. Old building, mixed building and new building. It can be assumed that these building 

types will also be present in other areas under consideration. (Table 1) 

The old buildings are characterized by plastered but also unrendered facade made of natural stone, small windows, 

hipped roofs with a wooden beam construction and clay tiles. The old buildings usually do not have balconies. New 

buildings, which are based on the architectural style of the historical old buildings, do not differ significantly from 

the old buildings in terms of the building substance and the building materials as well as the cubature and are treated 

as such in the further processing. Purely new buildings, on the other hand, have a facade of reinforced concrete 

skeleton construction with brick infills. In general, these houses have larger windows than the old buildings, balconies 

primarily on the south and west facades, and flat concrete roofs. The third building style is a combination of old and 

new construction, or mixed construction. These are either new buildings, which have a reinforced concrete skeleton 

construction, but have a hipped roof with clay tiles, or mixed buildings as new additions to old buildings. (Figure 2) 
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Fig. 2: Examples of building stock: old (left), new (middle) and mixed (right) building 

Tab. 1: Assumptions of the component structures of the different building types 

 New building Mixed building Old building 

Outside wall 

(to air) 

1 cm gypsum plaster 

25 cm vertically perforated 

brick 

2 cm exterior plaster 

1 cm gypsum plaster 

25 cm vertically perforated 

brick 

2 cm exterior plaster 

1 cm gypsum plaster 

45 cm natural stone 

4 - 5 cm plaster and lime 

mortar 

Outside wall 

(to ground) 

1 cm gypsum plaster 

25 cm reinforced concrete 

1 cm gypsum plaster 

25 cm reinforced concrete 

1 cm gypsum plaster 

45 cm natural stone 

Ground floor 0.5 cm tiles 

25 cm normal concrete 

30 cm sand and gravel layer 

0.5 cm tiles 

25 cm normal concrete 

30 cm sand and gravel layer 

0.5 cm tiles 

25 cm normal concrete 

30 cm sand and gravel layer 

Ceiling 1 cm gypsum plaster 

25 cm reinforced concrete 

0.5 cm screed 

1 cm gypsum plaster 

25 cm reinforced concrete 

0.5 cm screed 

2.5 cm wooden battens 

(Beech/ Oak) 

15 cm clay 

2.5 cm wooden battens 

(Beech/ Oak) Floorboards 

Roof  25 cm reinforced concrete 2.5 cm wooden battens 

(Beech/ Oak) 

Air layer 

3 - 5cm ceramic/ clay tile 

2.5 cm wooden battens 

(Beech/ Oak) 

Air layer 

3 - 5cm ceramic/ clay tile 

3. Energy supply concepts and refurbishment 

The processing and analysis of possible energy supply concepts base on the facts that  

• no or only little renewable energy has been implemented so far. 

• there is a high demand for heating and cooling. With respect to thermal insulation buildings have a poor 

standard and until now have not been refurbished. 

• heating and cooling are provided room by room by wood stoves and inefficient split units, respectively. 

• listed (heritage) buildings complicate a thermal refurbishment and the implementation of renewable energy 

in several cases. 

Since it has not been possible to carry out a comprehensive review of the current situation of the buildings, the heating 

and cooling requirements for the three references (old, mixed and new building) has been determined by means of 

thermal simulation using TRNSYS. The heating and cooling demand is calculated on the basis of an example building 

with the help of the thermal simulation. The example building is created as a simplified building model for the defined 

three building styles with a gross floor area of 240 m² and is divided into five residential units (average 48 m²) with 

an occupancy of 2.6 persons per unit. Furthermore, a distinction was made between summer season with full 

occupancy and low season and winter season with half season. Care was taken to ensure that the building models of 

the old, new and mixed buildings corresponded to the description of the respective building types and that the defined 

component structures were applied. 
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As a result of the simulations, specific heating and cooling energy requirements are obtained for the three building 

types. With around 68 kWh/(m²a) and around 17 kWh/(m²a) in relation to the gross floor area, the old building has 

the lowest heating and cooling energy requirements. With around 103 kWh/(m²a) for heating and 18 kWh/(m²a) for 

cooling, the mixed building is in the middle. The new building has the highest heating and cooling energy 

requirements with around 104 kWh/(m²a) and 29 kWh/(m²a). (Figure 2) 

 

Fig. 2: Specific energy demand of heating and cooling for the three building types 

 

The results are extrapolated to the three building categories and to the entire neighborhood using the data from the 

survey of the buildings. The energy requirements for the total reference area of 116 buildings (without refurbishment) 

results to 2,470 MWh/a for space heating and 822 MWh/a for space cooling as well as 2,143 MWh/a for domestic 

hot water production. (Figure 3) 

 
Fig. 3: Heating and cooling demand of the reference area 

 

3.1 Thermal refurbishment 

In order to save additional energy in addition to a new efficient heating and cooling supply, thermal refurbishment 

measures are recommended, which can also be implemented within the framework of an existing listed building. For 

thermal refurbishment, minor construction measures within the houses and flats are considered. Nevertheless, at the 

time of refurbishment, the houses can usually not be rented out. 

The proposed refurbishment stages differ in terms of the effort required or the building components to be insulated 

and the insulation thicknesses (Table 2). All renovation stages can be applied equally to all three building. Since the 

building types differ in their previous construction, the savings potential of the renovation levels depends on the 

building type. Within each renovation level, differences are made in the renovation of the windows, the walls and 

the roof. 

To reduce the energy consumption of the buildings, six refurbishment levels have been defined. Taking the protection 

of historical monuments into account, the levels range from low (level 2) to a high effort for refurbishment (level 6).  
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Tab. 2: Examples of refurbishment levels  

Level Refurbishment measures Comment 

1 Replacement of the windows: 2 panes, sun protection glazing  

2 Level 1 + thermal insulation of the roof (10 cm) Minimal invasive version 

3 Level 1 + thermal insulation of the wall and roof (5 cm)  

4 Level 1 + thermal insulation of the wall and roof (10 cm)   

5 Level 4 + thermal insulation of the base plate (3 cm)  

6 Level 1 + thermal insulation of walls (10 cm) + roof (12 cm) + base 

plate (5 cm) 

Highest effort 

 

3.2 Energy supply refurbishment 

The energy supply concepts are analyzed and evaluated on two levels. On the so-called room level, the individual 

usage zones or rooms within the building are considered. Here, the focus is on the respective heat or cold transfer 

system in the room. Furthermore, the type of ventilation (window ventilation, mechanical ventilation) plays a 

decisive role and to what extent the existing systems can influence each other. 

The building level, on the other hand, reflects the overall concept (total system) with the corresponding building 

envelope as the system boundary. Within the framework of the overall system, the generation and distribution of heat 

and cooling are considered. It should be possible to implement efficient and regenerative producers as well as a 

possible division of the base and peak load suppliers. The division of base and peak load only makes sense for larger 

houses.  

The supply concepts presented are primarily standard solutions rather than individual solutions, so that the concepts 

developed can also be applied to a large number of houses. A large variance in the concepts at room and building 

level can lead to confusing regulations and dependencies of the individual components. The standard solution here 

is a simple combination of a maximum of two components.  

The focus is on the implementation of regenerative-based energy supply concepts and systems for holiday homes / 

flats under a holistic consideration of heating / cooling and electricity. The consideration also includes the 

sustainability of the components as well as possible obstacles in the implementation of the different approaches. The 

six variants developed are based on technologies currently relevant to the market (Table 3).  

In addition to decentralized energy supply solutions such as air-conditioning split units, heat pumps and gas boilers, 

local heating network approaches are also included. The generators must be able to meet the energy demand for both 

heating and cooling, or a combination of both. The combination of different generators for base and peak load 

coverage is one possibility. However, for residential buildings and on the scale at hand, it cannot be implemented 

efficiently and does not make sense. A division into heating and domestic hot water should be considered in order to 

cover the different temperature levels efficiently.  

Table 2 lists the supply concepts being applied. As due to monument protection, photovoltaics and solar thermal 

collectors may not be installed on individual houses and are not listed, therefore. 

In the course of finding the energy supply concept and selecting the possible components for heat/cold and electricity 

generation as well as heat and cold distribution in the building, approaches were already discarded or excluded in 

advance. 

Components and concepts that require a major refurbishment effort in the existing building stock and cannot be 

implemented easily include floor heating, concrete core activation, air handling units and for the heat pumps borehole 

heat exchanger. However, these components could be used in a complete refurbishment and gutting of houses. 
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Tab. 3: Options for energy supply concepts 

 Option Heat supply Cold supply Domestic hot water 

D
ec

en
tr

a
l 

e
n

er
g

y
 s

u
p

p
ly

 
As 

build 

Existing split units Existing split units Instantaneous water 

heater 

1 New split units New split units Instantaneous water 

heater 

2 Gas boiler and buffer 

storage 

Compression chiller Gas boiler and buffer 

storage 

3 Heat pump and buffer 

storage 

Rev. heat pump and 

buffer storage 

Heat pump and buffer 

storage 

4 Electrical heater Compression chiller Instantaneous water 

heater 

C
en

tr
a

l 
e
n

er
g

y
 

su
p

p
ly

 

5 Local heating network 

(60°C) 

Local cooling network 

(15°C) 

Local heating network 

(60°C) 

6 Local heating network 

(0°C), heat pump and 

buffer storage 

Local cooling network 

(15°C) 

Local heating network 

(60°C), heat pump and 

buffer storage 

4. Potentials on energy reduction 

In the context of the presentation of the potentials of energy savings through thermal refurbishment as well as through 

the change of the heat / cooling generator, it is taken into account that there will be an increase in the number of 

tourists in the holiday resorts. The user behavior and the higher tourist numbers are compiled in the studies within 

the framework of the heating and cooling profile of the building simulation, the domestic hot water profile, and the 

electricity demand profile. 

4.1 Energy reduction through thermal refurbishment  

Based on the defined example buildings and the location in Albania, the heating and cooling demand is determined, 

and the renovation stages are compared with the demand of the actual state (figure 4). It can already be noted in the 

actual state that the old building has lower energy requirements (heating and cooling) than the mixed and new 

buildings. Refurbishment level 2 can already achieve a reduction in energy demand of up to 15%. In total, a reduction 

in energy demand of up to 70% can be achieved by refurbishing all building components (refurbishment level 6). 

The renovation of new and mixed buildings has the greatest savings potential, as the buildings already have a higher 

demand in their current state than the old building.  

  

Fig. 4: Energy demand reduction and potentials for the entire reference area and for the different refurbishment stages 

4.2 Energy reduction through system technology  

Figure 5 shows the first results for different variants of energy supply concepts developed for the project area (116 

houses). Based on the results it can be stated that the way of heat and cold generation has much greater influence on 

the reduction in energy consumption than the refurbishment of the buildings. The energy demand calculated for the 

reference area includes electricity for households and domestic hot water preparation. 
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Fig. 5: Energy demand of the reference area depending on the refurbishment level and the energy supply  

The fact that the individual heat and cooling generator technologies have different modes of operation also results in 

different efficiencies. Air-conditioning split units, for example, use a proportion of outdoor air heat or cold to 

condition the rooms. This means that a lower proportion of electricity or final energy is required here. A gas 

condensing boiler, for example, does not convert all the thermal energy in the fuel into heat. Due to losses, an 

efficiency of only 95% can be achieved here. This situation results in different energy requirements for the different 

variants. 

Exclusion criteria for the selection of variants to be implemented result from the outstanding ecological and economic 

considerations as well as the feasibility of implementation in the reference area. In this project, for example, due to 

protection of historical monuments and the preservation of the ancient village appearance, the utilization of 

renewable energy close to buildings is only possible to a very limited extent - although the location is predestined 

for the installation of photovoltaics and wind power plants. By relocating a small wind farm outside the village and 

implementing photovoltaics on the flat roofs of new buildings and a public car park, it is nevertheless assumed that 

80% of the electricity demand can be covered by renewable energy. 

5. Potentials of solar energy use 

The current state of implementation and integration of solar thermal and photovoltaic is very limited. In general, 

there are very few solar thermal systems or solar siphons in the pilot village. In 20 buildings of the 116 considered, 

solar siphons were visible, which corresponds to 17 % of the considered houses. The installed solar collectors are 

often installed on the hipped roofs and flat roofs or next to the building in gardens. The collectors are oriented in a 

south-west direction with an angle of inclination of 10 - 45°. (Figure 6) 

  

Fig. 6: Solar siphons in the garden (left) and on the roof (right) 
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Photovoltaic systems, on the other hand, are not installed at all. Many of the historical buildings are under monument 

protection. The installation of solar collectors or photovoltaic systems on the roofs or facades is not permitted due to 

the preservation of the historic village image.  

Within the framework of the research project, it should nevertheless be shown which possible potentials exist for the 

use of solar energy sources, also in order to transfer the results and concepts to other villages. 

5.1 Solar coverage of hot water demand 

The personal daily domestic hot water demand is estimated on the basis of typical load profiles and seasonal 

fluctuations and extrapolated to the entire village area. A domestic hot water heating to 60°C is assumed. The 

simulation program TRNSYS is used to calculate the possible hourly yields of a flat plate collector. First, all roof 

surfaces facing east, south and west are assumed as potential collector installation area. Based on the reference 

building, several scenarios were investigated assuming a southern orientation and an angle of inclination of 30° of 

the collector: (figure 7) 

1. 0.5 m² collector area per person per building: energy reduction for domestic hot water of 48 %.  

2. 1.0 m² collector area per person per building: energy reduction for domestic hot water of 72 %.  

3. 1.5 m² collector area per person per building: energy reduction for domestic hot water of 80 %. 

  

  

Fig. 7: Coverage shares with solar for the different variants of domestic hot water production for the reference building 

For the entire district, an occupancy of 1 m² of collector area per person per building would mean a reduction from 

2,143 MWh/a to 600 MWh/a. The additional expenditure for the increase to 1.5 m² per person per building would 

result in an energy demand reduction of 80 %. However, the additional expense compared to variant 2 does not 

justify the energy savings here. The recommendation here would be to install 1 m² of collector area per person per 

building. 

5.2 Solar coverage of electricity 

A similar study was conducted for the photovoltaic potential. The estimated total electricity demand of the district is 

3,770 MWh/a (assumption for Var. 1), which is divided among the different sectors as follows, figure 8. The largest 

share, 57 %, is accounted for domestic hot water production, with the assumption that this is done electrically.  

Two scenarios were examined here. Firstly, the assumption that 75 % of all roof surfaces (also north) and secondly, 

that 25 % of the roof surfaces (also north) can be covered with PV. An hourly resolved TRNSYS simulation was 

performed. 
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Fig. 8: Shares of electricity demand in the district 

In the variant with 75 % occupancy, the energy yield is 1.06 times higher than the energy demand for heating 

(electric), cooling (electric), domestic hot water, and appliances in the district. Initially, no renovation level was 

considered in this study. 43 % of the energy demand can be covered by the PV-production itself. 60 % of the yields, 

on the other hand, are surplus and should have to be fed into the local grid. 

In the variant with 25 % occupancy, on the other hand, the yields are 0.29 times lower than the electricity demand of 

the district. The self-consumption with self-generated electricity is 22 %. However, there is also only 22 % surplus, 

which can be fed into the grid. 

  

Fig. 9: PV potential for self-consumption, 75 % roof occupancy of the 116 houses 

  

Fig. 10: PV potential for self-consumption, 25 % roof occupancy of the 116 houses 

6. Potentials on CO2 reduction 

The potential for CO2 reduction in Albania cannot be recorded or mapped on the basis of the non-existent CO2 

emissions. In Albania, a CO2-equivalent of 0 kg/kWh is assumed for biomass (wood), electricity and solar energy. 

The background is the high production of electricity from hydropower. Only for LPG (Liquefied Petroleum Gas) is 

a value of 0.227 kg/kWh specified. 
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7. Economic efficiency 

Within the framework of the economic efficiency analysis, the investment costs as well as demand-related and 

operational costs are taken into account that arise during the purchase and operation of the system components 

(renovation of the building envelope, heat and cold generators as well as space heating and cooling systems). The 

economic efficiency is determined using the annuity method (based on the guideline VDI 2067 Part 1 (Economic 

efficiency of technical building systems) - the total annual costs consist of capital-related, operational (i.e. 

maintenance and repair costs) and demand-related costs. 

The following bases are used in the calculations: 

• Costs for planning and contingencies are taken into account at 20 % and 15 % of the investment costs. 

• Capital interest rate 5.0 % 

• Working price public electricity grid: 0.40 €/kWh (covering 20 % of the demand) 

• Energy price for district electricity: 0.24 €/kWh (covers 80 % of demand) 

• Energy price increase for electricity is assumed to be 2%. 

• CO2 pricing on electricity not taken into account as well as subsidies  

The investment costs are taken from an extensive market research of 03/2022. Since no investment costs from 

Albania are known and many of the suppliers and installers are supposed to come from Germany, the product and 

price research is limited to the German market. A cost function was determined depending on the respective 

performance or dimensioning of the respective component and an average of the entire market was depicted. 

However, it should be noted that due to the current price increases on the markets, an exact and up-to-date statement 

is not possible. The economic efficiency analysis merely relates the variants to each other and thus enables a rough 

economic evaluation.  

Figure 11 shows the total annual costs of the variants that could be implemented in Dhermi. It can be seen that variant 

4 with electric heating and an additional air-conditioning split unit for cooling the rooms is the most cost-intensive 

variant, which can lead to additional costs of up to 50 % compared to the current state. By implementing variants 2 

and 3, the total annual costs can be reduced by up to 10% compared to the actual state. On the basis of the subdivision 

into the refurbishment levels, it can be shown that a costly refurbishment of the buildings (Level 6) cannot lead to 

any cost savings. The heating and cooling generators have the greatest influence on the total annual costs. 

 

 
Fig. 11: Total annual costs of possible suppling- and refurbishment-variants of the three building types 
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8. Summary 

The increasing number of tourists in small villages at the Adriatic and Ionian Sea causes problems in view of marine 

pollution, energy consumption, CO2 emissions and the accumulation of waste. Aim of the project is the development 

of an overall sustainable EcoTourism. To reduce energy consumption, the refurbishment of buildings and 

implementation of renewable energy will be in focus.  

The current state of the ongoing project reveals that the development of building standards in foreign countries with 

different climates is challenging. Demands on the protection of historical monuments require creative solutions, 

especially in ancient villages. Nevertheless, significant energy saving can be achieved by skillful implementation. 

The total energy demand in the reference area of Dhermi is defined as the energy demand for the conditioning of the 

buildings (heating and cooling) and the appliances. An example building and three building standards were defined 

and applied to the total number of buildings (116 buildings in the project area). The different periods and occupancies 

of the buildings are also taken into account. The results show a total heating demand (space heating and domestic 

hot water) of about 4,610 MWh/a and a demand for cooling of 820 MWh/a for the entire district in Dhermi. In 

addition to heating and cooling, energy is needed for hot water, for lighting and for all other services in the buildings 

(cooking, washing, etc.). It is assumed that the entire demand for electricity is covered, the district then needs around 

3,700 MWh/a of electricity. 

Various measures, from thermal renovation to changing the heat and cooling generators, are considered and analyzed. 

Energy consumption can be reduced by renovating the building envelope, which can result in a reduction of 10 – 

70 %, depending on the building standard and renovation stage. Changing generators to new efficient technology or 

to a heat pump can achieve a reduction in energy demand of around 30 %. The thermal improvement of the building 

envelope (windows, roof and walls) is a sensible measure from the point of view of energy saving. However, the 

investment costs or the resulting total annual costs do not reflect the energy saving results. Here, the measures 

regarding replacement and renewal of the heat and cooling generators are more economical. 

Due to restrictions such as monument protection and the energy sources available at the site, not many regenerative 

concepts can be pursued. However, potential for regenerative generation of heat and electricity is theoretically 

available. It can be seen that the utilization of solar energy potentials could lead to a significant reduction in energy 

requirements in the district. Above all, the use of solar collectors leads to an effective reduction in energy 

requirements for hot water production, which in any case accounts for the largest share of electricity requirements. 

The installation of PV or solar thermal on individual buildings causes difficulties with the appearance and function 

of the renovated houses (monument protection). A solution for the use of PV is envisaged in the installation of panels 

on public spaces (e.g. multi-storey car park) and under special conditions (shading) in the project area. 
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Abstract 

A new and cost-effective heating concept integrated in a prefabricated façade for renovation of multi-family-
houses was investigated in the framework of the European project PLURAL with the help of dynamic building 
and system simulations. The concept consists of a prefabricated insulated timber-frame façade containing the 
heating pipes of a low temperature hydronic distribution system for space heating. After renovation, the building 
can be heated with these heating pipes through the existing external walls. The simulation results show that such 
a system can ensure good thermal comfort for the flats and fulfill Nearly Zero Energy Building requirements. An 
optimized control strategy of the heating system allows to increase the photovoltaic self-consumption and to 
decrease the net costs for electricity of the building. Under certain conditions, such a system is a beneficial 
solution for fast and cost-effective renovation of multi-family-houses. 

Keywords: renovation of multi-family-houses, external wall heating, prefabricated façade, NZEB, PV self-
consumption 

1. Introduction and motivation 

In the European Union, the building sector is responsible for 40% of the final energy consumption (European 
Commission, 2021). An important challenge for the building sector concerns the energetic renovation of existing 
buildings (European Commission, 2016). Currently, the refurbishment rate of existing buildings is below 1% 
(European Commission, 2021) and, for this reason, it is crucial to overcome obstacles of renovation processes 
(e.g., high amount of time and investment cost, reallocation of the building's inhabitants, loss of rent, etc.) in 
order to achieve faster the goals of the energy transition in this sector. 

Within the European project PLURAL (PLURAL, 2020), innovative "Plug-and-Use" kits for fast and energy 
efficient retrofitting are developed to meet Nearly Zero Energy Building (NZEB) targets, but also to ensure 
minimum disturbance of the inhabitants during the retrofitting phase. 

The so-called Conductive External Wall (ConExWall) heating system is one of the solutions developed within 
the project PLURAL for energy retrofitting, in particular for multi-family houses (MFH). Such a system can be 
mounted directly on the existing outer walls of a building, providing energy for heating and cooling via a heating 
layer, thermal insulation, ventilation and, optionally, electricity by means of a photovoltaic (PV) system installed 
on the façade. Time and cost reduction for retrofitting, versatility, high potential of self-sufficiency, and 
integration with low temperature heating systems (e.g., heat pumps), make this system ideal for renovating MFHs 
with the goal of low specific energy demand and conversion from fossil fuels to energy systems with a high share 
of renewable energy. 

2. ConExWall system 

The operation principles of the proposed external wall heating concept without prefabrication were suggested and 
analyzed earlier by Luther et al. (2002) and limits and potential of such a concept were studied within different 
projects (Schmidt, 2018). Such a system allows the renovation of buildings "from outside" and this represents 
one of its biggest advantages, since the inhabitants are not forced to leave the building during the renovation 
period. Another big advantage of this heating concept is the thermal activation of the whole existing façade 
because the heating layer heats the rooms through the façade. This characteristic allows for using the existing 
wall as thermal storage. In case of a heating system with heat pump and PV, this enables to run the heat pump 
longer and to higher temperatures during times of excess electricity gains from the PV system and, on the other 
hand, to run it shorter during times were electricity has to be purchased from the electric grid. 

Such a system presents, on the other side, some disadvantages and a crucial issue is that the potential heating 
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energy delivered to a room is strongly dependent on the opaque external wall area. This aspect is important 
because some rooms (e.g. with higher window ratio) could become critical with regard to the thermal comfort. In 
addition, this system has to be supported by a different heat distribution system in case of internal rooms without 
external wall area (e.g., the bathroom). 

The proposed ConExWall module (see Fig. 1) represents an evolution of the original concept because of two 
aspects: 1) the heating system is enclosed in a prefabricated timber-based module and 2) the module can be 
equipped with optional components for ventilation and renewable electricity production. The ConExWall module 
consists of: 

 Timber frame construction with insulation of about 20-30 cm (depending on climate); 

 Low temperature external wall heat (and optionally cold) emission system; 

 Module-integrated windows with mechanical ventilation system including heat recovery (MVHR) 
integrated in the frame of the windows or in the new façade; 

 Building integrated photovoltaic (BIPV) modules for electricity production. 

The feasibility of such a system without extensive prefabrication was already demonstrated by means of a 
prototype test and simulations within a Swiss project (ProsumerSkin, 2017) where a first MFH located in Bern 
(Switzerland) has been renovated with this concept. 

            

Fig. 1: Mounting of the prefabricated ConExWall on the façade test box (left) and concept visualization of the ConExWall 
solution (right). 

3. Building and system simulation 

3.1 Building 

In the framework of the project PLURAL, the ConExWall concept will be installed for the renovation of a double 
dwelling (see Fig. 2) located in Kasava, Czech Republic. The existing building has an Energy Reference Area 
(ERA) of 196 m2 and matches to the proposed ConExWall concept because of the high U-value (1.3 W m-2 K-1) 
of the existing walls that allows for a good heat transmission between the ConExWall module and the building 
through the existing walls. 

As detailed information about user behavior is not available (e.g., set point temperature, internal gains, ventilation 
and infiltration rates, etc.), the existing building was simulated in its pre-renovation state assuming standard 
boundary conditions. Simulation results showed an annual heating demand (with a set point temperature of 20 
°C) of 163 kWh m-2

ERA a-1. Simulation results of the building before renovation were validated against real energy 
consumption, showing a good match (relative deviation of 7%). 

      

Fig. 2: Location of the building under study (left) and view of the existing building (right). 
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3.2 Building model and boundary conditions 

In order to study the energetic performance of the ConExWall and the thermal comfort of the renovated building, 
a building model (see Fig. 3) was generated (SketchUp, 2022) and then imported into the simulation tool (i.e. 
through the use of TRNSYS-Type 56), where the complete heating system was modelled in order to perform the 
building and heating system simulation (TRNSYS, 2022). 

The renovated building (with an ERA of 275 m2) consists of a cellar (modelled as a single thermal zone) and two 
floors (i.e. two apartments), with an internal staircase. In order to study the thermal comfort of each room of the 
building in detail, each room was modelled as a single thermal zone. In total, 17 thermal zones are simulated. 
Each of the two flats consists of a corridor ("Hall"), a bathroom ("Bath"), a restroom ("Rest"), one kitchen/living 
room ("Liv") and two resp. three sleeping rooms ("Bed") (see Fig. 5). Each flat has also an external unheated 
storage room next to the staircase. More living area through a new and higher roof will be created in the first 
floor with the renovation. 

Tab. 1 summarizes the wall and window constructions of the building after renovation. In the table the 
construction “External wall” represents the existing wall (i.e. the wall on which the ConExWall will be placed) 
after renovation, while “External wallnew” represents the new external wall of the first floor that will be necessary 
in order to extend the second flat. The building will be equipped with triple panes window (filled with Argon) 
with internal Venetian blinds between two of the panes. Reference shading control strategies were considered for 
the simulation based on the total irradiation on the window surface and convective temperature of the room.  

 

Fig. 3: 3D model in SketchUp of the same building after renovation. 

Tab. 1: U- value of wall and window constructions of the building after renovation  

Wall / Window construction U [W m-2 K-1] Note 

Basement floor/wall/ceiling 3.43/1.31/0.30 basement ceiling insul. with PUR 

Internal ceiling/wall 0.82/2.65  

Internal wall of staircase 0.34 insulated with EPS 

Roof 0.10  

External wall 0.13  

External wallnew 0.14 new ext. walls of the first floor 

Window 0.60 frame ratio of 0.2, g = 0.49 

 

In the building model, internal gains due to people, lighting, and appliances were considered. Since hourly profiles 
for occupancy are not available in the Czech national regulations, standard occupancy profile from Swiss norm 
SIA 2024 (SIA, 2022) was assumed. A specific internal gain due to people (P) of 2.0 W m-2 and humidity source 
of 80 g h-1 P-1 were considered. Benchmark numbers of the latest study of Czech Statistical Office (CSU, 2017) 
show a specific electricity consumption (for lighting, appliances, cooking and other) of 28.6 kWh m-2 a-1 for 
dwellings in Single Family House (SFH). To reach this electricity consumption, a specific internal gain (for 
equipment and lighting) of 5.5 W m-2 was set, assuming a typical electric power profile processed statistically by 
the Czech energy market operator. Internal gains inside staircase, cellar and storage rooms were set to zero. 
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Fixed infiltration rate of 0.15 m3 h-1 m-2 was assumed for all rooms, according to the Swiss norm SIA 2024. 

3.3 ConExWall in TRNSYS – Active layer in Type 56 

As described in previous sections, the simulation study is performed with the simulation tool TRNSYS and, in 
particular, "Type 56" is used in order to model the building. Within the Type 56, to model the ConExWall, the 
sub-model "active layer" was used. This active layer model can be added to a wall, floor, or ceiling in order to 
model a radiant heating or cooling system. The layer is called "active" because it contains fluid filled pipes that 
add or remove heat from the building component. For the definition of the "active layer" of the ConExWall in 
Type 56, distance between the heating pipes was set to 0.13 m and a pipe wall conductivity of 0.4 W m-1 K-1 was 
assumed. Pipe outside diameter and pipe wall thickness were set to 0.014 m and 0.002 m, respectively. As it is 
important to take into account possible imperfections in the thermal coupling of the ConExWall modules to the 
old façade due to surface roughness, an air gap of 2 mm was assumed in the model between the "active layer" 
and the existing wall. This air gap reduces the heat transfer from the external wall heating system into the building. 

3.4 HVAC system and control strategy 

Fig. 4 shows the layout of the heating and domestic hot water (DHW) system. An air to water heat pump (AWHP) 
with a nominal heating capacity of 11.3 kW is used for space heating (SH) and DHW preparation. A combi 
thermal energy storage (TES) with 750 l water volume is considered in order to store heat produced by the heat 
pump (HP). In the SH demand side of the system, each ConExWall was modelled as a separate heating loop (i.e. 
all the loops are in parallel and with the same supply temperature) and is equipped with a circulation pump in 
order to control the mass flow rate of each heating loop independently. When realized, the ConExWall loops will 
be equipped with control valves instead and a central recirculation pump will control the mass flow of the heating 
water. 

Fig. 5 shows the layout of the heat emission system of the building. As described in previous sections, the 
ConExWall represents the main heating system and almost all the rooms of the building are heated through this 
concept (see Tab. 2). Since new walls will be built on the first floor, the children room and part of the living room 
of the first floor will be heated through a standard heating wall system (see orange elements in Fig. 5) located at 
the inside of the respective walls. Cellar, staircase, and storage rooms are not heated, while electric radiators are 
considered in the two bathrooms for comfort reasons. 

As described, the AWHP will cover the SH as well as the DHW demand. As measurement data of the building 
for DHW consumption are not available, reference DHW load profiles for SFH were used (IEA SHC Task44). 
In order to take into account the presence of two apartments, a scale factor of two was assumed for a total energy 
demand for DHW preparation for the whole building of 4266 kWh a-1. 

Within the renovation process of the building, decentralized ventilation units integrated in the walls or in the 
window frame will be installed. In the building model, the cellar, staircase, halls, and storage rooms are not 
actively ventilated, while the other rooms are equipped with decentralized ventilation units with energy recovery 
(i.e., heat and humidity). Constant heat recovery (70%) and humidity efficiency (56%) is assumed for the 
ventilation unit with a control of the airflow rate through step variation as function of the room relative humidity 
(airflow rate between 10 and 85 m3 h-1 for each ventilation unit). Summer night cooling (i.e., by-pass of heat 
recovery) is implemented in the model based on the ambient temperature and on the room temperature. 

 

Fig. 4: Layout of the system for space heating and DHW preparation. 
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Fig. 5: Layout of the heating surfaces of the ground floor (Gf) and first floor (1f) of the building - ConExWall (red), electric 
radiator (yellow) ad internal wall heating (orange). 

 

Tab. 2: Window ratio (Window area / External wall area) and net heated wall area for all rooms of the building. 

Zone Window ratio [%] Net heated wall area [m2] 

GfRest 0 6.1 

GfHall 21 10.7 

GfBath 15 8.0 

GfBedN 5 24.4 

GfLiv 23 30.1 

GfBedS 40 4.6 

GfBedE 17 24.3 

1fRest 0 3.0 

1fHall 19 5.4 

1fBath 12 9.3 

1fLiv 31 16.7 

1fBedS 32 6.1 

1fBedE 23 19.7 

 

The reference control strategy of the system is based on "standard" control for the activation of the HP for space 
heating and DHW preparation. The thermal storage is equipped with four temperature sensors (two sensors in the 
DHW volume and two sensors in the SH volume) with which the HP is activated to keep the TES volumes to the 
desired temperatures. In particular, a set point temperature of 50 °C is used for DHW preparation, while for space 
heating a heating curve as linear function of the average ambient temperature (i.e. supply water temperature of 
35 °C at -10 °C and 24 °C at 14 °C) is used. The heat pump gives priority to the DHW preparation (with respect 
to the SH), while the heating season is defined based on the ambient temperature (Tamb48h < 15 °C). Each 
circulation pump is activated depending on the room temperature in order to keep a convective temperature of 21 
°C in each heated room. Modulation of compressor power or optimization strategies of PV self-consumption are 
not considered in the reference control strategy. 
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3.5 PV system 

Fig. 6 shows the layout of the PV system that will be installed on the roof of the building during the renovation 
process. Only the part of the roof oriented to the south (i.e. 16° S-E) will be covered with PV panels for a total 
photovoltaic surface of approximately 48 m2 (9.9 kWp). Each PV subfield will be equipped with an inverter and 
the system will be connected to the grid. 

In the building model, the PV electricity is used firstly to cover the electricity demand for households and 
ventilation and then, if PV is still available, to cover the electricity demand of the HP (i.e. heating and DHW 
preparation).                                                                                 

 
Fig. 6: Layout of PV system (left) and information about the two PV subfields (right). 

4. Simulation results and discussion 

4.1 Overview of the simulation study 

The simulation study was performed with the pytrnsys package (Pytrnsys, 2022), a complete python-based 
framework for TRNSYS simulations developed at the SPF Institute for Solar Technology at the Eastern 
University of Applied Sciences (OST). Pytrnsys provides a framework to build, simulate, post-process, plot and 
report TRNSYS simulations. It is designed to give users an extensively automatized way to execute and share 
building and system simulations performed with TRNSYS. 

Energy consumption of the system and thermal comfort of the building was investigated.   The simulation study 
was performed with the reference control strategy (see 3.4) and an optimized control strategy was tested (see 4.4) 
in order to study the influence on the PV self-consumption and net costs for electricity. 

A whole year was simulated considering a time step of five minutes. Climate data from Meteonorm for the 
location of Kasava (CZ) was used. A set point temperature for the building of 21 °C was considered. 

4.2 Energy 

Fig. 7 to Fig. 9 show the main simulation results concerning the heating and electricity balance for the whole 
system. A total space heating demand of 4542 kWh a-1 was calculated (i.e. 16.5 kWh m2

ERA a-1) for the whole 
building. In the summer period from June to September, the HP works only to cover the DHW demand (Fig. 7). 
21% of the heating energy delivered by the HP is lost (through HP, pipes and TES). 

On the electrical side, Fig. 8 shows that most of the self-consumed electricity from PV (approx. 93%) is used for 
building demand (i.e., light, equipment and ventilation) and only a small part is used by the HP. A total annual 
PV production (after inverter) of 11’187 kWh was calculated with a PV self-consumption quota (i.e. PVself / PV) 
of 30%. Fig. 9 shows that most of the electricity demand of the building is covered by electricity from the grid 
with an annual grade of autarky (PVself / Eltot) of 31%. The HP causes 25% of the total electricity demand of the 
building. 
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Fig. 7: Monthly heating balance of the system - heat delivered by the heat pump is used to cover heating demand of building 
("WallHeating") and DHW. 

 

Fig. 8: Monthly balance of PV electricity - "PVToBui" represents the PV electricity self-consumed by the building (i.e.  for 
households and ventilation), "PVToHP" represents the PV electricity self-consumed by the HP. 

 

Fig. 9: Monthly electricity balance of the system. 

The general behavior of the system for a week during the heating season is given in Fig. 10. It is interesting to 
note that the heating concept ConExWall is able to keep 21 °C in the room "GfBedN", but the actual reference 
control strategy leads the heat pump to work especially during the nighttime, when PV electricity is not available 
and all the electricity demand of the compressor of the heat pump must be purchased from the grid. The plot 
shows also that there is a good potential to increase PV self-consumption through a control of compressor speed. 
This strategy could make the heating cycle longer by means of reducing the compressor power in order to avoid 
peaks in electricity demand and, as consequence, match the actual PV electricity. 

 
T. Calabrese et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

127



 

 

Fig. 10: Behavior of the system for a week during the wintertime. "ConExWall_GfBedN" represents the heating energy delivered 
to the room (i.e. GfBedN). Temperature in the thermal storage of the two volumes (space heating and domestic hot water) is 

given. 

The building under investigation will be renovated with the goal to achieve NZEB requirements. Simulation 
results were used to calculate the NZEB energy performance indicators (see Tab. 3) according to the national 
Czech laws (in particular the "Act. No 406/2000 Coll." and "Decree No. 264/2020 Coll."). The three indicators 
are defined as follows: 

 Uem is the U value of the building weighted with the surfaces area; 

 Qfuel is the sum of the total electricity demand of the building and the extracted ambient energy from 
the evaporator of the HP; 

 QnPE is the non-renewable primary energy (PE) demand of the building, assuming that the primary 
energy factors (fPE) for purchased electricity, electricity to the grid and ambient energy are 2.6, -2.6 and 
0, respectively. 

Simulation results show that the renovation concept is able to fulfill the NZEB requirements. In particular, the 
non-renewable primary energy demand (i.e., QnPE) is negative because of the fact that, on annual basis, the amount 
of electricity fed into the grid is higher than the electricity purchased from the grid. 

Tab. 3: NZEB analysis of the building with the proposed renovation concept. 

Energy performance 
indicators 

New building as NZEB 
(2022) 

Simulation results Fulfilled/Not fulfilled 

Uem  [W m
-2 

K
-1

] 0.29 0.21 Fulfilled 

Qfuel  [kWh a
-1

] 34094 18531 Fulfilled 

QnPE  [kWh a
-1

] 19383 -213 Fulfilled 

 

4.3 Thermal comfort 

The standard EN ISO 7730 was followed to define the thermal comfort zone, since there are no special regulations 
in Czech Republic regarding the definition of thermal comfort for dwellings. Fig. 11 shows the thermal comfort 
for three rooms of the building exemplarily. It is important to note that in this simulation study a cooling of the 
building during the summer season was not considered. The thermal comfort plots show that, in general, thermal 
discomfort during wintertime does not occur and the ConExWall system is able to heat the different rooms of the 
building sufficiently. If the two bedrooms of the ground floor (i.e., "GfBedS" and "GfBedN") are compared, it 
can be noted that the heating system is able to keep the set point temperature of 21 °C better in room "GfBedN" 
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than in room "GfBedS". The reason is due to the larger heated surface of the first room compared to the latter 
one, which has only a small heated area and a large window. The living room of the first floor ("1fLiv”) shows a 
good thermal comfort, even if overheating during the summer season occurs with a maximum operative 
temperature of 27.6 °C. 

Fig. 12 gives an overview of the thermal comfort for the different rooms of the building when using the Predicted 
Mean Vote (PMV) factor defined in the standard norm ISO 7730 (ISO, 2022) regarding the thermal comfort for 
buildings. The norm recommends a PMV between -0.5 and 0.5 (in case of category B), but a small percentage of 
time (not defined in the norms) outside this interval is accepted in general. To calculate the PMV in Type 56 for 
the different rooms, a metabolic rate of 1.2 met and a clothing factor of 0.5 in summer and of 1 in winter was 
assumed. The plot shows that the PMV value goes below the limit of -0.5 for most of rooms of the ground floor. 
Despite this, detailed analysis of the PMV for the different rooms indicates that the number of hours for which 
PMV < -0.5 is below 4% for each of the rooms. 

 

 

 

Fig. 11: Thermal comfort (relative humidity vs. operative temperature) for three different rooms of the building (names of the 
rooms: see Fig. 5). The colors indicate the seasons (see legend). 
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Fig. 12: Predicted Mean Vote (PMV) for the rooms of the building. 

4.4 Control strategies – Optimization of PV self-consumption 

As described in the previous sections, the standard control strategy neither includes a modulation of compressor 
speed of the HP nor a coordination between the HP and the PV production in order to increase the PV self-
consumption. 

To decrease the costs for electricity of the system, an optimized control strategy was implemented and tested (see 
Fig. 13). The approach is simple and is based on the overheating of the thermal storage (TES) and of the building 
(using its thermal mass) if PV electricity is still available after subtracting the electricity demand of the building. 
Through the modulation of the compressor power, remaining electricity coming from PV system (i.e., PVforHP) 
and compressor power are equalized as much as possible in order to increase PV self-consumption, avoiding 
peaks in electricity demand for HP. On the other side, when PV electricity is not available for the HP, the control 
tries to reduce the heating demand of the whole system through the reduction of the set point temperature in the 
thermal storage and in the building. Following this approach, the goal was to move the heating cycles of the HP 
as much as possible to the daytime (where PV is available and outside temperature is higher) to decrease net costs 
of the system during operation phase and to increase the efficiency of the HP.  

 

 

Fig. 13: Block diagram of the optimized control strategy. 

Fig. 14 shows how the optimized control strategy works for a typical week during wintertime. It is immediately 
clear that the control strategy reduces strongly the number of heating cycles of the compressor of the heat pump 
("Compr_HP") and, in the meantime, moves them to the day when PV is potentially available for the system 
("PV_forHP"). Peaks are reduced and the modulation of compressor speed allows to increase PV self-
consumption during the day when, in the meantime, heat is stored in the thermal mass of the building. Overheating 
of thermal storage is not visible here because of the fact that PV production (and as consequence potentially 
available for the heat pump) is small in comparison to warmer period like Apr – May. 

Tab. 4 shows the comparison of the reference and the optimized control strategy on an annual basis. As expected, 
due to the fact that the thermal storage and the façade are overheated during the winter season, thermal losses of 
the storage are higher as well as the heating energy through the ConExWall. Because the heat pump works more 
during the day (i.e., higher evaporation temperature due to higher ambient temperature), the seasonal performance 
factor (SPF) of the heat pump is slightly increased (+10%). Tab. 4 shows also the comparison between the control 
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strategies with regard to the electricity exchange with the grid and net costs (i.e., difference between costs for 
purchased electricity and profit from PV fed into the grid). The electricity exchange with the grid is decreased 
(good effect on grid stability) and the optimized control strategy allows to reduce the net costs for electricity of 
20% (feed-in tariff for PV of 0.06 €/kWh and tariff for purchased electricity of 0.19 €/kWh were assumed). 
Considering the optimized control strategy, PV self-consumption is increased to 42% (from 30% of the reference 
control strategy) and the grade of autarky is increased to 43% (from 31% of the reference case). 

 

Fig. 14: Behavior of the system during a typical week of the heating season - Comparison between "Reference" and "Optimized" 
control strategy. "PV_forHP" represents the PV electricity available for the HP (PV electricity for households and ventilation 

already subtracted). 

Tab. 4: General comparison of the reference and optimized control strategy - Feed-in tariff for PV: 0.06 €/kWh, tariff for 
purchased electricity: 0.19 €/kWh. 

 Reference control 
strategy 

Optimized control 
strategy 

Relative deviation [%] 

El. from grid [kWh a
-1

] 7717 6265 -19% 

PV to grid [kWh a
-1

] 7799 6528 -16% 

Net costs [€ a
-1

] 998 799 -20% 

TESloss [kWh a
-1

] 420 471 +12% 

Heat of ConExWall [kWh a
-1

] 3915 4411 +13% 

SPFHP [-] 3.3 3.6 +10% 
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5. Conclusions 

The proposed ConExWall heating concept was investigated within the European project PLURAL through 
building and system simulations. The simulation results show that such a system is able to ensure good thermal 
comfort in all the rooms of the analyzed building (PMV < -0.5 for less than 4% of the time) and fulfill Czech 
NZEB energy requirements. The results show some possible critical issue for the rooms with high window ratio 
or small façade area available for heating. These particular rooms (e.g. the small bedrooms on the south side of 
the investigated building) might need an additional heat source (like a convector) or an increase of the heating 
curve in order to ensure good thermal comfort. Through an optimized control strategy of the system, PV self- 
consumption and grade of autarky are increased to 42% and 43% (from 30% and 31% of the reference case, 
respectively), while the net costs for electricity decrease by 20%. The ConExWall system can represent, under 
certain conditions, a valuable solution in case of renovation of multi-family-houses. 
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Abstract 

Both governments and scientific communities across the world have identified the potential and need for energy 

efficiency in buildings and have initiated significant efforts in this direction. The energy performance could be 

improved by adding envelope insulation and exploiting the energy resources that come from the surroundings. To 

succeed in this process, the evaluation of building performance and energy resource quality is necessary. Different 

configurations of a single-family house (INCAS Building) will be evaluated and compared in this article. To 

determine the most effective configuration for optimizing the building envelope, as well as to explore the effect 

of insulation on the bioclimatic performance of the building. This study examines a building's performance using 

a new set of indicators developed from earlier research. The results of the analyses will be used to better understand 

those indicators and improve their use; and finally, this study will serve as the first step toward developing a new 

building evaluation method. 

Keywords: energy efficiency, insulations, solar resources, performance indicators, buildings envelopes. 

 

1. Introduction 

Building energy consumption has increased to a level that exceeds that of other key sectors (industry and 

transportation), due to population growth, improvements in comfort and building services, as well as an increase 

in the amount of time people spend within buildings. This fact highlights the crucial need for energy savings in 

buildings. Today, both governments and scientific communities believe that focusing on buildings is essential to 

reducing energy consumption and carbon emissions. Almost 75% of the EU building stock was built before the 

introduction of the first building codes in the 1970s. Those existing buildings constitute, therefore, the greatest 

opportunity for energy efficiency improvements. The buildings we find today are expected to achieve both energy-

efficient and environmental-friendly designs. The concept of sustainable buildings includes several challenges 

relating to environmental pollution, interior and outdoor air quality, energy, water, land, and material 

conservation. Active or passive energy-efficient measures can be used to increase a building's energy efficiency. 

HVAC system upgrades, electrical lighting upgrades, etc. may all be considered active techniques, whilst building 

envelope element upgrades fall under the category of passive strategies. Recently, there has been a renewed 

interest in passive building energy efficiency techniques. They are considered to be an effective solution to the 

issues of the energy crisis and environmental pollution (Sadineni et al., 2011). The effort to improve the envelope’s 

energy performance can be divided into two types. The first type consists of thermal insulation to prevent heat 

exchange with the exterior of the building. The second way is by improving the building capacity to exploit more 

energy from its surrounding, by applying passive strategies. Such approach is called bioclimatic architecture. 

Following this introduction, the next sections of this paper provide a brief literature review on the topic of 

bioclimatic architecture and passive technologies, followed by a presentation of the various indicators that will be 

employed in the study. After that comes the methodology, which contains a description of the building and 

simulation configurations. Then, the next section describes the simulation results and the different indicators 

graphs. Finally, the paper is closed with the main conclusions of the study presented in Section 6. 
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2. Brief literature review 

The aim of architecture has always been to shelter man from the outer environment, architectural evolutions have 

happened throughout history and in every region and climate to reach the best comfort levels in interior spaces. 

In this situation, bioclimatic architecture strives to accomplish human thermal comfort by engaging energetically 

with the exterior climate (Manzano-Agugliaro et al., 2015). The bioclimatic architecture term refers to the 

technique of construction that considers local climate conditions. It employs appropriate technologies and design 

principles based on a reflexive focus on the climate and environment to increase energy efficiency. Passive 

strategies are constructive technologies integrated within buildings, the main objective and function of these 

solutions are to contribute to the natural cooling or heating of the building and to minimize the building energy 

needs. These methods are the oldest way to reduce heating and cooling loads in buildings. When dimensioned 

correctly, they can significantly reduce a household’s energy consumption (Bajcinovci & Jerliu, 2016; Budescu, 

2013; Ness, 2017).  

Passive strategies could be classified as heating and cooling strategies. Passive heating solutions are built into 

building structures or housings and can act as collectors and accumulators of incidental solar energy, without 

using active air conditioning systems. Passive heating disperses heat through natural transfer processes, enhancing 

interior comfort. Different passive heating solutions can be used, those techniques favor the use of solar energy 

as it is the essential source of heat. Glazing is the transparent part of the facade, it contributes a significant portion 

of direct solar gains, and the walls' vast surface area creates a path for thermal transmission, allowing solar 

radiation to travel through the building in high sunlight. For passive cooling the main bioclimatic design strategies 

have been focused on reducing solar gains and external heat loads. Resulting in reduced cooling needs, the major 

techniques for many cities with hot climates are natural ventilation and solar shading for windows (Enteria et al., 

2019). Various passive techniques have been described, and each of the above-mentioned strategies can minimize 

energy use to some amount. A combination of multiple passive approaches is required to obtain a high level of 

energy performance (Gupta & Tiwari, 2016). 

3. Building energy performance indicators 

Building energy performance assessment is critical for determining the efficiency of energy use and serves as the 

foundation for any choice and decision to improve energy efficiency. It can provide building owners and/or 

occupants with relevant information about how much energy is used and how the performance is compared to 

benchmarks (Wang et al., 2012). Today, the key indicators used to evaluate building performance are related 

to energy consumption, but this is a simplified and incomplete evaluation system that does not exploit the full 

potential of the building structure and cannot guide the user to the optimal improvement. Few authors highlighted 

the need for new and complete evaluation methods for buildings, and proposed a set of indicators that could be 

used to better optimize the performance of the existing buildings. The present study is based on indicators 

proposed by (Chesné et al., 2012), where the authors developed a new set of indicators to assess the building 

bioclimatic performances. They proposed three type of indicators: the building needs indicators, environmental 

potential indicators, and building performance indicators. those indicators are introduced in this paper.  

First It is possible to negate the impact of an environmental resource (noted as R, for example solar radiation) on 

the building by using dynamic energy simulation. As a result, the needs of the building in the scenario where the 

influence of environmental resource is removed have been defined as the real needs of the building noted as 

𝑏𝑈𝑖−𝑅𝑗(t), when U is the use of the resource (for heating or cooling). The residual need is defined in the typical 

real-life scenario, where the building could employ those resources 𝑏𝑈𝑖(t). 

The second set is the Indicators of potential. As the environmental potential is an important element for the energy 

of the building, this amount of energy needs to be quantified. The total flux exchanged between the resource Rj 

and the total envelope of the building at all times is defined at each instant as the total potential 𝑝𝑡𝑜𝑡𝑅𝑗(t), given 

by (eq. 1). Thus, the coincident potential 𝑝𝑐𝑜𝑛𝑐𝑈𝑖;𝑅𝑗 (t) (eq. 2) is equal to the total potential if there are some 

building energy needs 𝑏𝑈𝑖−𝑅𝑗(t), or set to zero. The purpose of this indicator is to know if the resource is globally 

sufficient to cover the energy needs for a given period, the integrated energy needs have to be compared to the 

integrated coincident potential. Secondly, another indicator is defined. It is called the adjusted potential 𝑝𝑎𝑗𝑈𝑖;𝑅𝑗 (t) 

and is given by equations 4. It is the portion of the coincident potential that perfectly matches the energy needs. 
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At each time step, it is calculated as the difference between the energy needs and the coincident potential. 

 

Total potential is equal to: 

 

𝑃𝑡𝑜𝑡𝑅𝑗(𝑡) = ∫ 𝑝𝑡𝑜𝑡𝑅𝑗(𝑡)
 

𝑃𝑒𝑟𝑖𝑜𝑑𝑒
𝑑𝑡                        (eq. 1) 

 

Coincident potential: 

𝑝𝑐𝑜𝑛𝑐𝑈𝑖;𝑅𝑗 (𝑡) = {
𝑝𝑡𝑜𝑡𝑅𝑗(𝑡)    𝑖𝑓    𝑏𝑈𝑖−𝑅𝑗(𝑡) > 0 

 
0                                Else

          (eq. 2) 

 

The integral of coincident potential over a given period gives the total coincident potential at this period. 

𝑃𝑐𝑜𝑛𝑐𝑈𝑖;𝑅𝑗 (𝑡) = ∫ 𝑝𝑐𝑜𝑛𝑐𝑈𝑖;𝑅𝑗 (𝑡)
 

𝑃𝑒𝑟𝑖𝑜𝑑𝑒
𝑑𝑡               (eq. 3) 

 

Adjusted potential: 

𝑝𝑎𝑗𝑈𝑖;𝑅𝑗 (𝑡) = min (𝑝𝑡𝑜𝑡𝑅𝑗(𝑡), 𝑏𝑈𝑖−𝑅𝑗(𝑡))                      (eq. 4) 

𝑃𝑎𝑗𝑈𝑖;𝑅𝑗 (𝑡) = ∫ 𝑝𝑎𝑗𝑈𝑖;𝑅𝑗 (𝑡)
 

𝑃𝑒𝑟𝑖𝑜𝑑𝑒
𝑑𝑡                             (eq. 5) 

 

Indicators of performance are the third set of indicators. After the quantification of the environmental resources, 

the next step is to evaluate the exploited part of those resources by the building. To do so it is possible to compare 

the needs of the building in an environment without and with a given resource. The exploited potential 𝑝𝑒𝑥𝑝𝑈𝑖;𝑅𝑗(t) 

is calculated as the difference between the energy needs in the simulation without and with the resource at each 

time step using equations 6 and 7. It is defined as the part of the resource which is actually used by the building. 

The Indicators that are able to resume the performance of the building are: the cover rate, the exploitation rate, 

and the generation rate. The cover rate 𝜏 𝑐𝑜𝑢𝑣𝑈𝑖;𝑅𝑗 (eq. 8) expresses the part of the building’s real energy needs 

which are covered by the resource. The exploitation rate 𝜏𝑒𝑥𝑝𝑈𝑖;𝑅𝑗 (eq. 9) represents the part of the resource 

energy that is actually used by the building, and the generation rate is part of the resource energy that create needs 

for the building (cooling or heating needs) when there is an excess of this energy.  

 

The exploited potential: 

 

𝑝𝑒𝑥𝑝𝑈𝑖;𝑅𝑗(𝑡) = 𝑏𝑈𝑖−𝑅𝑗(𝑡) −  𝑏𝑈𝑖(𝑡)                                 (eq. 6) 

 

The integral of exploited potential over a given period gives the total exploited potential at this period:  

𝑃𝑒𝑥𝑝𝑈𝑖;𝑅𝑗(𝑡) = ∫ 𝑝𝑒𝑥𝑝𝑈𝑖;𝑅𝑗(𝑡)
 

𝑃𝑒𝑟𝑖𝑜𝑑𝑒
                            (eq. 7) 

 

The cover rate: 

 

𝜏 𝑐𝑜𝑢𝑣𝑈𝑖;𝑅𝑗 =
𝑃𝑒𝑥𝑝𝑈𝑖;𝑅𝑗(𝑡)

𝑏𝑈𝑖−𝑅𝑗(𝑡)
                                              (eq. 8) 

 

The exploitation rate: 
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𝜏𝑒𝑥𝑝𝑈𝑖;𝑅𝑗 =
𝑃𝑒𝑥𝑝𝑈𝑖;𝑅𝑗(𝑡)

𝑃𝑐𝑜𝑛𝑐𝑈𝑖;𝑅𝑗 (𝑡)
                                               (eq. 9) 

4. Methodology 

 

The set of indicators presented above is used to evaluate the performance of INCAS Building: a single-family 

experimental house, located at INES Chambery, in South-Eastern France. The reason for choosing to work on this 

building is that all its characteristics is well known. Multiple studies have been done on this building and the 

modelling results were compared and validated with previous publications (Chesné et al., 2012. Chahwane, 2012). 

Therefore, the energy modelling can be considered as reliable.  

The glazing area ratio per oriented surface is 36% for the South, 15% for the West, 6% for the East and 4% for 

the North. There is a south-oriented extended overhang above both ground and upper floor windows to prevent 

direct solar radiation from entering the building in summer. All windows of the insulated building are double 

glazed with a total U-value (window and frame) of 1.3 W/ (m2 K) and a solar factor of 0.76. The windows of the 

old building are single-glazed and their total U-value is 5 W/ (m2 K). The solar factor of the windows is 0.86.  

 

Tab. 1: Non-insulated building envelope configuration. 

Wall type Material 
Thickness 

[cm]  

Conductivity 

[W/m.K]  

Density 

[kg/m3]  

Specific heat 

[J/kg·K] 

Exterior wall 
Plaster  

Concrete blocks  

2  

15  

1.15  

0.74  

1700  

800  

1000 

648 

Ground floor deck slabs 16 1,23 1300 648 

Roof Light wood 16 0,15 500 1200 

Internal floor solid concrete 22 1,75 2400 880 
 

Tab. 2: Insulated building envelope configuration. 

Wall type Material Thickness 

[cm]  

Conductivity 

[W/m.K]  

Density 

[kg/m3]  

Specific heat 

[J/kg·K] 

Exterior wall 
Glass wool 

Concrete blocks 

20  

15  

0.035  

0.74  

12  

800  

840 

648 

Ground floor 

Extruded polystyrene 

 deck slabs 

heavy concrete 

25  

16  

4  

0.029  

1.23  

1.75  

15  

1300  

2400  

880 

648 

880 

Roof 

External Rendering 

MW Stone Wool 

Timber Flooring 

2.5 

24.5 

0.5 

0.5 

0.04  

0.14 

1300 

30 

650 

1000 

840 

1200 

Internal floor solid concrete 22 1,75 2400 880 

 
The heating set-point is 19 C and the cooling set-point is 26 C. In both configurations, night ventilation is planned 

during summer (from the beginning of June to the end of August) with a ventilation rate of 4 vol/h between 10 

pm and 7 am. Otherwise, the ventilation rate is 0.5 vol/h. An occupancy scenario is integrated to the simulation. 

The air infiltrations are considered equal to 0.04 vol/h. The scenario of total power dissipated by both inhabitants 

and household appliances is given in table 03 

A non-insulated and two insulated versions of the building (insulated from the inside and outside) will be studied 

and compared. The purpose of this study is to evaluate a set of building performance indicators by applying them 

to various building configurations, then to evaluate the performance of three different building configurations and 

select the building that performs best in terms of energy consumption and resource exploitation. Although the 

indicators used in this study are still in the theoretical stage, using them could provide insight into their limitations 

and pave the way for future advancements. 

The building is modelled in Design Builder, then the simulation is run using EnergyPlus. The adopted model 

consists of two zones. Each zone is on one per level, and three configurations of the INCAS building are studied. 
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The first one is a non-insulated building (before retrofitting), then the next two buildings' configurations are 

different only in insulation type: interior or exterior. The Thermal bridges have not been taken into consideration, 

the wall compositions for the two versions of the INCAS house are listed in table 1 and table 2. 

Tab. 3: Daily scenario of the total power dissipated 

 

Hours 0-6 7 8 9-16 17 18-19 20 21 22 23 24 

Power [W] 340 830 730 20 570 730 950 1030 830 810 340 

  

5. Results and Discussion 

The simulation's results "from the 19th to the 29th of January in the 3 types of buildings" are expressed as graphs 

that show the application of earlier indicators in the case study of the INAS building. The three types of indicators 

will be presented in different graphs to assess the solar potential and building performance, and to draw 

conclusions about the presented indicators. 

5.1 Building energy needs: 

The results of the building simulation for the first set of indicators, which describe the building's heating demands, 

are shown in figure 1, figure 2 and figure 3. The three types of building configurations (Non-insulated building, 

interior insulation, and exterior insulation) are presented in the same figure. The results show in the three types of 

buildings, the real heating needs are greater. It is the case where the solar potential is null. That means that the 

sun covers a part of the building's heating needs, so it reduces the building's energy consumption. By analysing 

the building heating needs graph, it can be noticed that this value decreases each day to very low values, then go 

higher, the lowest value is located almost in the middle of each day when the solar potential is in its highest value. 

Those results highlight that the sun is a source of heating that compensate for the heating energy of the building. 

 

Fig. 1: Need indicators result in Non-Insulated building 

When comparing the three configurations, the non-insulated building shows the highest consumption at a 

maximum of 14kW. The exterior and interior insulation graphs have almost the same shape, while the lowest 

building consumption is in the exterior insulation building. As the wall’s materials compositions are the same in 

both interior and exterior insulated buildings, both transfer heat in the same way. The thermal bridging is neglected 

in this simulation, so the only parameter that made a difference is the placement of the insulation. That leads us 

to a conclusion that the exterior insulation is a better design, this could be due to better use of thermal mass or this 

configuration improves the building performance on the exploitation of solar energy. More investigation is needed 

to validate those assumptions using the other type of indicators. 
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Fig. 2: Need indicators result Interior insulated building 

 

Fig. 3: Need indicators result Exterior insulated building 

Need indicators show the capacity of identifying the type of energy source (heat source or heat sink), and compare 

the performance of the building design. The heating needs is the type of energy consumption indicators that is 

most used in research, and by removing the influence of one energy source (Sun in this case of study) it will make 

it a superior indicator that can provide more information about the building and its surrounding. but it is still 

limited because it doesn’t qualify the environment energy potential, and justify the reason for the better 

performance of a building, and how it can be improved.  

5.2 Environmental energy potential: 

To assess the available energy in the building surrounding, the potential indicators have been introduced. Figure 

3, Figure 4 and Figure 5 present the building’s simulation results using potential indicators. The building total 

solar incident radiation, is the amount of solar energy incident on the total surface of the building envelope. When 

building needs energy for heating, the coincident potential (concomitant potential) is equal to the total incident 

solar energy. In the case of a non-insulated building, the graph of both indicators is superposed, which means that 

there is always heating needs for the building. When in insulated buildings the concomitant potential goes to zero 

at some hours on days 27 and day 28, which means that no heating energy is required for the building at those 

hours of the day. In the three buildings the concomitant potential is higher than the building needs during the day 
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hours, which means that at those hours, theoretically, the building heating needs can be covered completely by 

the solar energy incident on the envelope of the building.  

 
Fig. 4: Potential indicators results for Non-insulated building 

 

Fig. 5: Potential indicators results for interior insulated building 

 
Fig. 6: Potential indicators result for exterior insulated building 
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The adjusted potential presented by the green graph, is the amount of energy required to use from the concomitant.  

potential, it goes to zero when there is no solar potential (at night) and is always lower than the building needs, in 

another word it is the useful part of the resource, that is to say the part that meets the building needs. When 

comparing the three cases, the concomitant’s potentials and adjusted potential are higher in non-insulated building, 

because there are more heating needs and slightly lower in the building insulated from the inside. After all, there 

are more hours when the heating needs are null. 

The concomitant potential indicator is not an indicator capable of evaluating and comparing the performance of 

buildings, the purpose of this indicator is to evaluate the environmental energy potential and its capacity to cover 

the building needs. The indicators also show the intersection between the demand and the energy potential, those 

kinds of information could be useful for studying thermal storage in the building. 

 
Fig. 7: Sun exploited potential result for non-insulated building 

 

Fig. 8: Sun exploited potential result for interior insulated building 
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Fig. 9: Sun exploited potential result for exterior insulated building 

Another important parameter is presented as exploited potential (figure 03). It is the difference between the 

residual and the real heating needs of the building, it represents the part of solar energy that is exploited by the 

building and provides for some of the heating needs. The sun potential is maximal at mid-day, that’s why the 

building heating needs are the lowest and the exploited potential is the highest at that time. At night there is no 

sun, and by looking at the case of a non-insulated building, the value of exploited potential is almost never zero. 

that means that the building uses the sun’s energy for heating even at night time, the explanation of that is that the 

energy is stored in building walls by thermal massing, and released gradually at night.  

In the case of insulated buildings, the heating needs are considerably lower, the sun could cover the total heating 

needs of the building, which have been shown in the superposed graphs of real heating needs and exploited 

potential. The comparison between the performance of both interior and exterior insulation buildings is not so 

clear in this type of indicator and representation, the exterior insulation building shows a slightly better 

exploitation performance. The next parts of this study will include the integrated results for the whole period to 

validate for more conclusions.  

The previous potential indicators are a useful tool to evaluate the building capacity of using the environmental 

energy, it defines the relationship between the building and its environment. This indicator can be used to evaluate 

the capacity of a building to store energy by thermal mass or to design a thermal storage system that uses that 

energy during the high consumption hours generally at night in residential buildings, to provide better comfort 

and less energy consumption. 

5.3 Building performance evaluation: 

The prior analysis utilizing need and potential indicators were useful in assessing the energy demands of the 

building and its environment, but it was not sufficient to fully compare the performance of each case study, which 

is why performance indicators were included. These percentage-based indicators are comparable numbers that 

summaries each building's performance and identify the most effective design. Figure 4 presents the exploitation 

and coverage rate for the three types of buildings, when comparing the three cases the coverage rate improved 

from 2.9% in the non-insulated building to 63% in the exterior insulated building. This is because the energy 

needs are lower on insulated building cases. The exploitation rate shows a decrease from 17% in Non-insulated 

buildings to 5% in the case of external insulation. That proves that the thermal insulation separates the building 

from the exterior environment, and decrease its capacity of exploiting the energy from its surrounding. The 

building performance and its energy consumption could be improved by applying the proper technics to increase 

its exploitation rate, on the same side as improving its insulation. The most suitable solution is to find a 

compromise between those values by applying the fitted passive technics to optimize the energy performance of 

the building.   
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Fig. 10: Performance indicators result of the 3 different configurations of INCAS building. 

Table 4 presents a summary of the previously studied indicators, the values in the table are an integral values for 

the 10-day of study. Those values will be used to come to conclusions regarding the performance of each case 

study. Passing from a non-insulated building to an insulated building significantly reduces the heating needs, and 

this is reducing the concomitant potential. The lowest building consumption is in the exterior insulation case, the 

exploitation rate shows the opposite result because the non-insulated buildings use more solar energy to provide 

for their heating needs. The comparison of the three buildings makes the exterior insulated building better in 

performance. It has the lowest heating needs and the highest coverage rate, in the opposite, the exploitation rate 

is so low, around just 5,8%. According to table 4, the external insulated building's exploited potential value is 

greater, but the concomitant potential is higher. The value of the exploitation rate is lower because it is the value 

of exploited potential divided by the concomitant potential that results make it lower. 

 

Tab. 4:  Energy performance indicators, result of the 3 different configurations of INCAS building. 

   Non-insulated building Interior insulation  Exterior insulation 

Building Heating Needs [kWh] 1923 129 99 

Real Building Heating Needs [kWh] 2462 287 268 

Concomitant potential [kWh] 3143 2666 2922 

Adjusted potential [kWh] 845 67 68 

Exploited potential [kWh] 539 158 169 

Exploitation rate % 17,13 5,93 5 

Coverage rate % 2,9 55 63,1 

 

By using the previous indicators, we were able to examine the building's performance and determine the most 

effective configuration. However, this study is incomplete, in terms of envelope evaluation. The indicators were 

only used to evaluate the building as a whole when those indicators could be adopted to evaluate each part of the 

building envelope (walls, ceiling and windows). The extensive analysis of the envelope might give more 

information about the building's principal thermal loss locations and the thermal behavior of each component. 

Those sets of data could be used to better optimize the envelope performance adapting retrofitting at each part of 

the building envelope. 

This study only considers solar potential as a source of energy for the building, during the period of winter, when 

all the other natural energy resources should be considered and well evaluated (Air, sky...etc.). Those energy 

natural potentials could be seen as a source of energy that reduces the building energy consumption, for a period 

of time. In another period, the same potential could create more needs and increase energy consumption, for 

example, when studying solar potential, it is the main heating source, it provides heating in winter while in summer 

it creates cooling needs. So, depending on the season and weather, all-natural energy potentials should be 

evaluated in terms of how much energy it provides and how much needs it creates. 
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The generation rate was introduced in this study as this part of the resource energy potential that creates a need 

for the building, it was not evaluated in this study because the resources potential that generates needs in winter 

was not evaluated. The importance of evaluating all the potential resources and their contribution to the energy 

balance of the building is to improve the building capacity to exploit the sources that provide energy and to protect 

against or eliminate the sources that create more needs for the building, depending on local climates and seasons. 

There are various limitations to the indicators employed in this study, the basic idea for those indicators is that the 

simplest way to value a resource, is to do it instantaneously. The indicators consider only the energy portion of 

the resource available when there is a need for it, otherwise, when there is no need, the resources are assumed to 

be zero. Realistically, this is not the case, because the energy resources could never disappear, and the thermal 

phase shifting of the building must be considered. 

Adopting the evaluation process only on the simultaneity of energy resources and building needs, excludes the 

possibility of optimizing the coverage of resources by thermal storage. At the time steps when there are no building 

energy needs, the environmental energy potential should be evaluated as an excess of energy that could be stored 

for later use, as it can create another need for the building and need to be evacuated. Giving example by solar 

energy in mid-season, the thermal energy could create a need for cooling in the building as it can be stored to be 

used for night heating. 

Another improvement is suggested for the definition of exploitation rate, this indicator is in direct relationship 

with concomitant potential, as seen in the analysis results, the concomitant potential changes when changing the 

building envelope, which influences the exploitation rate and makes it a non-comparable parameter. The suggested 

improvement is to make this indicator depends on the total potential rather than the concomitant potential. Finally, 

the presented indicators were based on energy simulations of buildings with and without the presence of 

environmental resources. In our case, the cancellation of the effect of certain environmental energy resources 

could lead to a dynamic of unrealistic thermal behavior of the building. The investigation of more realistic methods 

on the same side using the present evaluation method is recommended for the upcoming studies.  

 

6. Conclusion 

In this study, we used a comprehensive set of indicators to evaluate and compare the performance of three different 

single-family house building configurations. Unlike traditional evaluation methods, which focus mainly on the 

building envelope as a source of energy losses, our approach takes into account the building's ability to harness 

and exploit energy from its surroundings.  

The findings show that exteriorly insulated buildings have the lowest energy requirements when compared to non-

insulated and interiorly insulated buildings. It is important to note, however, that this configuration has a low 

exploitation rate of only 5%. This limitation comes from its ability to restrict heat exchange between the building 

and the external environment, preventing solar heat absorption by the building envelope from reaching the interior 

spaces. 

While insulation is an effective solution for reducing heating losses in buildings, it also creates a barrier between 

the building and its surroundings, reducing the structure's bioclimatic performance. Additional investigation is 

needed to strike a balance between increasing insulation levels and improving the building's ability to exploit solar 

resources. While insulation is an effective solution for reducing heating losses in buildings, it also creates a barrier 

between the building and its surroundings, reducing the structure's bioclimatic performance. More research is 

needed to strike a balance between increasing insulation levels and improving the building's ability to exploit solar 

resources. Windows play a crucial role in solar radiation transmission, while walls primarily influence heat 

exchange with the exterior environment. Analysing the performance of each part of the envelope walls 

individually, taking into account different orientations, will yield valuable insights. To gain a clearer 

understanding of the overall behaviour of the building it is also important to separately consider the specific effects 

on windows and walls, a more detailed analysis is needed to differentiate the impact of solar radiation on windows 

versus walls. 

The aforementioned indicators provide a solid foundation for evaluating building performance, comparing various 

configurations, and determining the most effective approach. These measures will serve as the foundation for the 
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creation of a new, effective evaluation technique aimed at optimizing building performance and reducing energy 

consumption. The next steps in this research will be to analyse additional scenarios and building configurations 

to maximize building performance, as well as to investigate innovative indicators and passive construction 

techniques. We can improve our understanding and contribute to advancements in sustainable building design and 

construction practices by doing so. 
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Abstract 

A typical residential building from 1937 located near Wuerzburg, Germany undergone deep energy renovation in 
2013. A balanced ventilation system with integrated air-to-water heat pump was installed together with an 8 kW 
PV system (roof-integrated). The key performance indicators were measured over a period of seven years (2014-
2020). Energy production, energy use, self-consumption and exported electricity to the grid were monitored. The 
results show variations in performance indicators. The self-consumption varied between 16.9% and 25% while 
the level of autarchy varies between 34.1% (2014) and 45.4% (2020). The robustness of the key performance 
indicators is discussed and recommendations for designers and planners as well as prosumers are given. 

Keywords: Solar PV, heat pump, envelope renovation, ventilation 

 

1. Introduction 
Residential use of energy is responsible for 28% of EU energy consumption (EC 2012). The barriers to consumer-
related energy saving have been known for more than 30 years but are still present, in particular split incentives 
(e.g. tenants vs. landlords), lack of information, high initial investment in energy-efficient measures and 
equipment and energy users behaviors (BPIE 2012). Likewise, while awareness of the existence of renewable 
energies has improved considerably in the last years, there is still a lack of understanding of how to use and 
optimize them in practice. As of 2021, all new buildings have to be Nearly-Zero Energy Buildings (NZEBs) as 
required by the EPBD (EPBD 2010). There are many approaches to this goal and several pilot buildings have 
been built and extensively measured. The theoretical approach in the NZEB concept is typically based on three 
pillars. The first one refers to energy saving measures to reduce the heating energy needs. The second pillar is 
focusing on using energy efficient equipment and appliances. The third pillar is represented by the consumption 
of renewable energy produced on-site (Satori et al. 2012; Voss and Musall 2011). All measures have been applied 
in this case study. A residential building from 1937 located near Wuerzburg in Germany was deep retrofitted in 
2013 (Haase, 2016). Roof, façade and basement ceiling were highly insulated and thermal bridges were 
minimized. Existing windows were replaced with triple glazing and wood-aluminium framed windows. A 
balanced ventilation system with integrated air-to-water heat pump was installed together with an 8 kW PV system 
(roof-integrated). The ventilation ducts were integrated into the existing chimneys. The residential appliances 
(white goods) (refrigerator, washing machine, dishwasher) were installed or replaced by A+++ equipment. The 
cooking equipment was replaced by induction device. The existing lighting fittings were replaced with LED 
lighting products. The project received funding from the German Bank for Rebuilding (KfW) in the class kfW55 
which uses 55% of the energy budget defined in the existing German building code EneV. (KfW 2014; EneV 
2014). More ambitious levels (e.g. KfW40 or any type of zero energy buildings) did not exist for refurbishments, 
only for new constructions. However, there were additional funding schemes for heating systems and FIT for 
photovoltaics (PV) (EEG 2014). Today, the funding schemes as well as FIT are under revision (Bergner and 
Quaschning 2021).  

A 7.95 kW roof-integrated PV system with a south-west orientation and 50°angle was installed. The PV system 
consists of 30 modules with 265 W each (see Figure 1). 
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Fig. 1: PV system and layout. south-west orientation (top: photo of the south-west facade; bottom: module layout with monitoring 

figures for each module (average annual data))  

The inverter controls each module separately, ensuring minimized shading effects from the roof obstruction 
('Gaube'). The electricity produced by the PV system is primarily used to cover the energy needs of the household 
and the surplus is exported to the grid. The system was installed in October 2013, thus a rate of 0.1454 €/kWh 
was given by the local energy provider ('Stadtwerke') for buying (FIT). Although this approach of prosumer is 
widely used and there exist some experience with new constructions, there is still a lack of knowledge on the long-
term performance of buildings based on prosumer models under real conditions. At least the energy produced, 
purchased from and sold to the grid provide additional performance parameters that define energy performance 
and related energy costs. Thus, data from seven years of measurements was collected and different performance 
indicators were calculated in order to analyze how robust these are in practice. 
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2. Methodology 
The monitored key performance indicators (KPI) are:  

• Electricity produced by PV  

• Electricity exported to the grid  

• Electricity purchased from the grid  

The electricity exported to the grid is monitored (for obvious tariffs reasons). Based on these measurements 
measured from 2014 to 2021 energy production, energy use, energy costs, self-consumption and exported 
electricity to the grid which were monitored it was possible to calculate key performance indicators (KPIs): self-
consumption [10], level of autarchy, load matching and grid integration. The following definitions were used: 

• Self-consumption: SC = EOC / EPV        (eq. 1) 

• Level of autarchy: LA = EOC / Etotal        (eq. 2) 

• Load matching:        (eq. 3) 

• Grid interaction:        (eq. 4) 

where  

ECO is own consumption (household) 

EPV is the electricity produced by PV system 

Etotal is the total energy use of household 

g(t) is the energy generation at each time step 

l(t) is the energy load at each time step 

N is the number of samples in the evaluation period  

ne(t) is the net export at each time step  

3. Results 
The difference between the energy produced and the exported energy gives an indication of the renewable energy 
consumed by the household (self-consumption). When adding the self-consumed component of the PV electricity 
production, the household energy use was calculated. The monitored key performance indicators (KPI) are:  

• Electricity produced by PV (as shown inf Figure 1-3) 

• Electricity exported to the grid (shown in Figure 4) 

• Electricity purchased from the grid (shown inf Figure 4) 

In addition, the KPIs were calculated and are shown inf Figure 5 to 7. 

3.1. Electricity produced by PV 
Electricity production from PV was monitored. Figure 2 shows the electricity production of each module (P1.1.1 
to P1.1.30 according to the layout shown in Fig. 1) for the 1. July 2020 as an example. It can be seen that some 
modules are producing more and some considerably less (e.g. P1.1.22 P1.1.23, P1.1.27 and P1.1.28). These are 
left from the obstruction and more shaded than the rest (on that day).  
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Fig. 2: Electricity produced by PV panels 1-30 on 1. July 2020 at inverter 

 

Fig. 3 gives values of the electricity production of each module (P1.1.1 to P1.1.30 according to the layout shown 
in Fig. 1) for the 1. January 2020 as another example. Here, it can be seen that modules P1.1.22 P1.1.23, P1.1.27 
and P1.1.28 produce considerably less than the rest. This is due to the shading from the obstruction is even more 
prominent during the winter months with its azimuth angles.  

 

 
Fig. 3: Electricity produced by PV panels 1-30 on January 2020 at inverter 

 

The electricity production values were monitored for the monitoring period and summarized in daily, weekly and 
monthly values.  

Fig. 4 shows the monthly electricity production which varies over the year with maximum yields in summer 
months and minimal yields in winter months. The largest (median) values were monitored in July (851 
kWh/month), followed by May (802 kWh/month). The lowest (median) values were monitored in December (82 
kWh/month), followed by January (136 kWh/month). Figure 4 shows the predicted electricity production 
(sim_min and sim_max) form the planning phase. Sim_min was based on PVGIS, while sim_max was based on 
the simulation tool of the PV planner. Both value sets were estimated based on local weather data and not taking 
into consideration any shading effects of surrounding vegetation. It can be seen that the measurements mostly fall 
within the bandwidth (sim_min and sim_max) with some months higher (Jan 2017, March 2015, April 2015, April 
2020; Sep 2020, Nov 2020, Oct 2018) and some moths with lower values (Jan 2015, Jan 2016, Jan 2018, Jan 
2019, Jan 2019, Feb 2014, Feb 2016, Feb 2020, Mar 2018, Apr 207, May 2019, Jun 2014, Jun 2016, Jun 2020, 
Jul 2017, Aug 2014, Sep 2014, Sep 2017, Oct 2014, Oct 2015, Oct 2016, Nov 2014, Nov 2017, Dec 2014-2020).  
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Fig. 4: Electricity produced at inverter for 2014 to 2020 

 

3.3 Electricity purchased from and sold to the grid 
Fig. 5 shows annual electricity purchased from and sold to the energy provider (grid). Electricity was purchased 
for the heat pump and the household (appliances and lighting). It can be seen that electricity purchased as well as 
electricity sold are varying over the seven years measurement period. The highest amount of electricity sold was 
in 2018 (5470 kWh) and the lowest amount in 2014 (4198 kWh). The highest amount of electricity purchased was 
in 2020 (7500 kWh) and the lowest amount in 2014 (5975 kWh). 

 

 
Fig. 5: Electricity sold and purchased, monitored for the period from 2014 to 2020  
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3.2. Key performance indicators 
The purchased electricity was monitored separately for the heat pump and the household. The difference between 
electricity production from PV and electricity sold was calculated to self-consumption of household energy. 
Figure 6 illustrates the annual energy balance with electricity purchased (negative values) and electricity sold and 
self-consumed (positive values). While the balance between PV and household energy is always positive it 
becomes always negative if the electricity consumption of the heat pump is included. The average mismatch is -
883 kWh for the period 2014 until 2020. 

 
Fig. 6: PV (FIT), Self-consumption and electricity purchased (household and heat pump) 

 

Table 1 shows the figures in specific values (divided by the area of heated floor space). It can be seen that self-
consumption increases from 5.45 kWh/(m2 a) in 2014 to 8.53 kWh/(m2 a) in 2020. Household electricity use 
increased from 10.53 kWh/(m2 a) (2014) to 12.31 kWh/(m2 a) in the same period. This is due to an increase in 
appliances (an additional dryer was installed in 2015 and more communication equipment and computers were 
installed). PV production increased in the same period from 30.91 kWh/(m2 a) (2014) to 40.11 kWh/(m2 a) (2020). 
However, the lower electricity production from PV in 2014 is due to a failure of an inverter part which lead to a 
maintenance in June without electricity production. The electricity balance varies between 1.67 kWh/(m2 a) in 
2018 and 7.45 kWh/(m2 a) in 2017.  

 

Tab. 1: Specific electricity use (negative values) for self-consumption (household), household, heat pump, and production (positive 
values) from PV 

(kWh/(m2 a) 2014 2015 2016 2017 2018 2019 2020 

Self-consumption -5.45 -6.31 -6.15 -6.19 -6.24 -8.13 -8.53 

household -10.53 -11.04 -11.38 -11.55 -11.00 -11.74 -12.31 

heat pump -21.37 -26.49 -25.29 -27.36 -24.85 -25.56 -26.03 

PV 30.91 39.89 37.03 37.64 40.42 38.87 40.11 

balance -6.43 -3.95 -5.79 -7.45 -1.67 -6.56 -6.77 
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The level of autarchy (LA) is shown in Fig. 7. LA was calculated with weekly values and for household energy 
(in blue) as well as theoretically values including the electricity used for the heat pump. It should be noted that 
these are not measured values as the heat pump is connected in a separate circuit and does not get electricity from 
the PV system. It was included here to illustrate the potential for connecting the heat pump and the PV. As shown, 
the level of autarchy (LA) varies over the year. Obviously, the LA is higher during summer months than during 
winter months. LA reaches 100% in 23 weeks of 2020 (week 9, 13, 14, 16, 17, 18, 19, 20, 22, 23, 24, 26, 27, 28, 
29, 30, 31, 32, 34, 36, 37, 38, and 45). In three weeks, LA reaches 200% (week 17, 22, and 45). The largest LA 
is observed in week 45 (340%) which is due to a combination of high PV production and very low household 
energy use (due to absence).   

During the winter months, in 21 weeks, LA is below 50% and below 20% in 12 weeks (week 3, 6, 10, 38, 42, 46, 
48, 49, 50, 51, 52, and 53). This illustrates that the PV system can deliver only a small fraction of the household 
electricity use during these weeks. The figures for LA including the electricity use of the heat pump are much 
lower and do not show potential for an increase of LA by additional batteries.  

 

 
Fig. 7: Weekly level auf autarchy for 2020 (blue: household; red: household + heat pump) 

 

 
Fig. 8: Key performance indicators SC, LA, LM and GI (eq. 1 – 4) 

 

The other key performance indicators are shown in Fig. 8. Annual self-consumption (SC) varies between 16.9% 
(2015) and 22% (2020). The level of autarchy (LA) varies between 34.1% (2014) and 45.4% (2020). Load 
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matching (LM) varies between 64.1% (2014) and 67.5% (2017). Grid interaction (GI) varies between 28.4% 
(2020) and 37.1% (2019). 

4. Conclusions 
An energy renovated building was equipped with BIPV on the roof. Energy use was monitored over a period of 
seven years. The first step of the renovation process was successful as purchased energy was reduced to extremely 
low levels (6937 kWh on average for the period from 2014 to 2020). In addition, PV produced is on average 6055 
kWh in the monitoring period. The electricity balance varies between 1.67 kWh/(m2 a) (2018) and 7.45 kWh/(m2 
a) (2017). Electricity purchased from and sold to the grid are important measurements that provide robust 
information about the performance of the building. However, electricity use in the building is thus derived from 
electricity produced by the PV and the electricity self-consumed in the building. This is a standard prosumer 
model which will become more and more common. The PV system exporting energy into the grid and delivering 
electricity to the household can be used to introduce new performance indicators of grid interaction, level of 
autarchy, self-consumption and load matching. Energy storage based on batteries will in these cases have only a 
limited effect on LA, as the total electricity produced is not sufficient to cover the household electricity. These 
new key performance indicators are varying over the monitored period of seven years. This provides valuable 
information to designers and planners of prosumer models. However, they provide relatively robust indicators of 
the system. Energy balance can vary over time due to variations in household and heat pump electricity use and 
variations in electricity production from PV. These should be considered when planning a prosumer model, e.g. 
by sensitivity analysis of the influencing parameters. 

The next step will be to analyze the performance of the systems. This includes the performance of the PV system, 
the heat pump system, the appliances, and lighting. 

Another step must include the detailed study of the weather data. Variations in cloud cover and thus solar radiation 
influences of course the performance of the PV system and the PV modules. 

It will also be interesting to analyze associated costs to the building. Electricity tariffs vary for household, heat 
pump and PV (feed-in tariff). Thus, the economic performance of a prosumer will be interesting to evaluate. 
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Appendix: Units and Symbols  

This section provides guidance on the use of units and symbols in your paper. Please follow these guidelines.  
 

1. Units 
The use of S.I. (Système International d'unités) in 
papers is mandatory. The following is a discussion of 
the various S.I. units relevant to solar energy 
applications.  

Energy 
The S.I. unit is the joule (J º kg m2 s-2). The calorie and 
derivatives, such as the langley (cal cm-2), are not 
acceptable. No distinction is made between different 
forms of energy in the S.I. system so that mechanical, 
electrical and heat energy are all measured in joules. 
Because the watt-hour is used in many countries for 
commercial metering of electrical energy, its use is 
tolerated here as well.  

Power  
The S.I. unit is the watt (W º kg m2 s-3 º J s-1). The watt 
will be used to measure power or energy rate for all 
forms of energy and should be used wherever 
instantaneous values of energy flow rate are involved. 
Thus, energy flux density will be expressed as W m-2 
and heat transfer coefficient as W m-2 K-1. Energy rate 
should not be expressed as J h-1.  
When power is integrated for a time period, the result 
is energy that should be expressed in joules, e.g. an 
energy rate of 1.2 kW would produce 1.2 kW x 3600 s 
= 4.3 MJ if maintained for 1 h. It is preferable to say 
that  

Hourly energy = 4.3 MJ 

rather than  

Energy=4.3 MJ h-l. 

Force  
The S.I. unit is the Newton (N º kg m s-2). The kilogram 
weight is not acceptable.  

Pressure  
The S.I. unit is the Pascal (Pa º N m-2 º k2 m-1 s-2). The 
unit kg cm-2 should not be used. It is sometimes 
practical to use 105 Pa = 1 bar = 0.1 MPa. The 
atmosphere (1 atm = 101.325 kPa) and the bar, if used, 
should be in parenthesis, after the unit has been first 
expressed in Pascals. e.g. 1.23 x 106 Pa (12.3 atm). 
Manometric pressures in meters or millimeters are 
acceptable if one is reporting raw experimental results. 
Otherwise they should be convened to Pa.  
 
Velocity 
Velocity is measured in m s-1. Popular units such as  
km h-1 may be in parentheses afterward.  

Volume  
Volumes are measured in m3 or litres (1 litre = 10-3 m3). 
Abbreviations should not be used for the litre.  

 

2. Flow 
In S.I. units, flow should be expressed in kg s-1, m3 s-1, 
litre s-1. If non-standard units such as litre min-1 or kg 
h-1 must be used, they should be in parentheses 
afterward.  

Temperature 
The S.I. unit is the degree Kelvin (K). However, it is 
also permissible to express temperatures in the degree 
Celsius (°C). Temperature differences are best 
expressed in Kelvin (K).  
When compound units involving temperature are used, 
they should be expressed in terms of Kelvin, e.g. 
specific heat J kg-1 K-1.  
 

3. Nomenclature and Symbols 
Tables 1-5 list recommended symbols for physical 
quantities. Obviously, historical usage is of 
considerable importance in the choice of names and 
symbols and attempts have been made to reflect this 
fact in the tables. But conflicts do arise between lists 
that are derived from different disciplines. Generally, a 
firm recommendation has been made for each quantity, 
except for radiation where two options are given in 
Table 5.  
In the recommendations for material properties (see 
Table 1), the emission, absorption, reflection, and 
transmission of radiation by materials have been 
described in terms of quantities with suffixes 'ance' 
rather than 'ivity', which is also sometimes used, 
depending on the discipline. It is recommended that the 
suffix 'ance' be used for the following four quantities:  
 

 

 

 

 

where E and f  is the radiant flux density that is 
involved in the particular process. The double use of a 
for both absorptance and thermal diffusivity is usual, as 
is the double use of r for both reflectance and density. 
Neither double use should give much concern in 
practice. 
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Table 1: Recommended symbols for materials 
properties 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

+ In meteorology, the extinction coefficient is the product of K 
and the path length and is thus dimensionless.  
 
 
 
Table 2: Recommended symbols and sign 
convention for sun and related angles 

 
 

 
Table 3: Recommended symbols for 
miscellaneous quantities 
 
Quantity Symbol Unit 
Area A m2 
Heat transfer coefficient h W m-2 K-1 
System mass m kg 
Air mass (or air mass 

factor) 
M  

Mass flow rate  kg s-1 
Heat Q J 
Heat flow rate  W 

Heat flux q W m-2 
Temperature T K 
Overall heat transfer 

coefficient 
U W m-2 K-1 

Efficiency  h  
Wavelength l m 
Frequency n s-1 
Stefan-Boltzmann 

constant 
s W m-2 K-4 

Time t,t,Q s 
 
 

 

Table 4: Recommended subscripts 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
Table 5: Recommended symbols for radiation 
quantities 

 
 
 
 
 

m

Q

Quantity Symbol Unit 
Specific heat c J kg-1 K-1 
Thermal conductivity k W m-1 K-1 
Extinction coefficient+ K m-1 
Index of refraction n  
Absorptance a  
Thermal diffusivity a m2 s-1 
Specific heat ratio g  
Emittance e  
Reflectance r  
Density r kg m-3 
Transmittance t  

Quantity Symbol Range and sign 
convention 

Altitude a 0 to ± 90° 
Surface tilt b 0 to ± 90°; toward the 

equator is +ive 
Azimuth (of surface) g 0 to 360°; clockwise 

from North is +ive 
Declination d 0 to ± 23.45° 
Incidence (on surface) Q,i 0 to + 90° 
Zenith angle Qz 0 to + 90° 
Latitude F 0 to ± 90°; North is +ive 
Hour angle w -180° to +180°; solar 

noon is 0°, afternoon is 
+ive 

Reflection (from 
surface) 

r 0 to + 90° 

Quantity Symbol 
Ambient a 
Black-body b 
Beam (direct) b 
Diffuse (scattered) d 
Horizontal h 
Incident i 
Normal n 
Outside atmosphere o 
Reflected r 
Solar s 
Solar constant sc 
Sunrise (sunset) sr, (ss) 
Total of global t 
Thermal t, th 
Useful u 
Spectral l 

 Preferred name Symbol Unit 
a) Nonsolar radiation   
 Radiant energy Q J 
 Radiant flux  F W 
 Radiant flux density F W m-2 
 Irradiance  E, H W m-2 
 Radiosity or Radiant 

exitance 
M, J W m-2 

 Radiant emissive power 
(radiant self-exitance)  

Ms, E W m-2 

 Radiant intensity 
(radiance) 

L W m-2 sr-1 

 Irradiation or radiant 
exposure 

H J m-2 

b) Solar radiation   
 Global irradiance or solar 

flux density 
G W m-2 

 Beam irradiance Gb W m-2 
 Diffuse irradiance Gd W m-2 
 Global irradiation H J m-2 
 Beam irradiation Hb J m-2 
 Diffuse irradiation Hd J m-2 
c) Atmospheric radiation   
 Irradiation F¯ W m-2 
 Radiosity F W m-2 
 Exchange FN W m-2 
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Experiences from Local Authorities Stimulating the Adoption of 
Low-Carbon Technologies by Homeowners 

E. Mlecnik1 
1 TU Delft, Faculty of Architecture and the Built Environment, Delft (The Netherlands) 

 

Abstract 

To meet carbon reduction goals, local authorities aim to achieve a market acceleration for owner-occupied single-
family home renovations by increasing awareness of – and enabling access to – low-carbon technologies for 
homeowners in target areas. In this framework, this research summarizes and examines project experiences of 
seven local authorities in Belgium, France, The Netherlands and the UK in the period 2017-2021. These cover the 
use of different models of demo exemplars and pop-up consultancy centres in target areas, web module 
developments and the use of Home Energy Monitoring Systems by local authorities. The results show that local 
authorities can benefit from using an innovation adoption model to develop an integrated mix to support 
homeowners throughout their whole renovation journey. Depending on their context, local authorities can focus 
on specific customer segments and target areas to support adopting new technologies, renovation measures at 
district level, deep renovation, phased retrofits and any combinations thereof. Physical and digital communication 
can be tailored to (pop-ups in) specific target areas, customer segments and local actors. Local authorities can 
work more closely together with intermediaries, also to achieve more renovations, group buying actions, specific 
energy coaching for groups of homeowners and Integrated Home Renovation Services.  

Keywords: Renovation, homes, local authorities, innovation adoption, low-carbon technologies, customer journey 

 

1. Introduction 
To meet the objectives of the European Green Deal to reduce greenhouse gas emissions by at least 55% by 2030, 
European authorities need to boost the energy performance of existing buildings (European Commission, 2019). 
Buildings account for 40% of the EU’s total energy consumption and for 36% of its greenhouse gas emissions 
from energy (European Commission, 2019; European Commission, 2020). At least 40% of buildings floor area in 
developed economies was built before 1980, when the first thermal regulations came into force (IEA, 2022), 85% 
of the EU’s building stock was built before 2001 (European Commission, 2020), and 85-95% of the buildings that 
exist today will still be standing in 2050 (European Commission, 2020). Roughly 75% of buildings in the EU is 
energy inefficient according to current building standards (Filippidou & Jiménez Navarro, 2019).  

Building renovations are happening but the rate is too slow: the annual renovation rate of the building stock varies 
from 0.4 to 1.2% per year in the Member States and this rate will need at least to double to reach the EU’s 
objectives (EU, 2019). An annual deep renovation rate of over 2% is needed from now to 2030 and beyond, and 
policymakers are urged to retrofit 20% of the existing building to a zero-carbon-ready level by 2030 (IEA, 2022). 
This implies that building renovations need to happen much faster and with more ambitious energy-saving goals 
and that consequently low-carbon technologies - such as improved glazing and window frames, thermal insulation, 
airtightness solutions, energy-efficient HVAC systems, energy-saving lighting and appliances, renewable energy 
systems - need to be adopted faster and in greater amount by more building owners. 

The adoption of such solutions is influenced by building characteristics and a range of personal, contextual and 
external factors (Ebrahimigharehbaghi, 2022). A key barrier is that the decision to proceed with home energy 
renovation often belongs to non-professional property owners, who experience home renovation as a huge 
undertaking (de Vries et al., 2020). Single-family homeowners find a renovation effort too expensive, too 
complicated, too cumbersome, while their knowledge about processes, solutions, measures, legal aspects and 
incentives is limited. This suggests the need for de-hassling policy interventions (de Vries et al., 2020). 
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Local Authorities (LAs) see it as their task to help implement national goals and try to help solve local barriers to 
speed up single-family home renovations (Mlecnik and Hidalgo-Betanzos, 2022). Besides incentives, local energy 
planning and control of regulations, they also engage in communication and facilitation of energy renovations. 
LAs aim to cleverly nudge homeowners to invest in energy renovation measures and renewable energy systems, 
making best use of local skills and support schemes. In the local context, they provide homeowners and citizens 
in general with knowledge and services to understanding the home renovation process, evaluating options, 
managing the process, financing the renovation and delivering an end result, in general: to facilitate their 
renovation decision processes.  

In this context LAs are looking for a mix of policy interventions that can help to create awareness and easy access 
for low-carbon renovation solutions. LAs have for example developed improved digital interfaces that target 
homeowners to adopt such solutions (Kwon et al., 2021a) and they have experimented with the development of 
pop-up consultancy centres in districts where energy advice is given to visiting citizens (Mlecnik et al., 2021; 
Kwon et al., 2021b). Furthermore, LAs have used demo exemplars to convince homeowners (Baylis et al., 2021). 
Also, Home Energy Monitoring and Management Systems (HEMS) have been deployed by local authorities to 
homeowners to nudge homeowners to invest in renovation measures (Kwon et al., 2021c). 

To better understand the barriers LAs encounter in such developments, this paper assesses the activities of seven 
local authorities regarding how they dealt with creating awareness for - and providing easy access to - low-carbon 
technologies for homeowners, including energy efficiency solutions and renewable energy systems.  

2. Research approach 
This qualitative study is done using the widely accepted theoretical framework of innovation adoption theory 
(Rogers, 2003), as also discussed and adapted by various authors for the topic of housing (e.g. Mlecnik, 2013; van 
Oorschot et al., 2020). It assesses innovation adoption in the framework of the Interreg 2 Seas Triple-A project 
(2017-2021, www.triple-a-interreg.eu). In this project seven local authorities (LAs: cities of Rotterdam, Breda, 
Antwerp, and Mechelen; EOS Ostend; SPEE Hauts-de-France; Kent County Council) identified, tested and 
evaluated new ways of supporting homeowners in local target areas using adapted communication policy 
approaches involving web portals, pop-up consultancy centres, visits to demonstration exemplars and easy access 
to Home Energy Monitoring Systems (HEMS). A systemic approach was jointly developed with universities (TU 
Delft, University of Ghent) and energy distribution net manager Fluvius. This resulted in a model that helps the 
LAs to identify strategic priorities and activities they can develop to improve single-family homeowner adoption 
of low-carbon renovation measures (see Figure 1).  

 
Fig. 1: Model for local authorities for developing operational activities and policy instruments for supporting the adoption of low-

carbon technologies by homeowners. Sources: Triple-A (2021); Kwon et al., (2021a). 
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The LAs used this model for reflecting on available and needed actions and local policies that could be developed 
either by themselves or with partners and local stakeholders in co-creation. Per type of activity the model was also 
used to discuss how the activity could lead to creating awareness and changing the homeowners’ attitude towards 
a proposed renovation solution. Furthermore, LAs reflected on how they could facilitate easier access to the 
solutions and help the homeowners further along the process, for example for contracting executors, for providing 
help during execution and for checking quality. Hoping that this would lead to speeding up homeowner decisions, 
LAs further aimed to engage homeowners acknowledging the successful implementation of a solution to help 
other homeowners, for example by letting them explain their experiences during home visits or online. Specific 
developments were supported by literature research, questionnaires, interviews, an inventory of low-carbon 
technologies and financial schemes, jointly organized business modelling and co-creation workshops and local 
events. 

For the LAs the systematic thinking in terms of the homeowner renovation journey was rather new. In this 
framework LAs aimed to innovate their own working processes and internal arrangements with a specific focus 
as described in the Triple-A (2021) project. Within this project, the LAs developed both their virtual and physical 
consultancy for homeowners and an integrated mix of measures to support adoption of low-carbon technologies 
by homeowners. LAs' existing web portals would be adapted with additional web modules developed by the LAs, 
using both qualitative and quantitative research as well as co-creation with local stakeholders (Kwon et al., 2021a). 
The seven LAs also wanted to test local pop-up consultancy centres in target areas, either on a fixed location or 
in a mobile format (Meijer et al., 2018; Kwon et al., 2021b; Mlecnik et al., 2021). HEMS were used to support 
convincing homeowners to renovate (Kwon et al., 2021c) and installation of low-carbon technologies was to be 
tested through demo exemplars (Baylis et al., 2021).  

3. Main project results 
Main cumulative results achieved by the LAs during four years project activity (until December 2021) are 
illustrated below. The figures were developed based on obligations from the Interreg 2 Seas Programme Manual 
to continuously track key performance indicators, which were defined in detail by the project partners. The figures 
can give an indication of the relative merit of the various actions. Note that all activities are heavily interrelated, 
so the figures should be interpreted with care. 

3.1 Experiences with demo exemplars and target areas 
The demonstration exemplars implemented in the LAs ranged in their approaches but were grouped into four 
different types (Baylis et al., 2021):  

• Model A: Utilizing new and innovative technologies: particularly looking at the use of battery storage 
systems when combined with solar panels to increase their effectiveness.   

• Model B: Whole house or nearly-zero carbon retrofit: often included a range of measures to make the 
house as energy efficient as possible.  

• Model C: Large scale or community wide mass retrofit: included group buying schemes or whole district 
approaches.   

• Model D: Longer term phased retrofit: often only one or two resident-led measures depending on the 
circumstances of the homeowner, aiming to drive renovation and more engagement before the measures were 
installed.  

These models were explored using a structured development approach (Baylis et al., 2021):  

• Identifying suitable target areas: 8 local authority regions for single-family home renovations  

• Exploring how to engage citizen segments in target areas: young families, empty-nesters, existing 
adopters, people with major life changes, highly educated financially successful persons, persons receptive to 
renovation in their district, fuel poor citizens. 

• Identifying suitable financial incentives for engaging single-family homeowners: funding and finance 
including individual subsidies, group subsidies, property tax incentives and added tax incentives  

• Testing installation of technologies through demonstration homes  

• Evaluating CO2 reduction of demo exemplars and awareness raising 

 
E. Mlecnik / EuroSun 2022 / ISES Conference Proceedings (2021)

158



 
For developing the demo exemplars LAs used the input from jointly organized workshops, brainstorms, meetings, 
buddy cooperation, standardized contracts and information about finance, funding and demo models.  

Regarding Model A, in total 12 battery storage systems were installed. Experiences were mixed. For example, the 
Kent County Council could easily convince 10 homeowners to install a battery pack. These households were 
mainly interested in new technology developments and volunteered to install the system. In Flanders the LAs 
found it very difficult to select homeowners indiscriminately. Finally, actors were found that engaged in the 
development of a virtual power plant in a  renovated apartment building, supported by European funding. Other 
partners tried to engage homeowners as well. Available data from Rotterdam show that four storage systems with 
solar panels in Rotterdam achieved 4,8 tons annual carbon savings. 

Regarding Model B, Antwerp offered a consultant for homeowners, but wasn’t able to convince citizens to achieve 
this type of renovation. Also Mechelen struggled to convince citizens due to the needed high investment cost, the 
administrative burden of building permits and the lack to predict or guarantee the expected energy savings. On 
the other hand, the Integrated Home Renovation Services (IHRS) offered by SPEE Hauts-de-France led to 
developing personalized work programs for 61 demo houses achieving annual savings of 227 tons carbon 
emissions. The Rotterdam door-to-door campaign offering energy scans and further support on request led to 21 
installed measures in 5 homes, leading to annual carbon savings of 16.9 tons. This shows that nearly-zero carbon 
retrofit can be difficult to implement but gives excellent carbon savings results. To achieve deep retrofits there 
seems to be a need to develop IHRS beyond awareness raising and providing easy access and to include also 
specific aid and financial solutions for homeowners.  

Concerning Model C, SPEE Hauts-de-France successfully used residents to engage other persons in the district: 
measures in 62 homes led to 250 tons annual carbon savings. Rotterdam successfully used a regional energy 
consultancy desk as intermediary between supply and demand to organize group purchases, which could target 
24 cities at the same time. Through this partnership Rotterdam installed measures in 187 homes in the target areas 
leading to 172 tons annual carbon savings. EOS successfully organized a group purchase of 363 solar panel 
installations using dedicated social media, adverts, face-to-face and group meetings, leading to 249 tons annual 
carbon savings. 

For Model D, SPEE Hauts-de-France successfully used their IHRS to install measures for 499 demo homes, 
achieving 1,901 tons of annual carbon savings. Rotterdam also used its energy consultancy desk to carry out door-
to-door actions and energy scans and support until installation on request. In this framework most residents chose 
1 or 2 measures, resulting in 1,049 measures in target areas in 435 homes, leading to 624 tons annual carbon 
saving. Breda developed awareness raising and easy access together with a local citizen energy cooperation, which 
resulted in 2000 registered interested homeowners, about 500 kitchen table consultancies by energy coaches and 
134 financial loans offered in target areas, saving annually 138.9 tons of carbon emissions. The cooperation was 
also successful in engaging homeowners to tell their adoption story to other homeowners. Mechelen also 
successfully used motivated citizens as ‘ambassador’ in the target district. In a street with 50 homes this led to 
collective action engaging 21 families guided by an energy coach. Mechelen achieved in total 17 installations 
leading to 8,640 tons of annual carbon savings. This experience led to a broader system of energy coaches that 
support collective action in Mechelen. 

Cumulatively LAs also developed 27 open home events. Demo events attracted 90 visitors. Homeowner 
engagement during visits ensured language was at the right technical level for non-experts. Events and peer-to-
peer communication were effective at engaging new audiences to engage with home retrofit measures. On the 
other hand, it was also difficult to find volunteers and maintain a good rapport with the homeowners sharing their 
experience.  

LAs also successfully used 1599 thermographic surveys to convince homeowners. Also, process-related 
homeowner feedback surveys were part of the strategy and 199 surveys were received. 

Overall, the seven LAs installed in total 2,542 demo technologies in homes achieving carbon savings of 4,095.7 
tons per year (calculated according to national standards). In a wider area 4,215 homeowners were engaged, 
resulting in annual carbon savings of 2,104 tons. The results per model show mixed experiences per LA, but also 
the power of more integrated services, collective action and instruments for engaging homeowners to achieve 
better carbon savings. Due to COVID-19 most demo activities ceased in 2021. 
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3.2 The use of pop-up consultancy centres 
As a key feature related to the success of awareness raising and easy access in target areas, LAs successfully 
developed and deployed short-term or longer-term renovation consultancy in the target areas using mobile or fixed 
pop-up consultancy desks and units, which are exemplified in Figure 2.  

 
Fig. 2: Different types of pop-up consultancy centres developed and tested within the Triple-A project for stimulating the adoption 

of low-carbon technologies by homeowners. Source: Triple-A (2021). 

Figure 2 shows for example the first unstaffed consultancy booths developed by Breda in libraries (top left). This 
action attracted far less homeowners compared to the mobile staffed pop-up developed by Breda (second top left). 
Ostend had a similar experience placing an information booth in a public office and later also developed a mobile 
unit. Also Mechelen and SPEE Hauts-de-France were inspired by the Breda development and used a mobile unit. 
Antwerp engaged in more low-cost staffed information stands on events and in target areas. Kent County Council 
also targeted low-cost unstaffed consultancy booths in libraries and public offices. Rotterdam developed two 
staffed sustainability consultancy centres in a shopping centre.  

The LAs developed 10 pop-up consultancy centres in target areas. for guiding visitors and invested cumulatively 
€371,355 for developing the centres, involving in total 182 supply-side actors. The operating costs per pop-up 
varied from €6,435 to €246,310 and the investments varied from €4,065 to €101,790 depending on the planning, 
the size and format of the pop-up, the location/ mobility, the political framing, the staffing, opening hours, and so 
on. Cumulatively, 11,545 persons visited the pop-up centres. LAs spent in total 3,677 person-hours staffing the 
pop-ups. See also Kwon et al. (2021b) for further details and an evaluation of the effectiveness per pop-up. 

Not all LAs systematically tracked the number of visitors engaging in follow-up consultancy or adoption of low-
carbon technologies, mainly due to a lack of a CRM system or staff. From those who did, LAs counted at least 
327 visitors engaged in follow-up consultancy or adoption, and 164 homeowners requested financial measures 
through the pop-ups. The project experiences show there is no one-size-fits-all approach for developing local pop-
ups. Amongst other, the customer segments in the target areas, local policy strategies, political focus and available 
resources will influence the choice of pop-up. Promotional activities, embedded events, staffing and partnerships 
with local organizations, consultants and suppliers can highly influence the functional effectiveness of the pop-
ups (Kwon et al., 2021b; Mlecnik et al., 2021). Due to COVID-19 most pop-up activities ceased in 2021. 

One might speculate that such pop-up development cannot be financed or staffed by smaller LAs. Nevertheless, 
the pop-up idea was copied by multiple other LAs. Inspired by the seven LAs, pop-ups were for example adopted 
by Hoogstraten, Meijerijstad, Oosterhout, Gilze-Rijen, Dartford, Sittingbourne, Amiens, South of Aisne, 
Rotterdam’s WoonWijzerWinkel, Woonkantoor Antwerpen, Kamp C, Groene Groei.  
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3.3 The development of specific web modules 
LAs highly rely on operating web portals to communicate with citizens. Therefore digital consultancy is an 
integral part of any LA action to support adoption of low-carbon technologies for citizens. In this framework, it 
was observed that LAs are developing strategic plans to improve their web portals. In practice, this often translates 
into the development of specific web modules that can either operate dependent or independent from the LA main 
website, depending on what they perceive the best option for homeowners to find and collect reliable information 
and to get familiar with low-carbon renovation solutions.  

LAs found that the activation of customer segments in target areas needs to be supported with specific digital tools 
that were previously not a part of the LA web portals. These included for example cost-calculation tools or 
mapping tools for homeowners to search related renovation projects or to search their home on a thermography 
map. But also low-end modules like registration, referral, appointment and feedback forms, information and 
consultancy modules on renovation measures and financing, were often still missing. Furthermore, LAs found a 
need to develop specific modules to be able to find a contractor and to share renovation experiences and adoption 
success stories.  

LAs developed up to 20 modules; some were discarded after evaluation or redevelopment of the main website. 
For a remaining set of 15 web modules LAs measured cumulatively 52,621 unique number of visitors. See also 
(Kwon et al., 2021a) for an evaluation per web module. Overall web module visits were highly influenced by 
events and communication actions that drew attention to these new modules. The registration of web visitors 
didn’t allow a breakdown per target group. Although this could not be tracked for all LAs, cumulatively at least 
3,724 requests for information about low-carbon technologies were related to the web modules. 24 financial 
measures were made available by the LAs via the web modules. Cumulatively 10,942 financial measures were 
requested by homeowners. LAs also engaged 2 energy consultants and 172 SMEs in further business model 
development of web modules. Online ‘events’ proved to be popular.  

Some LAs organized feedback from stakeholders to decide on the specific content of web modules. Only a few 
module developments effectively used co-creation or tried to develop web modules or platforms which cover all 
home renovation journey stages.  

LAs experienced organizational or policy changes during the development of the web modules which led to an 
increased needed budget and sometimes the need to start again from scratch. For example, Breda’s main website 
was totally redeveloped after an election. LAs were mainly tied by fitting web module development into ongoing 
web portal development plans and communication campaigns. During the development process, some LAs 
discovered their web sites lacked modular build-up. The investment and exploitation costs were higher for new 
websites than for web modules that could be integrated in an existing website. For most LAs basic infrastructure 
for following up actions, such as a Customer Relationship Management system, was missing. This made it also 
difficult to understand the success factors related to policy actions and the Triple-A development.  

Specific modules also led to specific problems. For example, LAs also needed to carefully take into account 
Global Data Protection Regulations for developing modules using homeowner experiences. Also, instead of 
making contractor lists by themselves, LAs finally opted to provide links to third parties (non-profit organisations) 
that host such lists. Some LAs observed that some web modules would be better hosted at a regional or national 
level to serve multiple LAs at the same time. Particularly smaller LAs don’t have to means to invest in elaborate 
web modules. 

3.4 The deployment and use of HEMS 
All LAs investigated the use of Home Energy Monitoring and Management Systems (HEMS) as a means to 
influence homeowner decisions, and consequently identified promising ways of using, adapting, selecting and 
procuring HEMS, as well as improved ways to collaborate with local stakeholders. 606 HEMS were installed by 
the end of 2020. During COVID-19 the installation of HEMS largely ceased. Until the end of 2021, a few 
additional homeowners were found for implementing the HEMS. Next to the seven LAs engaged in the project 
also the city of Sint-Niklaas adopted the HEMS Triple-A method.  

A good response rate was achieved to questionnaires: 57% of HEMS users answered to questionnaires (Kwon et 
al., 2021c). 77,2 % of people reported they are at least satisfied with having the HEMS, 56.1% of people reported 
they are at least satisfied with the use of the HEMS. There was no direct follow-up planned of the number of low-
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carbon technologies adopted by HEMS users, but in the second questionnaire 29,3% participants confirmed 
having invested in energy-saving measures and about 29% of the responding users also adopted energy saving 
measures.  

LAs originally intended to modify HEMS before bringing them into homes and to monitor energy use. In practice 
this was technically not possible, and later also no longer wished for due to rapid commercial HEMS technology 
development. Also, the need for data cleaning and correction was underestimated and would require a huge staff 
effort. Finally, LAs decided to offer commercially available HEMS. In practice,  

LAs found it very difficult to offer HEMS to homeowners, even if they were for free, due to privacy regulations 
and the need for unbiased selection of homeowners and open procurement. Also, compatibility issues and 
homeowner trust were sometimes factors that formed a barrier. During the project also energy distribution net 
managers started rolling out digital meters in homes which were perceived as competing or not compatible with 
the chosen HEMS.  

Overall, in the beginning of the project LAs thought HEMS distribution would be a key success factor for the 
adoption of renovation measures, but in practice it proved to be an added benefit for homeowners. Due to the 
rapid commercial development, most LAs no longer see the need to offer HEMS as a LA service, unless they are 
part of a quality assurance system, such as in the SPEE Hauts-de-France IHRS system. 

3.5 Dissemination and exploitation of results 
Overall, the project could show promising results and strategies worth multiplying. Multiple reports and hands-
on recommendations for local authorities were made available (www.triple-a-interreg.eu). A cross-border 
implementation guideline for local authorities was made available in English, Dutch and French and a “Get 
started!” page (https://www.triple-a-interreg.eu/get-started) was put online for LAs.  

Results were promoted through on-line roadshow sessions and newsletters. For example, a Dutch roadshow 
communicated strategies and results to 151 project managers of LAs; in total nearly 600 participants were reached.  

Overall the Triple-A method was embraced by multiple actors and Triple-A communication activities reached 
more than 175,000 stakeholders, including 4,479 LAs, 6,042 SMEs, 119,499 homeowners.  

Regarding the management of the actions, the COVID situation impacted the need for organizing the project 
mostly online. The communication was considered the most critical topic, but effective online communication 
was achieved despite important delays. For example, events were originally developed to take place physically, 
were postponed and transferred to online events. 

4. Discussion and outlook 
When diving deeper into the Triple-A experiences of the LAs - see also the Interreg 2 Seas project reports on 
https://www.triple-a-interreg.eu/project-reports -, recommendations come forward that should be addressed in 
future developments: 

• The success of awareness raising using online or physical homeowner consultancy highly depends on the 
nature and intensity of communication activities (see above).  

• Most local authorities are not (yet) used to think in terms of subsequent needs of homeowners during a 
customer renovation journey (Triple-A workshop result). 

• Communication is needed in carefully identified target areas to reach out to customer segments for 
upscaling renovation activities (Triple-A workshop result).  

• Specific initiatives are needed for vulnerable households (Triple-A workshop result). 

• The success of actions in districts highly depends on strengthening a “neighborhood feeling” (see for 
example Rotterdam). 

• Co-creation processes are highly recommended to develop knowledge bases and incite public, private 
and civic actors (positive experiences Triple-A partners). 

• LAs need to attract specific skills, such as specialized IT staff (Kwon et al., 2021a). 
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• Smaller local authorities usually don’t have sufficient budget and need to find a centralized solution, for 
example a provincial desk or regional support (Triple-A roadshow result). 

• Lack of CRM systems and privacy and security issues can hinder follow-up of homeowner activities and 
thus evaluation of policy targets (see above).  

• Most local authorities do not yet have a ‘modular’ build-up of their online communication (Kwon et al., 
2021a). 

• Public-private collaboration can be hindered by a reluctance of LAs to engage in collaboration with local 
supply side or service actors (Triple-A experiences). 

• In case of referral to private consultants or suppliers, independent listing is preferred Kwon et al., 2021a). 

• To promote deeper retrofits IHRS are needed that also support deeper in the renovation process (Triple-A 
workshop result).  

• Quality control within renovation processes and solutions to support after-care are not yet sufficiently 
integrated in LA consultancy processes (Triple-A workshop result).  

• To reach multiple homeowners and suppliers at the same time it is recommended to work closely 
together with energy cooperatives (see for example Breda) or non-profit associations that act as 
intermediaries between supply and demand (see for example Rotterdam)  

• Group buying initiatives of for example solar technologies can be highly successful in target areas (see 
for example Ostend) 

• Energy coaches can be deployed for guiding groups of homeowners at the same time (see for example 
Antwerpen and Mechelen). 

Regarding these issues, the Triple-A project also led to a spin-off project proposal on Integrated Home Renovation 
Services, which was prepared and submitted in the LIFE-CET call HOMERENO. During the Triple-A project it 
became clear that another strategy to multiply renovation measures would be to engage groups of homeowners at 
the same time, for example by using citizen-led energy cooperatives or formal assemblies of homeowners. The 
new project will focus on developing six Integrated Home Renovation Services for Condominium Associations 
in the Netherlands and Flanders. The new project, entitled ‘CondoReno’ will also compare LA-driven and market-
driven IHRS and develop a digital resource centre for the IHRS in Mechelen and Ostend. It will also explore 
achieving living-cost neutral deep renovations to engage all target groups. 

 

5. Conclusion 
The Interreg 2 Seas Triple-A (2021) project showed multiple new opportunities, successes but also important 
barriers for Local Authorities (LAs) to further support the Renovation Wave. The project experiences show that 
LAs can certainly improve awareness raising for homeowners for adopting low-carbon technologies, and make 
access to carbon-saving renovation solutions easier. LAs can benefit from using a customer renovation journey 
model to develop more targeted actions. Depending on their context, LAs can focus on specific customer segments 
and target areas to support adopting new technologies, renovation measures at district level, deep renovation, 
phased retrofits and any combinations thereof.  

Both physical and digital communication and consultancy provided by LAs remain very important and can be 
tailored to (pop-ups in) specific target areas and customer segments, including tailored information on available 
funding and clear information in layman’s terms. Using demo exemplars, pop-up consultancy centres, specific 
web modules and HEMS can all have their merit to make homeowners adopt low-carbon technologies, but the 
relative effectiveness of such actions largely depends on local context and available resources and persons and the 
way these actions are embedded in LA programs and communication. 

While LAs traditionally invest in awareness raising, providing easy access to low-carbon solutions can still be 
facilitated more. In this framework LAs can work more closely together with for example experienced 
homeowners, citizen energy cooperatives and non-profit organizations that act as intermediary between 
renovation measure supply and homeowner demand. To achieve more renovations, facilitating group buying 
actions and specific energy coaching for groups of homeowners can also be relevant. To achieve more deep 
renovations it is important to develop services beyond traditional consultancy services including specific aid and 
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financial solutions embedded in Integrated Home Renovation Services.  

While this project mainly focused on single-family homes, a follow-up LIFE-CET project entitled ‘CondoReno’ 
will create and multiply Integrated Home Renovation Services for private condominiums in the Netherlands and 
Flanders. 
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Abstract 

This paper presents a novel methodology that was developed according to the in-situ measurements of the 
building-fabric thermal performance to assess as-built energy models of case-study residential tower blocks. 
It seeks to corroborate the empirical model by integrating the findings from the questionnaire survey and 
energy-assessment analyses to feed building-energy simulation (BES) procedures. It discusses the uncertain 
input parameters for the BES that quantitative modelling adopted for the energy assessment of dynamic thermal 
simulation findings in conjunction with occupants’ socio-demographic characteristics, occupancy patterns, 
household size and environmental conditions recorded. The present study revealed that weekday cooling 
consumption patterns were significantly and strongly related to the weekend heating consumption patterns (χ² 
= 54,590, p < 0,001, Cramer’s V = 0,522). Specifically, longer duration of heating consumption was related to 
longer duration of cooling consumption. The developed framework provides a scientific background that can 
be included in the BES platform to serve as a set of guidelines for the European Performance of Buildings 
Directive scientific committee for energy policy design and retrofitting strategies. 

Keywords: Energy efficiency, Energy use, Overheating risk, Energy retrofit, Thermal comfort 

1. Introduction 

The conventional terminology of energy efficiency gap (EEG) was defined by Jaffe and Stavins as “the energy 
efficiency gap is described as the gap that exists between the current or expected future energy use of homes 
and the optimal current or future energy use” (Ozarisoy & Altan, 2022). Jaffe and Stavins then further describe 
the EEG in order to provide a foundation of theoretical information to guide policymakers in the 
implementation of energy policy design in the residential sector. However, the starting point of a well-
established meaning for EEG dates to the 1970s. A pilot study project entitled “Drivers and Barriers to 
Improving Energy Efficiency and Reducing CO2 Emissions in the Private Housing Sector” states that in the 
UK little action had been taken towards energy conservation through the method of considering existing 
housing stock that was built in the UK pre-1973 (Altan, 2004). This pilot study demonstrated the relevance of 
the rapid increase in energy prices in the 1970s. The present study is the first to target and conduct building-
energy simulation (BES) procedures on existing Cypriot social-housing stock. A BES analysis was integrated 
into the implementation of energy performance certificates (EPCs) because of the reliable assumptions thereof 
to assess the energy performance of case-study residential tower blocks (RTBs). The energy simulation inputs 
seek to identify the impact of household occupancy patterns and habitual adaptive behaviour on home-energy 
performance to provide a basis for the information that is needed to properly calibrate the building-energy 
performance of targeted households. It also envisages demonstrating that occupants’ real-life energy-use 
experiences have had a significant impact on calibrating domestic-energy use to simultaneously identify 
discrepancies between the actual and predicted energy use on the dynamic energy-simulation platform. As 
such, the present study was developed according to human-based BES input parameters obtained from the 
questionnaire survey, in-situ measurements, the infrared-radiometer thermography (IRT) survey and 
environmental monitoring of the project site to demonstrate real data for energy-use policy making decisions. 
This conceptual framework can be applied to efforts to implement the Energy Performance of Buildings 
Directives (EPBD) mandates and to demonstrate the exemplar development framework, policy and regulations 
as it relates to the social-housing stock of the Republic of Cyprus (RoC) and other EU-27 member states.  
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2. Method 

2.1. The Concept of Statistical Representativeness  

In order to provide a background analysis for developing the concept of statistical representativeness, this 
section presents a review of selected theoretical information and exemplar pilot projects and their applicability. 
Table 1 delineates the original research articles that were reviewed to identify the most appropriate concept of 
statistical representativeness for the present study.  

 

Tab. 1: Reviewing the concept of representativeness in statistics. 
References Concept(s) Method(s) Outcome(s) 

Chasalow and Levy 
(2021) 

Law, social and 
behavioural sciences 

- Stratification of 
population sample size 
- Generalisability of 
research findings 

Equal representation of 
each subgroup of the 
user population was 
recommended 

Hirsch and O’Donnell 
(2017) 

Education, social and 
behavioural sciences 

- A multiple-choice test-
based survey was 
distributed 
- Descriptive statistics 
- 4 x 2 chi-square test of 
independence  

A unique set of test 
questions to identify 
students who hold 
common 
representativeness was 
developed 

Schmill et al. 
(2014) 

Global change sciences 
(i.e., human factors, 

climate, remote sensing) 

- Pearson’s chi-square 
tests 
- Heat mapping 
- Histograms 
- Kullback-Leibler f-
divergence test 
- Multivariate analysis 

Implementing a variety 
of methods for making 
assessments about the 
representativeness of a 
collection of case 
studies across the globe 

Schouten et al. 
(2009) 

Social and behavioural 
sciences 

- Population R-
indicators 
- Chi-square statistics 
used to test 
independence and 
goodness-of-fit 
- Logistic regression 
models 

A mathematically 
rigorous definition and 
perception of 
representative response 
was developed 

 
Ozarisoy & Altan (2021) and Hu and Kohler-Hausmann (2020) highlight the importance of the integration of 
the STS approach into using the conceptual analysis of sampling size to test associations gathered through 
various experimental statistical analyses. Chasalow and Levy (2021) discuss the STS approach providing a 
multidisciplinary integrated conceptual framework that enables both statisticians and engineers to interrogate 
taken-for-granted terms and categories while developing benchmarks in energy-policy design. These studies 
indicate that representativeness of sampling size shows differences between one pilot study and another, due 
to demographic structures, geography and the political conditions of each research context. Chasalow and Levy 
(2021) explain their own representativeness concerns while developing a novel methodological framework for 
representativeness in statistics, politics and machine learning. In this theoretical study, these scholars 
contribute a sense of the variety of meaning and values associated with representativeness in order to prove 
the validity of chosen sampling sizes. Chasalow and Levy indicate that they did not select a large sampling to 
develop their own representative study. In their pilot research project, these scholars predominantly focused 
on sampling in Europe and the United States more than other parts of the world. According to Chasalow and 
Levy, it is difficult to identify the limitations of their own selected sampling size representativeness because 
of the geographical extent of their research context. To avoid a research bias and provide a generalisation of 
their research findings, their study set out to offer reliable and statistically representative sampling criteria that 
would allow the targeted reader group to understand their research outcomes.  

Garett (1942), Jensen (1926), Kurksal and Mosteller (1980) and McNemar (1940) all discuss the issue of how 
to check a particular sample for representativeness. Kiaer (1976) states that “the representative method can be 
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applied in several ways”. To explain this claim, Kiaer develops two different sample types. His first method is 
an arbitrary filtering of the variables gathered from the sampling. Kiaer explains that this selection should be 
done in a “haphazard or random way” to avoid giving preference to subject respondents in certain occupations 
or belonging to particular social strata. This method of selection highlights that the representativeness of 
sampling size results from the absence of selective discretion. His second method involves allocating 
representativeness in a mechanical procedure that can provide a feasible method of design to undertake 
statistical analysis faster and provide an opportunity to detect discrepancies in the sample.  

In previous studies that develop the concept of statistical representativeness of sampling size, one of the main 
strengths of the selection of a random sampling method is that it enables the use of all available data to ensure 
a proportionate match on known relevant variables. This was proven by Kiaer in 1976 in a population study 
that consisted of surveyors in rural areas and used census data to allocate counts per country and then selected 
districts within the countries to “represent the main industry groups within the country as well as its various 
geographic conditions” (Kiaer, 1976). This method of design demonstrates that it can be applicable to choose 
a single geographic domain to develop the concept of statistical analysis by integrating census data and 
applying outcomes to other geographic domains that have been shown to have similar demographic structures, 
political assets and cultural norms. 

Hirsch and O’Donnell (2001) have developed a scientific method of design that measures the reliability of 
datasets and the applicability of concepts of statistical design to provide an understanding of conceptual change 
that can have a long-term impact on conceptual-level analysis. Schmill et al. (2014) developed a theory of 
analytics for assessing global representativeness in social science studies to guide future scholars that was 
aimed at addressing sampling bias and providing a public domain for similar pilot projects. This pilot study 
aimed to reduce the gap between local and global researchers in providing analytical methods of design that 
could help scholars assess the representativeness of a sampling size and assist in correcting any bias for the 
interpretation of statistical findings. Schmill et al. (2014) recommends the chi-square test as the most 
appropriate statistical method that allows scholars to apply to their own hypothesis testing. In the Schmill 
study, Pearson’s chi-square tests were used for testing the independence of two samples using a model function 
defined over a contingency table of observed versus expected values. To test the reliability of their statistical 
analysis, Schouten et al. (2007) conducted logistic regression models to predict the type of responses expected. 
In a further study conducted by Schouten et al. (2009), the researchers developed an advanced indicator to 
identify the concept of statistical representativeness of sample sizes. In this pilot study, the researchers found 
that the field survey approach gave more accurate results regardless of the limitation of only being able to 
recruit relatively small sample sizes. As an outcome of this pilot study, Schouten et al. (2009) recommend that 
in multinominal logistic regression models, variables give a significant contribution at the 5% level, and where 
this cannot be done, these variables should be excluded from the sampling size.  

The study adopts the Cohen’s statistical convention to identify the significance of occupants’ TSVs within in-
situ recorded environmental parameters. On further questioning the identified 9.46% margin of error, a priori 
power analysis using G*Power 3.1.9 was conducted to determine the minimum sample size. With the power 
set at 0.08, alpha level set at 0.05, a moderate effect size of 3.5 (odds ratio) and with the proportion of the 
control group at 0.5, results indicate that a total of 104 participants would be needed in order to reach an 
adequate sample size for the study. While this section discusses theoretical information around the concept of 
statistical representativeness, further exemplary pilot studies are reviewed and discussed in Section 2.2. 

 

2.2. Equation model 
Semi- structured interviews and participant feedback were transcribed and translated. The Statistical Package  
for Social Sciences (SPSS) Version 28.0 software (IBM: Armonk, NY, U.S.) was utilised to conduct the 
quantitative analysis; and tests-of-associations were conducted between the numeric factors and the 
questionnaire responses to join the questionnaire results with the statistical analysis. Little and Rubin (2002) 
suggest that the pattern of missing data is a more important factor than the actual amount of missing data. 
Missing values that are randomly scattered throughout the data matrix (i.e., data is missing completely at 
random; MCAR) is a less serious problem than missing values that are not random. If the missing values on a 
variable are not random but are associated with other variables in the data, this is referred to as missing at 
random (MAR) and can be alleviated with imputation methods. The three pie charts below summarise the 
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frequency and percentage of missing data in the dataset by variable, case/observation and individual values. 
The third pie chart represents the full data matrix and was used to evaluate the 5% threshold of the proportion 
of missing values in the data matrix that was discussed above. If the missing values on a variable are associated 
with the variable itself (i.e., missing not at random; MNAR), this has serious implications for inferences, 
regardless of imputation procedures (Dong et al., 2021). Recently, Schouten et al. (2009) proposed two 
definitions of representativeness with respect to survey response: strong (given in Definition 1.1) and weak 
(given in Definition 1.2). Definition 1.1 (strong). A response subset is representative with respect to the sample 
if response propensities are the same for all units in the population: 

                                                                          …        (1) 
The response of a unit is independent of the response of all other units, which denotes the response of unit i 
and is an indicator showing whether a unit took part in the survey. Schouten et al. (2009) notes that strong 
representativeness corresponds to the Missing Completely at Random (MCAR) pattern for every target 
variable y. This means that non-response does not cause estimators to be biased. Although this definition is 
appealing, its validity can never be tested in practice. To solve this problem, a weaker definition of 
representativeness was introduced by Schouten et al. (2009). 

                                                                                          (2) 
Definition 1.2 (weak). A response subset is representative of categorical variable x with H categories if the 
average response propensity over the categories is constant, where is the population size of category h, is the 
response propensity of unit i in category h, and summation is over all units in this category. 

 

2.3. Assumption tests 
A general rule for sample sizes is that group sizes are approximately equal if n of the largest group is no more 
than about twice n of the smallest group. Another general rule for sample sizes is at least 10% of the sample 
should be in each group. Categorical variables with very uneven splits between categories present problems 
for several multivariate analyses (Tabachnick & Fidell, 2007). The following variables were recoded to reflect 
the conceptualisation of statistically representative findings in accordance with the research hypotheses, as 
shown in Table 2. 

Tab.2: Coded Variables During the Data Preparation Stage. 

Age band Cooling energy consumption in August 
2015 Floor level 

Cooling consumption on 
weekdays 

Cooling energy consumption in summer 
2015 Health condition 

Clothing insulation levels of 
participants 

Heating energy consumption in winter 
2015 Occupation 

Type of cooling control in home Cooling energy consumption in August 
2016 

Heating consumption 
on the weekend 

Ethnicity Cooling energy consumption in summer 
2016 Household density 

Thermal preference Heating energy consumption in winter 
2016 Income 

Interviewed room condition Metabolic rates of participants Length of residency 
Orientation Reasons for thermal discomfort Space conditioning 
Overall thermal satisfaction in 
summer 

Thermal sensation in bedrooms 1, 2, 3 and 
living room 

Type of cooling 
system 

Window closing reasons Window opening patterns in winter Type of heating 
system 

Note: Additionally, all categorical variables were recoded in ordinal sequence where possible (e.g., 
metabolic rate) 
Variables related to occupants’ thermal preferences were recoded from very cold to very hot 
All variables were recoded from smallest value to largest value 
All dichotomous variables were recoded to 1 = yes, 0 = no 
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Virtually all parametric statistics have an assumption that the data comes from a population that follows a 
known distribution. This assumption of normality is often erroneously applied, however, because many 
populations are not normally distributed. Therefore, researchers need to understand what their samples consist 
of. It is standard practice to assume that the sample mean from a random sample is normal because of the 
central-limit theorem. However, almost all variables have a slight departure from normality. If researchers 
have a large enough sample, then any statistical test will reject the null hypothesis. In other words, the data 
will never be normally distributed if the sample size is large enough.  

It was found that the data was missing completely at random (MCAR). After preparing the data for analysis, 
it was observed that out of 100 recorded cases, 98 cases contained missing data (98.0%) and out of 53 variables, 
2 variables contained missing data (2.8%), which amounted to a total of 0.04% missing information in the 
dataset. To assess whether the pattern of missing values was MCAR, Little’s MCAR test (Little, 1988) was 
conducted. The null hypothesis of Little’s MCAR test is that the pattern of the data is MCAR and follows a 
chi-square distribution. Using an expectation-maximisation algorithm, the MCAR test estimates the univariate 
means and correlations for each of the variables. The results revealed that the pattern of missing values in the 
data was MCAR: χ² (104) = 121,645, p = 0,114. Even though the proportion of the total missing data is less 
than 5% and the data is MCAR, the final sample size may still be affected by listwise or pairwise deletion 
when the analysis is run. Listwise deletion removes a case if a case has any missing value for any of the 
variables used in an analysis. 

To assess normality, skewness and kurtosis statistics are assessed. Skewness refers to the symmetry of the 
distribution and kurtosis refers to the peakedness. Variables that have distributions that are very asymmetrical, 
flat, or peaked could bias any test that assumes a normal (i.e., bell-shaped) distribution. Generally, skewness 
and kurtosis values (converted as z-scores) that fall outside ±4 should be further inspected for potential outlier 
removal, nonparametric testing, or transformation. However, researchers may have flexibility in larger samples 
(Field, 2013). Some normality tests are done for sample sizes smaller than 100 (i.e., Shapiro–Wilks and 
Kolmogrov–Smirnov tests). If these tests are significant beyond p < 0.001, these variables should be further 
inspected (Gamst, Meyers & Guarino, 2008). Graphing methods are also employed for assessing normality. 
These graphs include histograms, normal quantile–quantile (Q-Q) plots and box plots, as shown in Figures 1 
(a)-(d). 
 

  
(a) (b) 

  
(c) (d) 

Fig.1: (a) Skewness and Kurtosis of the on-site recorded outdoor relative humidity (RH); (b) Histogram of the outdoor Relative 
Humidity (RH); (c) Normality analysis of the outdoor RH; (d) Whisker graph of the outdoor RH. 
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Histograms should look fairly bell-shaped. Q-Q plots should follow a straight line when plotting the expected 
values against the observed values. Box plots show the overall interquartile range and whether extreme values 
exist in the variable (see section on outliers below). If the data contains outliers, graphic displays both with 
and without the outliers should be examined to see how the graphs changed. If a continuous variable has serious 
deviations from normality, it must be addressed through transformation (log, inverse, Box-Cox, etc.), recoding 
into an ordinal variable, or assessment for whether nonparametric analysis needs to be conducted. Regardless, 
researchers should run analysis both with and without outliers to see whether the pattern of results changes. 
Univariate and multivariate outliers are also known as extreme values and can significantly bias any parametric 
test. We have checked our variables for univariate outliers. SPSS identifies these values as being three times 
the interquartile range beyond the 25th and 75th percentile values. In the present study, multivariate outliers 
were tested before the primary analyses were conducted where appropriate, as shown in Table 3.  

Tab.3: Descriptive analysis of the variables related to identification of ‘neutral’ adaptive thermal comfort thresholds for 
benchmarking. 

Variable Name Mean Median Std. 
Deviation 

Percentiles 
25th  50th 75th 

Overall thermal satisfaction in 
summer [0 to 6] - Discrete  

1.64 2.00 1.453 1.00 2.00 3.00 

Overall thermal satisfaction in 
summer [-3, +3] - Continuous  

1.68 2.00 1.36241 1.00 2.00 3.00 

Thermal sensation in bedroom 
1 [0 to 6] - Discrete 

0.52 1.00 1.396 0.00 1.00 2.00 

Thermal sensation in bedroom 
2 [0 to 6] – Discrete 

0.46 1.00 1.290 0.00 1.00 1.00 

Thermal sensation in bedroom 
3 [0 to 6] – Discrete 

0.55 1.00 1.234 0.00 1.00 1.00 

Thermal sensation in kitchen 
[0 to 6] - Discrete 

-0.35 -1.00 1.533 -2.00 -1.00 1.00 

Thermal sensation in living 
room [0 to 6] - Discrete 

0.20 0.00 1.595 -1.00 0.00 1.75 

Thermal sensation in bedroom 
1 [-3, +3] - Continuous 

0.51 1.00 1.30651 0.00 1.00 2.00 

Thermal sensation in bedroom 
2 [-3, +3] - Continuous 

0.45 1.00 1.23399 0.00 1.00 1.00 

Thermal sensation in bedroom 
3 [-3, +3] - Continuous  

0.53 1.00 1.20147 0.00 1.00 1.00 

Thermal sensation in kitchen 
[-3, +3] - Continuous 

-0.42 -1.00 1.39393 -2.00 -1.00 1.00 

Thermal preference  1.50 1.00 1.07778 1.00 1.00 3.00 
 
In this study, a dataset related to occupants’ thermal sensation votes (TSVs) was designed in accordance with 
the thermal comfort assessment convention recommended by Wang et al. (2018). As presented in Table 3, in 
accordance with Wang et al. (2018), the thermal sensation scale was set out in two conceptual assessment 
criteria in order to undertake the statistical analysis accurately. First, Wang et al. (2018) recommend a 7-point 
discrete thermal sensation scale that can be applied to assess occupants’ TSVs. In this case, the TSV is set as 
an ordinal variable, thus enabling researchers to undertake Cramér’s V test for the statistical analysis and apply 
the statistical findings whenever it is appropriate at the time of developing an evidence-based energy policy 
design. In the present study, the dataset was coded as follows: 0 = -3, 1 = -2, 2 = -1, 3 = 0, 4 = +1, 5 =+2, 6 = 
+3. Notably, the [-3, +3] scale band represents the outcome of occupants’ thermal sensation as an ordinal 
measure used to accurately conduct the Cramér’s V test. This type of coding was applied to determine 
households’ TSVs gathered through a questionnaire survey. In the questionnaire survey, questions related to 
households’ thermal sensation were ranked on a 7-point Likert scale that could be used as an ordinal measure. 
In this dataset, to provide consistency of the interpretation of households’ TSVs [0 to 6], a coding range 
representation of thermal sensation scale band at [-3, +3] was used, which was developed by Fanger in the 
1970s and was commonly used by thermal comfort scholars between 1990 and 2000. 

Second, Wang et al. (2018) recommend a 7-point continuous thermal sensation scale that can be applied to 
assess occupants’ TSVs. With the TSV set as a continuous variable, researchers are able to undertake Pearson’s 
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correlation analysis. This method of design is commonly applied by thermal comfort researchers to identify 
“neutral” adaptive thermal comfort thresholds. Using occupants’ TSVs as continuous variables is the most 
well-known method for reporting field survey findings concurrently with in-situ measurements or on-site 
environmental monitoring findings. This is an essential method of design that was developed by a team of 
experts at the University of California at Berkeley to contribute to the ASHRAE Global Thermal Comfort 
Database II (see at - https://repository.uel.ac.uk/item/89zv1). Further to this on-going method of analysis in 
thermal comfort studies, in the present study, the dataset was coded as follows: -3 = Cold, -2 = Cool, -1 = 
Slightly cool, 0 = Comfortable, +1 = Slightly warm, +2 = Warm, +3 = Hot. Notably, the [-3, +3] scale band 
enables thermal comfort researchers to identify “neutral” adaptive thermal comfort thresholds for 
benchmarking. In this dataset, to provide consistency of the interpretation of households’ TSVs, the [-3, +3] 
coding range represents the [Cold to Hot] thermal sensation scale, which was recommended by Fanger in the 
1970s and further developed by de Dear in 1998 and 2001. 

3. Results and Discussions 

3.1. Assessing households’ socio-demographic characteristics  

This section explores the relationships among the household socio-demographic characteristics, energy use 
and other variables collected from the respondents during the field-study period; and a set of questions 
developed to undertake statistical tests was utilised to determine the correlations between different socio-
demographic characteristics based on the survey findings. The relationships between occupant age, economic 
status, education level, occupation, income, and health conditions were examined using cross tabulations with 
chi-square tests, as shown in Table 4. 

 
Tab.4: Relationships Between Age Band, Economic Status, Education, Occupation, Income, and Health Conditions. 

Research Questions Age 
Band 

Economic 
Status 

Education 
Level 

Occupation Income Health 

Q 1.1: What is your 
age? 

1 0,201 0,114 0,399*** 0,213 0,496** 
— 0,447 0,989 0,000 0,324 0,000 

Q 1.2: What is your 
economic status? 

0,201 1 0,416** 0,171 0,136 0,178 
0,447 — 0,000 0,763 0,936 0,661 

Q 1.3: What is your 
highest level of 
education? 

0,114 0,416** 1 0,162 0,190 0,288 
0,989 0,000 — 0,648 0,333 0,196 

Q 1.4: What is your 
occupation? 

0,399*** 0,171 0,162 1 0,275 0,342** 
0,000 0,763 0,648 — 0,092 0,000 

Q 29: What is your 
monthly income? 

0,213 0,136 0,190 0,275 1 0,174 
0,324 0,936 0,333 0,092 — 0,480 

Q 28: How is your 
health in general? 

0,496** 0,178 0,196 0,342** 0,174 1 
0,000 0,661 0,288 0,000 0,480 — 

 

As shown in Table 4, age bands were significantly related to the health conditions, and this relationship was 
strong (χ² = 73,739, p < 0,001, Cramer’s V = 0,496). Younger age appeared to report better health conditions 
(good or very good) than older age. Household occupation was significantly related to health conditions, and 
the relationship was moderate (χ² = 33,071, p < 0,001, Cramer’s V = 0,342). A greater proportion of participants 
with very good condition worked outside the home than those with mediocre health conditions, whereas none 
of the participants who retired had very good conditions. Household occupations were also significantly 
associated with age with a moderate-strong relationship (χ² = 44,810, p < 0,001, Cramer’s V = 0,399). The 
results revealed that economic status was significantly related to educational level (χ² = 48,808, p < 0,001, 
Cramer’s V = 0,416). A greater proportion of participants with high school had full time jobs than those with 
only elementary or secondary school, whereas most participants who were pensioners graduated from 
elementary or secondary school, and none of undergraduate/postgraduate students were pensioners. Income 
was not significantly related to any variables.  
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Tab.4: Relationships Between Age Band, Economic Status, Education, Occupation, Income, and Health Conditions (Continued). 

Health condition - Age, χ² (12) = 73,74, p = 0,000, Cramer’s V = 0,496 
Health condition – Employment status, χ² (12) = 9,48, p = 0,661, Cramer’s V = 0,178 
Health condition – Education level, χ² (9) = 10,83, p = 0,288, Cramer’s V = 0,196 
Health condition – Occupation, χ² (9) = 33,07, p = 0,000, Cramer’s V = 0,342 
Health condition – Income, χ² (9) = 8,63, p = 0,472, Cramer’s V = 0,170 
Income - Age, χ² (12) = 8,63, p = 0,324, Cramer’s V = 0,213 
Income – Employment status, χ² (12) = 5,58, p = 0,936, Cramer’s V = 0,136 
Income – Education level, χ² (9) = 10,22, p = 0,333, Cramer’s V = 0,190 
Income – Occupation, χ² (9) = 8,55, p = 0,480, Cramer’s V = 0,174 
Occupation – Age, χ² (12) = 44,81, p = 0,000, Cramer’s V = 0,399 
Occupation – Employment status, χ² (12) = 48,81, p = 0,000, Cramer’s V = 0,416 
Occupation – Education, χ² (9) = 6,89, p = 0,648, Cramer’s V = 0,162 
Age – Education, χ² (12) = 3.68, p = 0,989, Cramer’s V = 0,114 
Age – Employment status, χ² (16) = 16.09, p = 0,447, Cramer’s V = 0,201 
Employment status – Education, χ² (12) = 48.81, p = 0,000, Cramer’s V = 0,416 

 
As shown in Table 4, feed-forward interviews of the residents of 100 flats revealed that age bands were 
significantly related to the health conditions, and this relationship was strong (χ² = 73,739, p < 0,001, Cramer’s 
V = 0,496). Younger age appeared to report better health conditions (good or very good) than older age. 
Household occupations were also significantly associated with age with a moderate-strong relationship (χ² = 
44,810, p < 0,001, Cramer’s V = 0,399). Of the surveyed flats, 73% had owner-occupiers whose ages ranged 
between 55 and 65 or were 65 and older; these age bands were in the high-income group, and the energy 
consumption of these households was higher than the national average, all of which demonstrates an 
association between age and level-of-income factors, which suggests that household socio-demographic 
characteristics should be evaluated before any type of building retrofitting is developed. 

3.2. Assessing occupants’ thermal comfort  
In Table 5 (a) Pearson’s correlation analysis was undertaken to assess occupants’ TSVs. To provide an accurate 
conventional method of design in thermal comfort studies, households' TSVs [-3, +3] coding range represents 
the [Cold to Hot] thermal sensation scale. Wang et al. (2018) recommended 7-point continuous thermal 
sensation scale which allows researchers to conduct Pearson’s correlations at the time of identifying ‘neutral’ 
adaptive thermal comfort in longitudinal field studies. In Table 5 (b) Cramer’s V test was undertaken to 
demonstrate relationships between households’ TSVs, orientation factor of each RTB in the post-war social 
housing estate and floor level differences of each apartment in the RTB. To provide an accurate conventional 
method of design in thermal comfort studies, households' TSVs [0 to 6] coding range represents [-3, +3] 
thermal sensation scale band. Wang et al. (2018) recommended 7-point discrete thermal sensation scale could 
be applied to assess occupants’ TSVs. This means that the variables related to occupants’ TSVs could be used 
as ordinal variables to conduct the relevant Cramer’s V test. It should be noted that in the questionnaire survey 
pro-forma, the survey was set on a 7-point Likert scale to assess occupants’ TSVs.  

In this respect, Cramer’s V test was conducted to demonstrate the appropriateness of the chosen statistical 
analysis. Hence, according to adaptive thermal comfort theory which was developed by Haghighat and Donnini 
(1998) and Haldi and Robinsion (2008) recommended that [-3, +3] coding should be applied as a continuous 
variable to conduct Pearson’s correlations while interpreting the households’ TSVs. These scholars highlighted 
the interpretation of households’ TSVs by selecting these variables which could not have a significant effect 
on the outcome to identify ‘neutral’ adaptive thermal comfort thresholds in a field study. In the present study, 
both Pearson’s correlations and Cramer’s V test were conducted and only Pearson's correlation findings were 
reported according to the statistical convention. Additionally, Cramer’s V findings were presented to respect 
the convention in statistics. In this present study, Fisher’s exact test was applied before undertaking Cramer’s 
V test to avoid any research bias and demonstrate the statistical representation of this method of design. 
However, in general many thermal comfort studies recommend Pearson’s correlation outputs could provide a 
reliable guidance to the researchers to measure the effect of households’ TSVs. 
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Tab.5 (a): Relationships Between Occupant TSVs for Each Occupied Space in the Summer: Living Room, Kitchen, Bedroom 1, 
Bedroom 2, Bedroom 3. 

Thermal sensation 
votes 
(TSV) for each 
occupied space 

Living 
Room 

Kitchen Bedroom 
1 

Bedroom 
2 

Bedroom 
3 

Living 
Room 

Pearson’s 
correlation 

1 0,462** 0,302** 0,146 0,200* 

Significance  — < 0,001 0,002 0,147 0,046 
Kitchen Pearson’s 

correlation 
0,462** 1 0,133 0,205* 0,220* 

Significance  < 0,001 — 0187 0,041 0,028 
Bedroom 
1 

Pearson’s 
correlation 

0,302** 0,133 1 0,763** 0,724** 

Significance  0,002 0187 — < 0,001 < 0,001 
Bedroom 
2 

Pearson’s 
correlation 

0,146 0,205* 0,763** 1 0,829** 

Significance  0,147 0,041 < 0,001 — < 0,001 
Bedroom 
3 

Pearson’s 
correlation 

0,200* 0,220* 0,724** 0,829** 1 

Significance  0,046 0,028 < 0,001 < 0,001 — 
** Correlation is significant at the 0,01 level (two-tailed) 
*Correlation is significant at the 0,05 level (two-tailed) 

 
As shown in Table 5 (a), several strong and moderate positive correlations related to the occupants’ decisions 
on TSVs in the summer were detected. TSVs in bedroom 1, bedroom 2, and bedroom 3 were strongly and 
positively correlated with each other (rs= 0,724 - 0,829, ps < 0,001). A moderate positive correlation was noted 
between the TSVs in the living room and kitchen spaces (r = 0,462, p < 0,001). TSVs in living room was 
significantly but weakly correlated with TSVs in bedroom 1 (r = 0,302, p = 0,002) and bedroom 3 (r = 0,200, 
p = 0,046). TSVs in kitchen was significantly but weakly related to TSVs in bedroom 2 (r = 0,205, p = 0,041) 
and bedroom 3 (r = 0,220, p = 0,028), which indicates that the position of the rooms in the flats should be 
taken into account to assess the occupants’ thermal comfort and provide a basis for an ordinal logistic 
regression analysis; this is presented in Figures 2 (a)-(d). It is important to know occupants’ TSVs in their 
bedrooms because of the significance of night-time sleep is strongly correlated with the hot and humid climate 
characteristics of this Eastern-Mediterranean region. Table 5 (b) demonstrates the Fisher’s Exact tests if over 
25% of cells had less than 5 expected counts that revealed relationships between occupant TSVs for each 
occupied space in the summer, orientation and floor level.  

  
(a) (b) 

  
(c) (d) 

Fig.2: (a) Meta-regression analysis between age bands and cooling consumption in summer by exploring energy efficiency 
awareness; correlations between households’ length of residency and outdoor heat stress index factor by thermal sensation votes 
integration; (c) regression analysis between households’ age and outdoor relative humidity; (d) correlations between households’ 
energy efficiency awareness and households’ density by exploring energy consumption.  
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Tab. 5 (b): Relationships Between Occupant TSVs for Each Occupied Space in the Summer: Living Room, Kitchen, Bedroom 1, 
Bedroom 2, Bedroom 3, RTB Orientation and Floor Level. 

Thermal sensation votes 
(TSV) for each occupied space 

Orientation Floor Level 

Living Room Cramer's V 0,226 0,232 
Significance  0,379 0,220 

Kitchen Cramer's V 0,279 0,222 
Significance  0,118 0,384 

Bedroom 1 Cramer's V 0,274 0,177 
Significance  0,176 0,952 

Bedroom 2 Cramer's V 0,272 0,194 

Significance  0,121 0,891 
Bedroom 3 Cramer's V 0,263 0,221 

Significance  0,094 0,489 
Orientation Cramer's V 1 0,197 

Significance — 0,188 
Floor Level Cramer's V 0,197 1 

Significance 0,188 — 
Living room TSV – Orientation, Fisher’s exact = 15,40, p = 0,379, Cramer’s V = 0,226 
Kitchen TSV – Orientation, Fisher’s exact = 19,72, p = 0,118, Cramer’s V = 0,279 
Bedroom 1 TSV – Orientation, Fisher’s exact =20,81, p = 0,176, Cramer’s V = 0,274 
Bedroom 2 TSV – Orientation, Fisher’s exact = 22,54, p = 0,121, Cramer’s V = 0,272 
Bedroom 3 TSV – Orientation, Fisher’s exact = 20,19, p = 0,094, Cramer’s V = 0,263 
Floor level - Orientation, Fisher’s exact = 12,11, p = 0,188, Cramer’s V = 0,197 
Living room TSV – Floor level, Fisher’s exact = 18,15, p = 0,220, Cramer’s V = 0,232 
Kitchen TSV – Floor level, Fisher’s exact = 15.35, p = 0,384, Cramer’s V = 0,222 
Bedroom 1 TSV – Floor level, Fisher’s exact = 10,23, p = 0,952, Cramer’s V = 0,177 
Bedroom 2 TSV – Floor level, Fisher’s exact = 10,09, p = 0,891, Cramer’s V = 0,194 
Bedroom 3 TSV – Floor level, Fisher’s exact = 13,86, p = 0,489, Cramer’s V = 0,221 
Occupant TSVs for living room, kitchen and bedrooms 1, 2 and 3 in the summer: (0) to (6) 
RTB orientation: 0 (north-east), 1 (south), 2 (north-west), 3 (south-west) and 4 (south-east) 
Different floor levels: 0 (ground), 1 (first), 2 (second), 3 (third), 4 (fourth) and 5 (fifth 

 
The results revealed that orientation and floor level were not significantly related to any TSVs. This was 
probably due to the small floor area of these spaces, which means the physical condition of the RTBs can lead 
to thermally uncomfortable indoor-air temperatures due to the poor window design in the interviewed flats. 
Data related to the occupants’ adaptation to slightly warmer indoor-environment conditions and outdoor-air 
temperatures could be seen as a significant contribution to the ASHRAE Global Thermal Comfort Database II 
in terms of the delineation of a specific method to conduct a longitudinal field survey in this particular south-
eastern Mediterranean climate and the prediction of neutral adaptive thermal comfort levels with the use of an 
ordinal logistic regression analysis (see at - https://doi.org/10.6078/D1F671). The present study also provides 
a roadmap to the EN 15251 thermal-comfort assessment criteria in the event that industry-based temperature 
design criteria are unable to comply with the ASHRAE Global Thermal Comfort Database II because they 
conflict with the occupants’ adaptive comfort temperatures, as shown in Figure 3. 

 
Fig.3: Households’ thermal sensation votes by using Forest Plot analysis. 
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According to Figure 3, the recorded temperatures were above the acceptable benchmark of 25°C that was 
determined to maintain the occupants’ thermal comfort (BSI, 2005; CIBSE, 2017; CEN, 2007). Additionally, 
the average mean temperatures that were recorded across the indoor measurement results and the outdoor 
monitoring results were ranged from 30,59–32,12°C, which is above the recommended thermal-comfort level 
of 23–25°C indicated by the CIBSE TM52 Overheating Task Force. It is worth noting that recorded daily 
running mean outdoor temperatures reflected the thermal experiences of the occupants more accurately than 
the monthly mean temperatures, because the outdoor mean temperatures sometimes changed in significantly 
shorter intervals (Nicol et al., 2012). Even though the monthly mean temperature was taken as an average 
temperature of the month as a whole in the present study, the occupants’ TSVs were found to be correlated 
with their thermal experiences and their ability to adapt their physiological body temperatures to changing 
summer climate conditions (Ozarisoy & Altan, 2023). 

4. Conclusions 

The present study detailed a model that can be employed to investigate a range of potential retrofitting 
interventions related to housing-energy consumption and to address issues associated with overheating risks 
experienced during the summer; as such, the research design and methodology of the present study aims to 
enhance policymakers’ understandings of the complex nature of energy consumption and occupant thermal 
comfort. The developed framework provides a scientific background that can be included in the building 
energy simulation (BES) platform to serve as a set of guidelines for the EPBD scientific committee for energy 
policy design and retrofitting strategies. The study findings can be extrapolated by current industry benchmarks 
or assessment criteria as a new European Norm (EN) that can be adopted by other EU countries. The findings 
of this study enhanced the overall understanding of the complex interrelationships between household socio-
demographic characteristics, building thermal properties and occupants’ habitual adaptive behaviour related 
to thermal comfort in heat-vulnerable MFHs. It was found that TSVs in living room was significantly but 
weakly correlated with TSVs in bedroom 1 (r = 0,302, p = 0,002) and bedroom 3 (r = 0,200, p = 0,046). TSVs 
in kitchen was significantly but weakly related to TSVs in bedroom 2 (r = 0,205, p = 0,041) and bedroom 3 
(r = 0,220, p = 0,028). The present study is the first to follow the recommended methodology laid out in EN 
15251 – Indoor environmental input parameters for design and assessment of energy performance of buildings 
addressing indoor air quality, thermal environment, lighting and acoustics. To date, no other studies have 
focused on the development of this particular EN 15251 standard; as such, the present study developed a socio-
technical-systems (STS) conceptual framework to provide a significant contribution to the body of knowledge 
related to a novel methodological framework for building performance evaluation studies.  
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Abstract 

Retrofitting the heritage buildings (listed or not) is a complex task due to legal, financial and technical barriers. The 

decision makers often lack a holistic view about the condition of the existing building stock in their jurisdiction, 

possible renovation options and the impact of the renovation actions on the overall sustainability performance of the 

building stock. Within the ATLAS research project, the ATLAS-FeliCity online tool was developed. The tool 

provides a simplified digital twin version of the built environment and allows the user to conduct an energy 

performance analysis at various spatial scales (single, or portfolio of buildings). The developed tool was tested in 

different demo sites in the Alpine Space area characterized by similar building types and specially focused on the 

historic building stock. The tool is designed to be used as basis for the decision-making at municipality level. 

Municipalities will be supported in developing optimized renovation strategies in terms of reducing the ecological 

footprint and carbon emissions as well as increasing building´s energy efficiency. This paper presents a summary of 

the main features of the FeliCity-ATLAS tool and the results achieved during two-demo site testing: 

Madruzzo/Calavino (Italy) and Locarno (Switzerland). 

Keywords: Renovation of building stock, energy retrofit, heritage buildings, digital twin, 3D digital-tool 

 

1. Introduction 

Over a quarter of the European building stock is classified as “historic” with vast majority of it concentrated in the 

rural areas (Troi, 2011). The traditional architecture in the Alps is a key enabler for sustainable development in the 

social, ecological and economic spheres. In this context, improving the sustainability of the historic buildings can 

lead to several positive effects on the sustainability of the whole Alpine area. It would promote the use of the existing 

infrastructure and the local economy thus, limiting the land use changes and the rural depopulation. Moreover, the 

energy renovating of the traditional historic architecture extend their service life and reduce the ecological footprint 

and have an overarching socioeconomic impact that goes beyond the environmental or economic benefits (Khoja et 

al., 2021a)  

The retrofitting of historic buildings is a complex task. Very often in the case of historic buildings (HB) specific 

constraints and restrictions may limit the architects and designers in the application and selection of retrofitting 

solutions during the design phase (e.g., buildings protected by cultural heritage, legal constraints, technical 

constraints or financial constraints, etc.). In order to achieve the most effective results, all involved stakeholders must 

cooperate in a well-coordinated and structured way. This requires a thoughtful methodology that guides the 

stakeholders through the different phases of the retrofitting project. Local guidelines and the EU standards EN 16883 

- 2017-0899 Conservation of cultural heritage - Guidelines for improving the energy performance of historic 

buildings can give certain recommendations to be followed, but there is a lack of specific tools at operational level 

to help with this task (Buda et al., 2022). Hence, Within the ATLAS research project (https://www.alpine-

space.org/projects/atlas/en/home), a digital twin decision support online tool named ATLAS-FeliCity was developed 

(Khoja et al., 2021b). The tool is designed to support a holistic energy retrofit of the heritage building stock. The tool 

supports planners in the complex task of improving the sustainability of the built environment through providing a 

simplified digital twin of buildings, neighborhoods or cities, which is connected to several analysis and optimization 

functions (e.g. energy, carbon emissions, renewables, etc.). Moreover, the tool offers a highly flexible and easy to 
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use plug and play approach, useful for non-expert users to get a quick start in the applications of the tool. During the 

development, the tool was tested at different municipalities in Italy, Switzerland, Slovenia and Germany. The 

developed tool is a key enabler of the novel ATLAS integrated decision support methodology (DS-Toolkit) which 

guides the stakeholder throughout the renovation work of historical buildings in five sequential phases, starting at 

the initiation phase up to the in-use phase. (Figure 1).  

 

Fig. 1: Main phases in the ATLAS integrated decision support methodology (IDS) to support energy renovation of Historical 

Buildings (HB). Preparation phase (02) serves as input data for the tool. Source: Khoja et al., 2020a. 

2. ATLAS- FeliCity Tool architecture and 
requirements 

The effectiveness of building retrofitting can be increased significantly through district wide, multi scale renovation 

of the building stock (Khoja et al., 2019). This multi scale renovation enables the planners to exploit energy synergies 

between the existing buildings, utilize district energy systems and take advantage of the economics of scale (Khoja 

et al., 2019). However, working beside an own isolated project on multiple scales faces major challenges as the 

complexity of planning grows exponentially and traditional planning methods and tools do not support such multi 

scale consideration. Modern digital twin tools can help the sector overcome this barrier by providing the planner with 

multi scale consideration of their interventions. ATLAS-FeliCity is one of the few advanced planning software tools 

that are able to address this holistic, multi-layered approach. 

ATLAS-Felicity bundles a comprehensive 3D building database with open-source GIS data and connect external 

webservices. These open sources serve as an extendible basis for real-time hourly thermal simulation and data 

visualisation. Thus, the user is able via the cloud to import and activate information directly objects from the built 

environment (building models, streets, landscape objects, public transport stops, etc.) in the tool web-interface 

without any pre-processing or uploading of data (e.g. GIS). A core part of the default dataset in ATLAS-FeliCity is 

the building construction database, which includes default parameters for various building types (e.g., residential, 

school, offices, retail, etc.), several construction periods (since about 1850, until 1900 and after 2010) and heritage 

protection status (e.g., listed, buildings protected as part of a conservation area, building with historic values but not 

listed, and without historical values). The database holds all the needed information and parameters to run a single 

zone hourly energy simulation using the ISO 13790 calculation method. To support the design team in assessing the 

impact of different renovation scenarios on the heritage buildings, ATLAS-FeliCity provides an advanced Simulation 

and Design Hub (SDH) which is a convergence of Dynamic Simulation Modelling, Geographic Information Systems 

(GIS), cloud data storage & analysis supported by key performance indicators (KPIs) and valuable analysis tools. 

The SDH allows performing various analyses like energy demand, carbon emissions, share of renewables, and 

payback period of the selected interventions. The objective therefore is to create and optimise the selected 

intervention measures in terms of energy, heritage compatibility, cost efficiency as well as the overall sustainability. 

2.1. The ATLAS-FeliCity Decision Support (DS) Process in the preparation phase 

When dealing with retrofitting projects, understanding the current energy performance of the building and its 

potential for energy demand reduction is an important step in the early decision-making process of the project to set 

the targets to be achieved during the project (01 Target definition phase, Fig.1). During the preparation phase (phase 

02, Fig.1), various stakeholders gather information about the building and its surrounding serving as input for the 

FeliCity tool. Thus, within the preparation phase, the following three processes take place: 

a) Populating the building model: intensive data collection to perform a qualified energy assessment of the as-

Input data 
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it-state of the building, the effect of the retrofitting project as well as for its interaction with the environment 

and local grids. To help the designer in this complex task, the ATLAS DS-Toolkit provides a list of 

minimum data, which is required to populate the building model. According to this list, also default data are 

included in the ATLAS-FeliCity tool which can replace unknow values based on the building age class. 

This allows for having a fairly acceptable result of the energy performance in short modelling time; 

b) Identification of the building weak points: during the diagnosis the designer need to specify the building 

components (i.e. envelop, systems, etc.) that are causing the highest amount of energy consumption and 

can/shall be improved. The ATLAS-FeliCity provide a detailed ranking list of the different energy 

performance weaknesses of the building. This serves as a basis for selecting and prioritising the most 

efficient retrofitting solutions and for creating a package of interventions for the building in the next steps; 

c) Identification of the potential solutions: A core element of the ATLAS project was the collection of good 

examples on very different levels from historic building typologies and existing guidelines for energy 

retrofitting, to the use of renewable energy sources (RES) in a regional Alpine Space context documented 

in Atlas Deliverable D.T3.2.1 (Polo López, et al. 2020, 2021). ATLAS research gathered best-practice 

examples of how historic buildings can be renovated to achieve high levels of energy efficiency while 

respecting and protecting its heritage significance. A database of best practice building renovations is 

available with the  HiBERatlas (www.hiberatlas.com) (Haas et al. 2021) and accordingly for technical 

solutions for energy retrofit with the HiBERtool (www.tool.hiberatlas.com) (Rieser et al., 2021). These 

tools developed within the Interreg AS ATLAS are strategic elements aiming at establishing transnationally 

integrated low carbon policy instruments. They are useful information to stakeholders involved in the 

renovation process of historic buildings, as the ATLAS holistic decision-support (DS) methodology and 

toolkit, Atlas Deliverable D.T3.4.1 (Khoja et al. 2020a) and Deliverable D.T3.5.1 (Khoja et al. 2021)). 

2.2. Design and Procurement phase (phase 03, in Fig.1), 

A retrofitting design variant in ATLAS-FeliCity DS is a package of different retrofitting interventions applied on 

single buildings or a group of buildings, in the whole neighbourhood and its energy related infrastructure, like heat 

networks or power plants. Thus, each concept may contain several different design variants that on the one hand need 

to reach the set targets and as well must be in line with the identified constraints and restrictions determined in the 

Target definition phase (phase 01, Fig. 1). Therefore, all valid variants would then be later assessed in the decision-

making step to choose the concept to be developed. In the later decision-making step, the developed design variants 

within a concept are compared against each other thanks to a Multiple Criteria Decision Analysis (MCDA) value 

assessment. Retrofitting design variants can include one package of interventions which has been applied to relevant 

objects (i.e., building or group of buildings) or in urban environments (i.e., energy infrastructure, neighbourhood 

objects). For example, to promote multi scale renovation approaches as roof sharing strategies, smart grids or energy 

storage for the neighbourhood. The objective therefore is to create and optimise the selected intervention measures 

in terms of energy, heritage compatibility, cost efficiency as well as the overall sustainability. The following in figure 

1 represent the sequence of applying retrofitting interventions in the iteration steps of the DS that is to be adopted by 

the “Planners team”: 

 

Fig. 2: Sequence of applying retrofitting interventions in the iteration steps of the DS. Source: Khoja et al., 2020a. 

While creating a design variant the “Planners team” must consider several aspects like the determined targets, 

constraints, and restrictions as well as different interactions between the applied interventions and the buildings in 

the neighbourhood or its energy infrastructure. Moreover, the “Planners team” also needs to involve all relevant 

project stakeholders like “Managers/Coordinators”, “End-Users”, “Client/Owners” and others in the design process 

of variants. To make all these challenges manageable, the ATLAS DS process in the Concept phase contains the 

following main steps to create design variants which need to be followed by the “Planners team”:  

 
C.S. Polo López et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

180



 

1. Selection and optimisation of energy interventions on building and neighbourhood level; 

2. Addition of non-simulated interventions; 

3. Inclusion of business models and financing schemes;  

4. Approval of design variant. 

First step in the selection and optimisation of the intervention package is to identify and exclude all interventions, 

which may not be suitable to be applied for the building or neighbourhood due to the previously defined constraints, 

or restrictions. For example, if cultural heritage protection laws restrict the works on the façade of the building the 

“Planners team” needs to filter out all interventions which cannot be applied. Then, based on the identified weak-

points in the preparation phase, “Planners team” can assess the potential for improvements and therefore select most 

useful retrofitting interventions from the ATLAS-FeliCity technology library datasheet.  

Secondly, there may also be non-quantifiable or non-simulated interventions on objects which have not been defined 

in the ATLAS technology library. Such non-quantifiable interventions are introduced in a qualitative way (written 

text) in a design variant and considered in the design phase by the “Planners”. Such non-quantifiable interventions 

cannot be simulated or calculated with ATLAS tools but can be quantified by the ATLAS KPIs. The ATLAS project 

has developed based on the CESBA (Common European Sustainable Built Environment Assessment) Alps key 

performance indicators KPIs, the ATLAS KPIs. The ATLAS KPI are specific for heritage buildings and should help 

guide the “Planning Team” in establishing the renovation targets in terms of energy, CO2 savings and payback periods 

(Khoja et al., 2020b). These KPIs are partially incorporated within the ATLAS-FeliCity tool to aid the decision-

making process and monitor the target achievements after renovation works are concluded. 

The third step then provides for the incorporation of business models and financing schemes. Depending on the site 

of the project the “Planners Team” must search for the current financing schemes and their specific conditions in the 

region or site of the project. The results of the ATLAS Task 3.3, Deliverable D3.1/3.3 (Khoja et al. 2020 c)  can be 

used a preliminary starting point for this search. However, due to dynamic nature of national and regional funding 

schemes, up-to-date research by the “Planners Team” must be done. The ATLAS-FeliCity tool provides an initial 

estimation of the area and cost of each intervention, however, the specification of the investment cost data for each 

applied intervention needs to be done based on local price indexes or other external software tools to get accurate 

investment estimation. Only with having an estimation of the expected total investment costs, it is possible to select 

useful financing mechanism and business models for the variant. If direct cost benefits from incentives like grants 

are available, the “Planners Team” needs to calculate the benefits based on the specific conditions of each financing 

mechanism and intervention. Hence, the final investment cost for the applied interventions may reduce by applying 

these financing mechanisms depending on the availability in the related country or region of the project. After 

collecting data on investment costs and all financing mechanisms for the variants, the “Planners Team” can calculate 

the ROI (Return on Investment) and PP (Payback Period) of the interventions. 

At last, fourth step, it is necessary to approve the design variant. The design variant finally needs to be matched with 

the set targets defined in the definition phase and to compare the results of the design variant against the KPIs targets 

(e.g. Figure 3). Depending on the kind of set targets (Benchmarks) the KPIs can be compared with the current state 

results in a quantitative way by checking the absolute values of the results (e.g. kWh m-2 per year) or using the 

relative results (20% reduction). “Planners Team” needs to check after each iteration if the targets already have been 

reached or not by the selected package of measures. All KPIs can be calculated for different variants on each scale 

of application and are aggregated or averaged. Hence, these comparisons and checks already should have been done 

for several times after each iteration step. Final matching between the variant results and the set targets is the last 

step in the optimisation and creation process. If the optimisation is finished and the targets have been reached by the 

variant, the iteration loops stops and the variant is ready for a presentation and an approval by the relevant project 

stakeholders (e.g. “Client/Owner” and the “Manager/Coordinator”) and the implementation phase can start. 

        

Fig. 3: A screenshot of the ATLAS DS tool showing the KPIs value. 
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ATLAS-FeliCity DS Tool main features applied to case studies  

The ATLAS-FeliCity fully supports the Pareto principle, which allows achieving accuracy in energy and cost results 

of at least 80 % by only providing around 20% of input data. Hence, minimizing the data collection time and cost 

effort by the users. ATLAS-FeliCity Data Collection process is based on gathering digital building data, city data 

and data for the surrounding infrastructure on multiple scales via a simple to use Data Collection wizard. The 

collected data is stored in a cloud-based webserver for subsequent use through the whole conception and 

refurbishment process that uses two modes methodology for data capturing on different building data in a multi-scale 

environment (basic and advanced). This enables working on urban larger scales and multiple buildings (e.g. large 

building stock portfolios) in an efficient and precise way.  

The building construction default dataset in ATLAS-FeliCity includes typical building construction for various 

building types and construction periods, and also historical status characteristics of the building or urban area. The 

database holds all the needed information and parameters to run an energy simulation. ATLAS-FeliCity will then be 

able to set up an energy model of the building by combining the default database with the geometric data from the 

geometry database. Afterwards, the planning team can start applying various renovation interventions using the 

ATLAS-FeliCity intervention catalogue. The ATLAS-FeliCity renovation catalogue provides over 300 different kind 

of retrofitting measures which can be simulated on different scales of application. For each selectable measure the 

effect in terms of energy efficiency and further KPIs can be simulated and the investment cost of the intervention 

can be estimated as well as the reduction in the running costs. To run simulations, ATLAS-FeliCity includes the U.S. 

Department of Energy's DOE dataset of hourly-based climate data, which are automatically assigned by the 

simulation and planning hub based on the GIS location of the project. All input data from the default database can 

be displayed and overwritten step-by-step by the user in case more detailed information has been collected. This 

enables the user to overwrite and input all needed data for the creation of the geometry information model, modelling 

of building components or systems (HVAC, pipes, etc.), thermal and energy simulation models, and further related 

models like financial and life-cycle analysis models.  

A novelty of the ATLAS-FeliCity tool is its capability to allow planners working with the built environment on a 

multi-scale level in a flexible and intuitive way by activated on a virtual map and selecting the scale on which the 

user intends to work. Thus, it is possible to flexibly switch between the scales from the highest level of detail to a 

lower level of detail on a larger scale, depending on the projects scope and objectives. Enlarging the scale of 

application implies add further buildings (Figure 4) which it turns allows upscaling to a neighbourhood or even a 

city scale (Figure 5).  FeliCity in this case calculates depending on the metric of interest a weighted average of the 

required values (e.g. primary energy demand or carbon emissions per m² and year). The cost of each intervention as 

well as the bill of quantities is estimated based on the 3D building geometries (e.g. wall area, roof area, windows 

area, floor area, etc.) and statistical methods. Using the estimated bill of quantity, the average cost of the intervention 

per reference unit and country stored in the FeliCity backend database are applied to estimate the rough renovation 

cost. Based on the investment cost and savings in operational cost a return of investment and payback period of all 

applied renovation measures considering the real building geometries, actual climate data and construction costs at 

the present location is conducted by the tool. 

a)  b)  

Fig. 4: ATLAS-FeliCity example of upscaling from the primary energy demand on a single building (a) to aggregated primary energy 

demand at building block scale (b,12 buildings). Source: Khoja et al., 2020a. 
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Fig. 5: Aggregated primary energy demand and energy breakdown’s on a city scale (3000 buildings). Source: Khoja et al., 2020a. 

2.4. Implementing and commissioning & end-use phases 

In these phases (04 and 05 phases) as any construction activity whether it is a newly built project or a retrofitting 

one, the goal is to create a set of drawings, documents and detailed specifications that would allow for implementing 

the developed retrofitting design on the ground. Depending on the complexity of the project, it might be necessary 

to engage consultants and moreover, in this phase it is important to engage the local knowledge in the final 

development of the project. The developed project must reflect the “End User’s “requirements defined in concept 

phase. Furthermore, “planners’ team” in cooperation with “Manager/ Coordinator” need to develop a detailed 

breakdown of the project budget that reflects the project cost estimations and to make sure that the developed design 

is within the project performance targets previously defined. The 'Planners Team', in coordination with the 

'Manager/Coordinator' and 'Builder', must develop methods and strategies to be used in the handover, commissioning 

and utilisation phase. These could include monitoring and optimisation of energy performance as well as continuous 

post-occupancy investigation to avoid sub-optimal utilisation, which is indeed crucial in the long-term sustainability 

of successful retrofit projects.   

3. ATLAS-FeliCity Decision Support Tool: Beta 
testing in Alpine municipalities 

Within the ATLAS project, a beta-version of ATLAS-FeliCity Decision Support DS Tool has been tested in four 

demo sites (Madruzzo/Calavino (Italy), Locarno o Lugano (Switzerland), Tolmin (Slovenia) and Mering (Germany). 

This paper will discuss the results of the demo site testing for two cases namely (Figure 6): Locarno (Switzerland) 

and Madruzzo/Calavino (Italy), dicussing the main features of the ATLAS-FeliCity- and its usability and limitation 

for guiding the decision-makers in renovating their existing stock. 

a) b) 

Fig. 6: ATLAS-FeliCity Decision Support Tool application to Locarno municipality (Switzerland) and Calavino center (Italy).  

3.1 ATLAS-FeliCity DS Tool: Case Study Locarno (Canton of Ticino, Switzerland) 

The existing real estate portfolio in Switzerland, but also in Canton of Ticino, consists mainly of “old buildings” (i.e. 

45% of the buildings were built before 1960, and almost 70% before 1980.) characterized by high heating 

consumption due to poor energy efficiency of the building envelope and systems. The technical age of their 

constructive elements is for the most part higher than their useful life span due to lack of renewal cycles and a lack 
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of renovation strategy. This situation, in addition to the continued loss of property value, is a serious obstacle to the 

achievement of the Confederation Energy Strategy 2050 (BFE, 2017; Boulouchos, et al., 2022). In 2019, the City of 

Locarno commissioned the University of Applied Sciences and Arts of Southern Switzerland, SUPSI to analyse and 

plan the rehabilitation of its real estate portfolio (Branca et al., 2019). The work has been aimed to find a concrete 

solution to the management and rehabilitation needs of the building stock of the city of Locarno. The study aimed to 

allow the property owner, in this case Locarno municipality, planning the interventions at the scale of the real estate 

portfolio by identifying priorities and sustainability. The real estate park City of Locarno consists of 21 buildings 

with different uses, mainly composed of school buildings and offices (i.e. 9 schools, 10 offices and 2 apartments, all 

built before the 1980s, with almost 50% of structures built before 1960). A first diagnosis of each single building 

was carried out with the PETRA tool, a Web Platform for Energetic and Technological Retrofit in Architecture (Buda 

et al., 2022; Branca et al., 2012). The tool developed by SUPSI in collaboration with the Swiss Federal Institute of 

Technology Lausanne (EPFL) and three private companies makes use of a database on sustainable building 

renovation with constantly updated information taking into account Swiss regulations. Ten historic buildings within 

the real estate portfolio of Locarno City have been used in the Beta Test of ATLAS-FeliCity tool (Figure 7).  

  

Fig. 7: List of 10 historic buildings of Locarno Municipality (CH) and geolocation in ATLAS-FeliCity (e.g. 01. Palazzo Marcacci). 

Source: SUPSI 

The current energy status scenario was defined for the calculation of the heat balance to get a picture of the theoretical 

energy consumption at historic buildings current state in the city of Locarno real estate park. In order to assess the 

differences between the initial state in the City of Locarno's building stock in energy terms and the final state, various 

retrofit intervention scenarios have been defined. First analysis of the distribution of losses and gains, expressed in 

percentages, for individual building elements during the heating period and the cooling period respectively before 

energy retrofit measures, shown that walls and windows of buildings are the main dispersing elements on which an 

effective retrofit strategy would need to be implemented. After identifying the theoretical energy consumption 

(quantified by 1,993,543 kWh/yr.), a comparison with the results obtained with regard the actual consumption 

collected in 2019 were possible (total energy consumption of 2,432,347 kWh/yr.). A difference between the actual 

consumption and theoretical with ATLAS-FeliCity of about 22% is observed (Figure 8). This margin of error is 

acceptable (+/- 20%) because it allowed evaluating with some precision the savings achieved in the new renovation 

scenarios simulated after. 

   

Fig. 8: Gains and losses during the heating and cooling period before energy retrofits. Difference between actual and theoretical 

energy consumption calculated by the ATLAS-FeliCity DS tool for the total buildings analysed.  

Based on the results of the current state, five different renovation scenarios were defined and the theoretical energy 

saving for each retrofit estimated. For each scenario a single renovation measure has been considered. In a second 

step, the individual scenarios were merged to see how much existing (theoretical) power consumption would be 

affected when multiple modernization measures are implemented at the same time and the cost of the intervention.  
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The simulated and assessed scenarios were:  

• S1, Roof / Type of intervention: Rehabilitation of 6 roofs; 

• S2, Window / Type of intervention: Refurbishment of 6 buildings with new windows; 

• S3, Wall / Type of intervention: Façade insulation works on 8 buildings; 

• S4, District Heating Network (DHN) / Type of intervention: 10 buildings connected to DHN; 

• S5, Photovoltaic (PV) / Type of intervention: Installation of 10 PV plants in buildings. 

 

Based on the results of the status-quo analysis, these five renovation scenarios were defined and the theoretical energy 

saving and investment need for each renovation were estimated. As the buildings are not listed under the heritage 

protection law, but on the protected city core ISOS (Federal Inventory of Swiss heritage sites of national importance), 

the building renovation must adhere, as much as possible, to thermal values defined in the Cantons Regulation on 

the use of energy (RUEn, 2008). Hence, the follow renovation measures have been assessed (Table 1): 

Tab. 1: Case study Locarno (CH) – results of energy savings obtained by combining the individual scenarios. 

Scenario, 

Building 

element 

Status  

quo 

Renovation 

 target 

Measures  

applied 

Energy  

savings 

Cost 

 foreseen  

S1, Roof 

 

Current U-

value of the 

roofs varies 

between 0.40 

Wm-2 K-1 and 

0.61 Wm-2 K-1 

U value ≤ 0.23 

W m-2 K-1 to 

achieve an 

improvement of 

about 42% to 

61% 

Greater insulation to 

reduce the U-value of 6 

roofs (restoration 

scenario applied only to 

buildings under a 

threshold U-value > 0.30 

W m-2 K-1). 

52,600 kWh per 

year  

(ca. 3% of 

current total 

primary energy 

consumption) 

232’600 € 

S2, Window Current U-

value of the 

windows 

varies between 

3.59 Wm-2K-1 

and 2.50 Wm-2 

K-1 

U value ≤ 0.80 

W m-2 K-1 

New windows have been 

planned for 6 buildings. 

A limit U-value of 2.00 

Wm-2 K-1 was 

considered, as for 

historic buildings it 

already assumes a good 

energy performance. 

184,000 kWh 

per year  

(ca. 9% of 

current total 

primary energy 

consumption) 

93’256 € 

S3, Wall There are 8 

buildings with 

not optimum 

wall insulation 

performances 

(U-value > 

0.70 Wm-2K-1) 

U-value ≤ 0.65 

Wm-2 K-1 with 

an improvement 

of about 30% to 

57% 

A thinner internal 

insulation layer (i.e. 10 

cm internal insulation) 

was applied to the 

historic building. 

264,000 kWh 

per year 

(ca. 13% of total 

primary energy 

consumption) 

124’197 € 

S4, DHN 

 

Locarno City 

is planning to 

have a District 

Heating 

Network 

(DHN) 

Non-invasive 

measures to 

improve the 

energy 

performance  

The whole real estate 

park of buildings studied 

were selected to be 

connected to DHN. 

341,000 kWh 

per year 

(ca. 8.5% of 

current total 

primary energy 

consumption) 

- 

Cost 

cannot be 

calculated 

S5, PV 

Plants 

Under current 

regulations, 

PV systems 

may also be 

installed in 

historic 

buildings (*) 

Implementation 

of renewable 

energy sources 

RES (PV).  

Total nominal 

power installed: 

10 kWp 

Installation of PV 

systems in the roof of all 

buildings studied. Self-

sufficiency rate of about 

4%, own consumption 

rate of about 87%.  

Total PV energy 

production is about 

70,709.79 kWh per year. 

70,700 kWh per 

year (ca. 14% of 

energy demand 

for auxiliary 

energy, lighting, 

and equipment; 

2% of current 

primary energy 

consumption) 

301,000 € 

(ca. 30,000 

€ each) 

(*) Note: Only federal or cantonal listed buildings required the authorisation from the cultural heritage and 

landscape protection commissions. 
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As a result of the analysis, and combining the individual scenarios (Table 2), it was possible to observe that by 

intervening only on the building envelope – energy measures on roofs (S1), plus windows (S2) and walls (S3) – an 

energy savings of around 25% could be achieved. Through the S1+S2+S3 scenarios, approximately 500,000 kWh 

per year could be saved. If the connection to a district heating network for all buildings is considered an energy 

reduction of about 42% could be achieved (842,313 kWh per year). The best retrofit scenario, where scenarios 

S1+S2+S3+S4+S5 are combined, it is possible to see that the energy reduction is even greater. This result is achieved 

when a photovoltaic system is implemented on the roofs together with all previous measures that would further 

reduce the energy consumption of Locarno’s building stock until the 46% (912,022 kWh per year). 

Tab. 1: Case study Locarno (CH) – results of energy savings obtained by combining the individual scenarios. 

 Actual energy 

status 
S1+S2 S1+S2+S3 S1+S2+S3+S4 S1+S2+S3+S4+S5 

Energy saved 

(kWh/yr.) 
 236,507 500,191 841,313 912,022 

Total delivered energy 

(kWh/yr.) 
1,993,543 1,757,036 1,493,352 1,152,230 1,081,521 

Energy saving rate 

(%) 
 12% 25% 42% 46% 

 

3.2 ATLAS-FeliCity DS Tool: Case Study Calavino, Madruzzo (Italy) 

Calavino, one of the five fractions of the municipality of Madruzzo, is a historical village situated in the Valle dei 

Laghi in the Province of Trento (Italy). Is characterized by a historic city center with a rather homogeneous 

appearance, with traditional residential buildings whereof a large majority was built before 1860. Calavino has a high 

rate of vacant houses and as well as a high rate of non-refurbished buildings. A building stock analysis were already 

done in a preliminary project (Lucchi, 2018) where a specific datasheet for 220 private and public buildings gathered 

relevant information (e.g. location; construction period and constructive elements; typological aspects or building 

use and type, ownership; heritage value and legislation framework; conservation state; energy aspects, etc.). The data 

were then transferred and integrated into a GIS model software using two digital models (both derived from Light 

Detection and Ranging, LiDAR data), which were gathered from the GeoBrowser of the Province of Trento. The 

testing in the ATLAS-FeliCity tool included 216 buildings or building units of the historic centre. Of the buildings 

included are 84% built before 1860, 79% residential buildings; 75% not subject to conservation related regulations 

(only 5.7% are listed buildings, 17.2% have historical elements to be preserved); 16% abandoned or not used.  

The study with the ATLAS-Feli-City tool aimed to identify these measures for retrofit and to investigate the energy 

savings potential of the historic building stock of Calavino. A further aspect was to compare the values of the baseline 

scenario of the FeliCity tool with those of the previous study. The preliminary study serves to input accuracy data on 

ATLAS-Felicity tool and only a few parameters were filled in automatically with default values. Thus, two baseline 

models in the Felicity tool were created: Calavino (with default U-values from ATLAS-FeliCity) and Calavino 

measured (with U-values from the preliminary study) with 216 buildings or building units. When doing a building 

stock analysis, it were useful to divide the building stock into different building groups or “archetypes” that share 

similar characteristics or according different attributes (e.g. listed buildings, in a conservation area, not listed, etc.). 

In case of Calavino the building stock is quite similar in terms of construction method, building age and building 

use, etc. It was useful distinguish the historic building stock between different intervention categories, in order to be 

able to tailor interventions to the heritage and conservation requirements (Figure 9). In that way different building 

groups (archetypes) were created: (I) historic buildings of the inner village of Calavino, (II) all buildings without 

historic value, (III) all listed historic buildings, (IV) all buildings with historic value and (V) buildings from 1860 

and (VI) apartments from 1860. Additionally, a series of single buildings was studied more in detail. 
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Fig. 9: Screenshot of ATLAS-FeliCity tool of Calavino´s historic center and view of the historical town of Calavino. Source: EURAC. 

 

Figure 10 shows besides the “Absolute Energy Demand Breakdowns” also the share of losses and gains during the 

heating and cooling period per construction element before energy retrofit (all buildings studied, baseline scenario 

for 217 buildings). According to these results, the retrofit of the façades, but also of the windows, would have the 

greatest impact. Additionally, both would improve the airtightness and thus reduce the high ventilation losses. With 

regard the building services, the installation of a controlled ventilation system with heat recovery would decrease the 

ventilation losses even more.  

  

Fig. 10: Gains and losses during the heating and cooling period before energy retrofits. Difference between actual and theoretical 

thermal primary energy demand calculated by the ATLAS-FeliCity DS tool for 149 buildings analysed.  

 

Furthermore, the heating energy demand was assessed for 149 selected residential buildings belonging to the biggest 

building group with the most common characteristics in terms of constructive techniques and materials. For this a 

stationary calculation method was elaborated using the software Passive House Planning Package (PHPP) version 9. 

From this calculation, from the 220 total number of buildings, were excluded all non-residential buildings, buildings 

built after 1860 and a few highly damaged buildings. Then, the energy demand for heating on building level 

calculated with the beta version of ATLAS-FeliCity, in kWh m-² per year, has been compared with the results from 

the PHPP calculation for 149 buildings (329.84 kWh m-² per year). The big difference of the preliminary staudy of 

the Calavina building stock based on PHPP and the results derived from FeliCity (initially 100.21 kWh m-² per year) 

were assessed. Tendentially the results for energy demand calculated in PHPP are lower.An iterative process was 

used to identify and reconcile differences in the corresponding input data, for example, weather datasets. The aim 

was not to produce equivalent absolute values, but to have as sound database enabling the estimation of savings 

effects for the various measures. With the help of the in-depth analysis and the comparison of the two studies, the 

FeliCity tool could be significantly improved, especially for the application in the historic building stock. 

4. Conclusions, remarks, and lessons learned 

Energy Efficiency of Buildings as one of the key actions for the sustainable growth and the historic architecture of 

the Alpine region is a key factor for sustainable development in the social, ecological and economic sense. FeliCity-

ATLAS Decision-Support (DS) tool has been developed and tested for some municipalities within the Interreg Alp 

ine Space ATLAS research project. That's include capitalizing and optimizing existing best practice solutions for 
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building refurbishment and regional development to increase number of high value renovations –considering historic 

and energetic aspects. The FeliCity-ATLAS DS-Toolkit provides a simplified digital twin version of the built 

environment to perform energy analysis at various spatial scales, that work as a hub for information from other 

activities developed during the project and will work as interlocking system, empowering municipalities to set the 

right course for building renovation strategies, balancing ecological, economic and social factors. The toolkit has 

been applied as pilot offline version to the ATLAS model regions (beta demo version applied to four municipalities), 

but will serve interface to later web-based 3D and BIM approaches as an offline tool with interface for later online 

web-based 3D and BIM approaches. This paper has shown results obtained for two demo sites, two historical city 

cores in the Alpine region: Locarno municipality (Canton Ticino, Switzerland) and Calavino (Madruzzo, Italy). The 

ATLAS-FeliCity tool has been proved to be very interesting and functional, as well as, easy to handle, in determining 

the possible renovation scenarios to be applied to the real estate parks studied. Within the tool it was possible to 

appreciate several very interesting functions such as the geo-localisation of the buildings within a map, or the 

possibility of filtering the different buildings by entering specific “attributes” (year of construction, U value, etc.) or 

by “archetypes” that share similar characteristics. Results obtained for the two locations were compared with 

previously in-depth studies and were possible to verify differences on calculations done with ATLAS-FeliCity DS 

tool in terms of actual consumption and theoretical delivered energy calculated (total delivered energy for Locarno 

building stock analysed or thermal primary energy demand, in the case study of Calavino). In the case study of 

Locarno municipality, it was possible to verify that the calculation of the energy balance in its initial state (before 

interventions) calculated by ATLAS-FeliCity tool is in line (+/- 20%) with the real energy consumption data (data 

from 2019) provided by the City of Locarno, which is very interesting. Different scenarios of retrofit at different 

scales (building or neighbourhood) can be simulated at the same time and key performance indicators (KPIs) were 

designed to enable the decision maker to assess the impact of the renovation interventions on the sustainability 

performance of historic buildings. ATLAS KPIs, implemented in ATLAS-FeliCity, that are specific for heritage 

buildings, shown if targets in terms of energy, CO2 savings and payback periods are achieved. 
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Abstract 

The global pathway to net‐zero emissions by 2050 in the building sector requires significantly strengthening 

and successfully implementing energy and climate policies. Energy efficiency, electrification and flexibility 

of the stock are three main drivers of decarbonization of this sector. Still, without tackling the existing 

buildings, the building sector will not be fully decarbonized by 2050. To achieve cost savings and minimize 

disruption, retrofits need to be comprehensive, one‐off, and able to transform buildings into active players in 

the energy system. A renovation concept based on energy-active façade and elements of flexibility markets 

(FM) are introduced to provide demand-side flexibility in existing buildings. Moreover, the work shows that 

the innovative business model, such as energy flexibility as a service, could play an essential role in engaging 

consumers and energy-related service providers. 

Keywords: Energy active Facades, Flexibility Market, Active Demand Response, Sector Coupling 

1. Introduction 

Electricity systems are characterized by the fact that consumption and generation of electricity must occur 

simultaneously, and there must always be a steady balance of power. However, both supply and demand for 

electricity are fluctuating, and until recently, demand fluctuations were the main focus of attention (Villar et 

al. 2018). This paradigm is now changing because two-thirds of all energy needs must be generated from 

renewables such as wind, solar, geothermal, and hydropower with fluctuating capacity until 2050. Solar PV 

has to be increased 20-fold and wind power 11-fold from now (IEA 2021a). The energy generated from volatile 

renewable sources cannot be dispatched and is subject to significant variation and uncertainties. This has 

increased the complexity of operating the power system and requires new sources of flexibility as existing 

sources are no longer sufficient. Reducing global carbon dioxide (CO2) emissions to net-zero by 2050 is in line 

with efforts to limit the long-term rise in global temperatures to 1.5 Kelvin. This requires nothing less than a 

complete transformation of how we will produce and consume energy at an unrivalled speed and scope which 

brings specific challenges but also opportunities for all energy sectors.  

Exceptionally large potential can be found in the building sector, which today accounts for almost one-third of 

total final energy consumption. Furthermore, according to current building standards, almost 75% of that 

building stock is inefficient, and 85 % to 95 % of the existing buildings are still in operation in 2050 (European 

Commission, 2021). In any case, the energy consumption of the building stock needs to be tackled, which 

means both an increased speed and depth of building renovation. Comprehensive renovation must become the 

standard approach. Without this, the sector will not be fully decarbonized by 2050. The renovation wave aims 

to double the renovation rate by 2030 (European Commission 2020). Calculations have shown that the 

renovation rate must reach 3% per year as soon as possible before 2030 and be maintained until 2050 (Sibileau 

et al 2021). 

Numerous studies have led to the development of new industrialized construction systems for building 

renovation. Calelgari et al. (2015), Ruud et al. (2016), Malacarne et al. (2016), Sandberg e al. (2016), Pittau et 

al. (2017) present modular and prefabricated façade elements, made of wood and lightweight components 

intended for the retrofitting of existing buildings, to improve the energy performance of the building. While 

the focus of all these studies is only on improving the thermal performance of the building envelope, thereby 
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mainly reducing the energy demand of the building, other studies propose to have the façades become 

multifunctional.  

Dermentzis et al. and Ochs et al. presents an exhaust air heat pump in combination with a ventilation system 

with heat recovery, both integrated into a prefabricated timber frame façade. Dugue et al. (2017) and Garay et 

al. (2017) describe a façade-integrated ventilation concept. Furthermore, Hejtmánek et al. (2017) presented 

prefabricated insulating panels, and new intelligent HVAC systems for the use of renewable energy sources. 

Hengel et al. (2020) studied prefabricated thermally activated curtain façades that offer the possibility to 

upgrade insulation and the heating system in one step, reducing residents´ disturbance during the renovation 

process. The proposed façade uses an integrated thermal active layer for heating and cooling purposes and can 

be mounted directly to the existing walls from the outside. Detailed energy analysis shows that the concept of 

external wall heating is suitable for a wide range of applications with various wall constructions made of 

concrete, vertical coring brick, or solid brick in typical existing buildings from the 1960s to 1980s. These 

systems can meet comfort criteria and, moreover, feature a heat dissipation which can be used for flexibility 

measures in interplay with the thermal mass of the building’s walls (Gumhalter et al., 2021).  

In a follow-up study, Gumhalter and Ramschak (2022) analyzed the flexibility potential in combination with 

on-site PV-systems. With a weather-based storage control system the thermal storage capabilities were used 

to exploit the optimization potential for self-consumption. For this purpose, an Active Demand Response 

Signal (ADR signal) was introduced, which provides the heat pump and the room temperature control with a 

charging signal based on the generation of the PV system. This control strategy, in conjunction with the 

building-integrated PV generator presented, leads to a weather-dependent, daily signal of 6 to 12 hours 

depending on the season. The study showed that this control strategy can drastically increase the renewable 

load cover factors for space heating from 25 % up to 77 % renewable energy share for space heating.  

In this paper, the approach of active flexibility usage will be further investigated and an additional application 

field will be presented. This work focuses mainly on the evaluation of the provision of flexibility as a service 

for flexibility markets (FM). The common concept is to forecast potential constraint violations and the location 

of the respective congestion points and to determine locationally differentiated grid prices. If the flexibility of 

the building reacts to these price signals in a FM by changing its load profile, constraint violations can be 

indirectly avoided. In this case, the change in the load profile is not inevitably accompanied by a change in the 

behavior of the users. For example, if the building is confronted with a significant increase in the grid price, it 

will reduce its load and consequently purchase less energy from the grid. In contrast, if the building faces a 

decrease in the grid price it tries to increase its load by using the active façade to charge the storage capacity 

of the existing walls while maintaining the thermal comfort. Although the main intention is the provision of 

flexibility to a Distribution System Operators (DSO) or Transmission System Operator (TSO) in a FM through 

a uniform price signal, a numerical example provided in this paper illustrates the expected financial impact for 

the engaged end-user. 

The paper is structured as follows. First, based on an energy flexibility quantification framework, the energy 

flexibility profile of a typical multifamily building studied in Gumhalter and Ramschak (2022) is quantified; 

secondly, according to the energy flexibility and a yearly day-ahead price curve of the electricity, a simple to 

implement control strategie is designed, aiming to minimize the end-user’s electricity costs. Finally, the 

expected financial implications are illustrated in a series of numerical examples showing the impact of 

activating demand side flexibility. 

2. Parameters for defining the flexibility of a building 

To evaluate the flexibility potential of the active façade system, the sample building and a series of Key 

Performance Indicators (KPIs) is introduced in this chapter.  

2.1. Sample Building 

The building used for the experiments is based on a multi-family house in urban areas in Austria which is 

typical for the construction period between 1960 and 1980 and has already been described in detail in 

Gumhalter and Ramschak (2022). The experiments were carried out for a single thermal zone representing a 

70 m² flat. While in Gumhalter and Ramschak (2022) the four most common building material types for these 
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unrenovated houses were analyzed, the focus in this study is on the building with reinforced concrete as 

existing walls with the specific properties summarized in Table 1. The entire building hull is considered to 

meet the numbers listed in Table 2 which leads to a maximum heating load in the observed dwelling of 1,255 

W total, or 17.9 W/m² specific, which is based on the static method described in ÖNORM12831 (2018), a 

minimum annual ambient temperature of -12,2 °C (ÖNORM8110 2019) and a thermal zone temperature of 

22 °C. 

 
Table 1: Material-specific properties for the wall 

Wall material 
Thickness 

[m] 

Thermal conductivity 

[W/mK] 

Spec. heat capacity 

[J/kgK] 

Density 

[kg/m³] 

Ferro concrete 0.21 2.30 1000 2300 

 

Table 2: Thermal heat transfer values of surfaces and corresponding areas 

Envelope part 
U-value 

[W/m²K] 

Area in total building 

[m²] 

Area in observed dwelling 

[m²] 

Outside walls 0.15 392.7 49.3 

Basement ceiling 0.17 227.4 0 

Top floor ceiling 0.11 236.1 0 

Windows (panes) 0.6 107.2 9.9 

Windows (frame) 2.0 30% of window panes 30% of window panes 

 

2.2. Characteristic load profiles 

The characteristics of the heating process are important parameters for the utilization of flexibility. It can be 

described by two parameters. 𝑄ℎdefined in eq. 1 represents the daily heat capacity transferred to the building 

via the active façade to maintain thermal comfort. The loading time 𝑡 represents the duration required for this 

purpose. 

  
(eq. 1) 

 

Figure 1 shows heating (left) and cooling curves (right) and the aggregated curves (bold) for the observed 

dwelling, simulated with the building simulation software IDA ICE featuring a validated model of the active 

façade setup (EQUA, 2021). The heating and cooling power provided by the active façade system to the 

thermal zone shows a peak power of approximately 2200 W (≈45 W/m²) for heating and 1500 W (≈25 W/m²) 

for cooling due to transient behavior caused by the thermal mass (high temperature gradient between the 

heating/cooling medium and the wall material). The charging of the walls is mainly concentrated in time 

periods of four hours for the heating and ten hours for the cooling season. This time span should be taken into 

account when choosing the ADR signal in order to carry out the majority of the loading process within the 

times with the lowest energy prices. 

 

Figure 1: Aggregated heating (left) and cooling (right) curves showing the mean value for the observed dwelling.  

𝑄ℎ = ∫ 𝑃ℎ𝑑𝑡
𝑡

0
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2.3 Day-ahead price-based ADR-Signal 

Modern building energy management systems, using smart technologies, connectable devices, sensors and 

smart meters, enable individual households to interact with the electricity grid and the energy market and 

optimize the operation. Business-model innovations, such as flexibility as a service, could play an important 

role in engaging consumers and energy-related service providers. For the Building operator, as well as for the 

end users, smart charging of the building’s storage capacity is attractive mainly because it offers economic 

benefits by allowing controlled charging at times with low prices. This paper assumes that the building energy 

management system participating in smart charging reacts to prices by a central wholesale market; however, 

this scenario could also be applied for example to local energy communities with their own electricity market 

or an independent flexibility market where incentives would come directly from the TSO or DSO to support 

congestion management in the transmission or distribution grid. 

The price information is retrieved exemplary for Austria. The overall day-ahead price on quarter hour values 

from August 2021 to July 2022 (APG, 2022) is plotted in Figure 2, showing a drastically increased day-ahead 

price. The statistical distribution in Figure 3 also shows the fact that prices vary significantly on a daily basis 

from, in average up to 83 €/MWh in August 2021 and 360 €/MWh in July 2022. The analysis of revenues for 

this business scenario, shown in chapter 3, should be considered as an illustrative exercise rather than a 

prediction of price trends over time.  

 

 

 

Figure 2: Day-ahead price in €/MWh from 08/2021 – 07/2022 (left), monthly bandwidth of the day-ahead price (max 97.5%, 

quantile 75%, mean, quantile 25%, min 2.5%) (right) 

 

 

Figure 3:Daily day-ahead price curves for August 2021 (left) and July 2022 (right), the central curves show the aggregated 

mean curves with the boundaries with a standard deviation of 1. 

In order to adapt to price signals on a flexibility market, a simplified mechanism was applied. Scenarios were 

defined that vary in the way the ADR signal is modified. As already described, the aim is to keep the electricity 
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costs for heating and cooling as low as possible. Instead of using an elaborate model predictive control, a 

simplified price based ADR control signal is identified. A charging proposal can be imposed on the smart 

controlled heating system depending on this ADR signal. To impose such ADR-signals (eq. 2) the quantile 

value of the mean day-ahead price for the next 24 hours is the basis. The ADR signal (𝑠𝑡𝑎𝑡𝑢𝑠𝐴𝐷𝑅) is triggered 

if the actual price at actual time is below the 24-hour price quantile.  

  
(eq. 2) 

 

The following four scenarios were defined: The ADR signal is active when the current price is below the value 

of the 24 h mean 50% quartile, 33% quartile, 25% quartile and 10% quartile based on the day-ahead price. If 

the ADR-signal is active a signal is passed to the zone controller which raises the room temperature set point 

by 1 K. This control strategy leads to an active loading of the thermal mass of the building envelope without 

having to intervene in the higher-level heating controls. Figure 4 shows the time periods and the corresponding 

day-ahead prices if active loading is forced. Conversely, this does not mean that heating or cooling is prohibited 

any other time if the comfort conditions are not met.  

 

 

Figure 4: ADR-signal based on the day-ahead 25th empirical quartile 

The  On/Off ratio of the ADR-signal depends on the threshold values that are permitted, as also shown in 

Figure 4. While a positive ADR-signal occurs for an average of 12.3 hours per day for the 50 % quantile (q50), 

this duration is reduced to 8.3 hours for q33, to 6.3 hours for q25 and to 2.4 hours for q10. Comparing the load 

profile from chapter 2.2 with the average available On-periods of the ADR signal, it can be concluded that 

with a q50 signal, heating takes place at times with unnecessarily high prices. Similarly, controlling the heating 

with a q10 ADR signal would not be sufficient to heat only at times with the cheapest prices. Figure 5 shows 

the daily distribution of the ADR-signals for August 2021.While ADR-signals are distributed throughout the 

whole day at a quantile of 50 % (q50), the focus of the daily ADR-signals shifts slightly to night hours for 

smaller quantile ADR-signals.  This shift to the night time is particularly pronounced in the winter months. 

𝑝𝑡< 𝑝𝑞𝑖 → 𝑠𝑡𝑎𝑡𝑢𝑠𝐴𝐷𝑅 = 1 
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Figure 5 Distribution of ADR-signals over 24 hours  

The simulation model provides the results (visualized in Figure 6) as electricity consumption profiles for every 

15-min interval. In all scenarios a heat pump system with a constant COP of 3 for heating and cooling is 

considered. In the plot, the exemplary ADR-signal based on a 25 % quantile is represented by the light blue 

line, the façade´s energy consumption with standard control (without ADR-signal) by the red line, the façade´s 

energy consumption with ADR-signal by the green line and the electricity tariffs for the heat pump producing 

cold in this case as blue line. When comparing the electricity consumption, it becomes apparent how the 

facades shift their consumption into low price zones in response to the price (ADR) signal. To quantify the 

cost savings potential, we compare the resulting costs for different scenarios which are described in detail in 

chapter 3. 

 

Figure 6: Shifting of cooling loads exemplary for the q25 ADR-signal  

 

2.4 Structure storage capacity 

To answer the question targeting the size of the flexibility potential, which could be offered as a service to a 

flexibility market, the evaluation of the flexibility related indicators is done for the observed dwelling. The 

structure storage capacity CADR (eq. 3) represents the amount of additionally stored energy during a positive 

ADR-signal compared to the reference scenario (with radiator heating system) over the duration tADR. With 

�̇�𝐴𝐷𝑅  representing the energy flow provided by the energy active façade and �̇�𝑅𝑒𝑓 representing the energy flow 

provided by a reference system. In the presented case the reference heating system is based on radiators for 

heating which are typically installed in existing buildings in the relevant construction period and a fan coil as 

fast-reacting cooling system. 

  
(eq. 3) 

 

In Figure 7 the dynamic behavior of the fan coil system without ADR-signal (light blue line) is compared with 

C𝐴𝐷𝑅  = ∫ (�̇�𝐴𝐷𝑅 − �̇�𝑟𝑒𝑓)𝑑𝑡
𝑡𝐴𝐷𝑅

0
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an active-façade-based system (orange line) influenced by the ADR-signal (red line) described in section 2.3. 

The cooling of the active-façade-based system mainly concentrates during the ADR On-periods. In contrast, 

the fan coil-based system shows a relatively constant behavior with peaks during the noon but without cooling 

interruptions in the night times. Calculating the daily utilized structure storage capacity according to eq. 3 for 

the active-façade-based system during the exemplary observation period (August 2021) results in the numbers 

displayed in Table 3.  

 

Figure 7: Comparison of space heating demand exemplary for the q25 ADR-signal  

Table 3: Comparison of utilized structure storage capacity for cooling in August 2021 

Szenario 

MAX 

C_ADR 

[𝑊ℎ𝑒𝑙] 

MAX 

C_ADR 

[𝑊ℎ𝑡ℎ] 

 
Daily mean 

C_ADR 

[𝑊ℎ𝑒𝑙] 

Daily mean 

C_ADR 

[𝑊ℎ𝑡ℎ] 

 spec. MAX 

C_ADR  

[𝑊ℎ𝑡ℎ /𝑚²] 

spec. Daily 

mean 

C_ADR  

[𝑊ℎ𝑡ℎ /𝑚²] 

Active façade q10 839 2516  593 1779  51 36 

Active façade q25 2502 7507  1529 4588  152 93 

Active façade q33 3061 9186  1667 5510  186 102 

Active façade q50 3462 10387  2241 6722  210 136 

 

Evaluating the same indicator for the heating in December 2021 reveals a maximum daily amount of stored 

energy of 5,6 𝑘𝑊ℎ𝑒𝑙 (16,9 𝑘𝑊ℎ𝑡ℎ; 0,34 𝑘𝑊ℎ𝑡ℎ,/m²wall) for the q50 scenarios. The remaining scenarios results 

are summarized in Table 4. 

 

Table 4: Comparison of utilized structure storage capacity for heating in December 2021 

Szenario 

MAX 

C_ADR 

[𝑊ℎ𝑒𝑙] 

MAX 

C_ADR 

[𝑊ℎ𝑡ℎ] 

 
Daily mean 

C_ADR 

[𝑊ℎ𝑒𝑙] 

Daily mean 

C_ADR 

[𝑊ℎ𝑡ℎ] 

 spec. MAX 

C_ADR  

[𝑊ℎ𝑡ℎ /𝑚²] 

spec. Daily 

mean 

C_ADR  

[𝑊ℎ𝑡ℎ /𝑚²] 

Active façade q10 1180 3540  832 2498  72 51 

Active façade q25 2840 8520  1879 5638  173 114 

Active façade q33 3663 10989  1912 5737  223 116 

Active façade q50 5635 16904  2755 8267  343 168 

 
To assess the business case from a technical perspective the aspect of flexibility response time to the trigger, 

or signal and the availability throughout the day and year can be analyzed. In general, the active façade is 
independent from the energy generation technology.  

In the presented use case, a heat pump system is used, which is highly suitable for providing flexibility as it 

can be instantaneously switched on and off and can also be power modulated. The availability of flexibility is 

mainly constrained by the building´s energy demand.  

Generally, the large storage capacity and the low heat losses of well-insulated buildings can provide flexibility 

for several hours throughout the day. Only the room temperature, which can rise during the day without an 

external energy supply due to passive solar gains, limits the flexibility in times of high irradiation, as the 

comfort limits may be reached. Power flexibility is higher in winter because of higher energy demand and 

higher temperature gradient between the heating medium and the external wall. However, the flexibility is also 

significant for cooling in summer. 
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Figure 8: Availability of flexibility from active facades for heating and cooling throughout the day and year 

3. Economic assessment 

In order to illustrate the monetary benefits that could be gained by consumers in the building with energy active 

facades, the day-ahead price model has been applied in a set of experiments.  

The prices for end customers are made up of different price components. A rough distinction can be made 

between energy costs, grid costs and taxes and fees. However, network tariffs and taxes are not considered in 

this study.  

The economic scenario 0 represents the Reference (Ref) case with the radiator system and the fan coils, no 

flexibility deployed. Scenario 1 represents a system based on active facades but without ADR-signal. In 

scenarios 2 to 5 load shifting with the active façade based on ADR-signals is considered. Table 5 gives an 

overview of the scenarios. The resulting costs in each of these scenarios are summarized in Table 6 and Table 

7 below. First the total electricity consumption for heating and cooling in the observed scenario are compared. 

Then the electricity cost in € and the savings in % are compared to the Reference case.  

Table 5: Scenario overview 

Scenario 

Day-ahead price 

tariffs 

Load 

shifting 

0 Ref wo-ADR 

Yes 

No 
1 Active façade wo-ADR 

2 Active façade q10 

Yes 

3 Active façade q25 

4 Active façade q33 

5 Active façade q50 

 

Table 6: Scenario results 

Scenario  

electricity 

consumption 

ADR_match 

[kWh] 

electricity 

consumption 

ADR_misma

tch [kWh]  

ADR_

match 

[%] 

ADR_mism

atch [%] 

 

total electricity 

consumption 

[kWh] 

0 Ref wo-ADR   - 486.31 
 

0% 100% 
 

486.31 

1 Active façade wo-ADR ¤   - 522.80  0% 100%  522.80 

2 Active façade q10  168.26 342.16 
 

31% 69% 
 

510.43 

3 Active façade q25  336.26 181.61 
 

58% 42% 
 

517.87 

4 Active façade q33  376.08 144.40 
 

65% 35% 
 

520.47 

5 Active façade q50  423.65 99.15 
 

75% 25% 
 

522.79 

 

 

 

 

 

Daily availability High Med Low

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Seasonal availability for heating and cooling

DezJan Feb Mär Apr Mai Jun Jul Aug Sep Okt Nov
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Table 7: Scenario results (2) 

Scenario 

 

electricity 

cost 

electricity 

cost 

 

specific 

costs 

ADR_matc

h [€/kWh] 

specific costs 

ADR_mismat

ch [€/kWh] 
 

total 

electricity 

costs [€] 

 

Cost 

savin

gs 

[%] 
ADR_match 

[€] 

ADR_misma

tch [€]  

0 Ref wo ADR 
 

 - 105.0   - 0.22  105.0 
 

 - 

1 Active façade wo-ADR   - 104.8   - 0.20  104.8 
 

0.2 

2 Active façade q10 
 

20.6 73.1  0.12 0.21  93.8 
 

10.7 

3 Active façade q25 
 

52.6 41.1  0.16 0.23  93.7 
 

10.7 

4 Active façade q33 
 

62.6 33.7  0.17 0.23  96.3 
 

8.3 

5 Active façade q50 
 

76.7 24.1  0.18 0.24  100.9 
 

3.9 

 

If a participation in a flexibility marked is assumed the active façade system is able to shift up to three quarters 

of the buildings heating and cooling demand in time for a q50 ADR-signal. This is reduced to approximately 

31% for a q10 ADR-signal. 

In the Reference Scenario the total costs sum up to 105.0 € per year. The active façade in the scenarios 1 to 5 

reduce the overall cost. However. the profitability of smart charging depends heavily on the spreads of the 

actively used intraday prices. An ADR-signal making use of the lower 50 % price quantile leads to a very small 

cost reduction in comparison to the reference system, as the reference system also uses the full range of the 

lower costs and has a slightly lower total energy demand. But especially in the case of applying a stricter ADR-

signal the costs for the end-user are reduced by 8.3 % in q33 Scenario and even by 10.7% in the q25 and q10 

scenario.  

4. Conclusion 

In this paper, a renovation concept based on energy active facades has been proposed to enable the widespread 

adoption of FM. 

The results of the load profile analysis showed, that in comparison to conventional heating system the 

characteristic is changed dramatically in heating power and daily heating duration due to the dynamic nature 

of the thermal capacity. Furthermore, the mean amount of thermal mass storage capacity that is utilized in day-

to-day use, when applying active façade systems, is up to 0.168 kWh/m²wall, stored within active demand 

response signal period, which lead to an overall storage capacity of 22 kWhel or 66 kWhth on daily average for 

the entire building. 

The proposed market model based on ADR signals was primarily considered to provide flexibility for the DSO 

in a FM. The approach is that flexibility is activated by spatial-temporally varying prices with associated ADR 

signals. A simple mechanism, the setpoint temperature increase, is used, which does not require any 

intervention from the higher-level energy management system. 

A day ahead price was considered for the identification of the ADR signals by gradually using the lower limit 

values of the price signal for the activation. This is equivalent to prioritisation by the DOS, for example, in 

order to avoid bottlenecks. However, the general concept is also transferable to a smaller market, such as a 

renewable energy community that sets its community prices based on locally renewable energy. 

Although the focus is on flexibility provision for the DOS, the numerical examples provided in this paper serve 

to illustrate the expected financial impact on the end user. Concludingly, the main benefit for end-users are 

cost savings of up to ten percent just from responding to volatile energy price signals. This is especially relevant 

regarding the latest developments on the energy markets which show even more range of fluctuation in daily 

business compared to the previous years. 
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Abstract 

In this contribution, the concept of 100 % solar-heated multifamily buildings with seasonal water storage is 
analyzed and optimized. Simulations of the system have been implemented in TRNSYS and were calibrated with 
measured data from the first winter of a real building with 160 m2 of solar thermal collectors and a water seasonal 
thermal energy storage of 110 m3. In a second step, this system has been complemented with photovoltaics and a 
heat pump with different heat sources. Parameter variations to optimize sizing of the collector field, the PV area, 
the storage volume, and the heat pump size were carried out and the corresponding investment costs were 
estimated. Furthermore, shower heat recovery systems were included in the simulations to estimate their potential 
to further reduce the size of the storage tank.  

The most promising combination of solar thermal collectors, PV-system, heat pump, and shower heat recovery 
resulted in a 40 % reduction of the required storage volume compared to the original standard system and reduced 
the investment cost by about 15%. This “combined system” not only covers the heat demand of the building but 
is also able to cover part of the electricity used by households and feed some excess electricity into the grid. 

Replacing all solar thermal collectors by PV and combining the PV and heat pump system with direct electrical 
heaters was not favorable compared to the combined system described above and was only possible with larger 
tanks and heat pump sizes. But when increasing the hypothetic solar roof area from 160 m2 to 210 m2, PV only 
systems became attractive. With increased PV sizes combined with heat pumps and direct electrical heaters, the 
needed storage volume could be further reduced to 33 m3 and the investment cost to 65.6 % compared to the 
original standard system. However, contrary to the combined systems, no excess electricity was fed to the grid in 
the case of 100 % PV system configurations.  

Keywords: Seasonal thermal energy storage, thermal autarky, solar thermal, PV, heat pump, shower heat recovery 

1. Introduction 
The energy strategy 2050 that was issued by the Federal Council of Switzerland requires a tremendous increment 
in renewable heat and electricity supply to meet the demand of different end-use sectors. The final energy 
consumption of Switzerland in 2020 was 747.9 PJ of which around 29.3 % was consumed by the private household 
sector (Bundesamt für Energie, 2022). Out of that total energy consumed by private households, around 80 % of 
the energy was consumed to meet the demand for space heating and domestic hot water, and almost half of the 
energy demand in private households (49.6 %) was met by the supply of fossil fuels (mainly heating oil, natural 
gas, and coal) (Kemmler and Spillmann, 2021). The replacement of these largely fossil-based heat supply systems 
is a main concern of the energy strategy 2050. Renewable energies, such as solar energy, are considered to have a 
high potential in this context. However, solar energy shows a pronounced seasonality with a high supply in summer 
and a low supply in winter. Therefore, the coincidence of low solar energy generation and high heating demand 
during the winter season leads to the requirement for affordable seasonal thermal energy store (TES) technology.  

There are several examples of fully solar heated multifamily buildings MFB in moderate climates, which use solar 
thermal collectors (STC) only. Contrary to the widely reached net zero electricity concepts, thermal autarky can 
only be reached with seasonal TES. Large seasonal water storages, the state of the art for such concepts, induce 
elevated levelized cost of energy storage (LCOES). Additionally, for the concept investigated here, they occupy 
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valuable space within the building. In such systems, STCs are used to heat the TES to temperatures close to 100 
°C in summer. However, the efficiency of thermal collectors in winter is strongly reduced due to low irradiation 
and cold outdoor temperature. In order to still achieve significant winter heat production, collector fields are 
usually sized in a way that the TES is already fully charged in spring. This leads to heat rejection or stagnation in 
summer. On the other hand, PV modules deliver electricity also with low irradiation conditions, profit from cold 
temperatures in winter, and reach similar area-specific efficiencies for producing heat when combined with heat 
pumps (HP). Since standard heat pumps are not able to reach elevated temperatures to fully charge the TES in 
summer, a combination with STC for this purpose is advantageous. 

Along with that, energy efficiency measures like the shower or drain water heat recovery (HR) systems result in a 
significant saving in hot water demand. There is a possibility of reducing the useful energy expenditure for shower 
water heat by at least 30 % under standardized boundary conditions (Passivhaus Institut, 2020). 

This contribution analyzes and optimizes the cost and storage volume of fully solar heated MFB by combining 
STC, PV, and HP. Furthermore, the potential of HR to optimize these systems is analyzed. Additionally, these 
combined STC, PV and HP systems are compared to PV systems with HP and  direct electrical heating (DEH). 

2. Methodology 
The analysis was based on a real multifamily solar home, built by Jenni Liegenschaften AG in Huttwil, 
Switzerland. It consists of four floors with two apartments on each floor (total living area of 1100 m2), seasonal 
TES with 110 m3 volume, and 160 m2 of roof area used for STC. This building was monitored and served as a 
reference case for the dynamic simulations.  

4.1. Simulations 
The simulation software TRNSYS was used to model the building as well as the thermal system. The modelling 
of the building was done with “Type 56” (SPF-OST, 2021). Some simplifications of the geometry were done by 
implementing the building (see Fig. 1). In addition, the window opening and shading behavior were taken from 
the reference building described in detail in (Mojic et al., 2019). 

 

Fig. 1 Simplified building model in TRNSYS3d/Sketchup (left) compared to the detailed architectural representation (right, 
source: Jenni Liegenschaften AG) 

Hot water profiles, household electricity consumption and internal thermal gains were used from the same 
reference MFB, which was created based on the monitoring data and the results of the ImmoGap project (Mojic et 
al., 2018). A detailed piping model was simulated with short timesteps in order to estimate the reduced 
consumption of DHW during showering when a HR system was present. The combination of the real piping sizes 
of the building and the measured parameters of a good central shower heat recovery unit (Passivhaus Institut, 
2020) resulted in a reduction of 23.6 % of the total DHW consumption. Adapted DHW profiles were used to 
implement this reduced DHW demand into the annual simulations. Weather data from the village of Wynau (the 
closest SIA weather station near Huttwil) in Switzerland was used in the simulations. These combinations resulted 
in space heating demand of 10.2 MWh and a DHW demand of 12.9 MWh. 

Fig. 2 is based on the hydraulic scheme of the reference MFB in Huttwil with the solar loop (yellow) the DHW 
preparation (blue) and the floor heating loop (purple). The existing system of Huttwil was complemented for 
simulation purpose with a heat pump (green). Different sources such as outside air, ground collector, Air PVT 
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and an activation of the foundation plate of the building were simulated. The hydraulics with the foundation 
activation is shown in brown color. For the simulation of a simpler system, some of the loops were kept inactive.  

The following models were used for the simulation: 

• Solar collectors were modelled using an adapted version of the “dynamic collector model by Bengt 
Perers” (Haller, 2012) with 𝜂𝜂0 = 0.825 [−], 𝑎𝑎1 = 3.13 [𝑊𝑊 (𝑚𝑚2𝐾𝐾)] ⁄ and 𝑎𝑎2 = 0.0152 [𝑊𝑊 (𝑚𝑚2𝐾𝐾2)] ⁄ . 
Collectors were south oriented with an inclination of 40°. 

• A stratified plug flow model by (Haller and Carbonell, 2013) was used to model the TES.  

• The energy system was coupled to the building by detailed floor heating model (Battaglia, 2017). The 
same floor heating type was coupled to a simplified 2D ground model, to model the foundation plate as 
source for the HP. 

• A characteristic curve-based HP model (Haller, 2015) was used and linearly scaled for variable sizes. 
Parametrization was done based on a real HP with a COP of 4.47 (A0W35) for air source and 4.79 
(B0W35) for brine source HPs. In both cases the HP was limited to 60° water supply temperature from 
the condenser. 
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Fig. 2 Hydraulic scheme used for system simulations, a variant with foundation plate as a heat source for brine-to-water HP and as 
a sink for excess thermal gains in Summer  

 

For the solar charging of the TES, the heat exchanger that is lowest in the tank was used with priority and further 
exchangers were added in series when the return temperature of the collectors increased over the TES temperature 
at the according height. In the reference system, an hourly volume flow rate of 43 l/(m2h) was used, respective to 
the collector area. Because of the increasing pressure drop, when several heat exchangers were operated in series, 
the flow rate was lowered down to 25 l/(m2h). The heat pump was controlled by the PV production and was only 
operated with self-produced PV electricity. Therefore, the HP was modulated. Like the STC system a priority was 
set to the charging of the lower storage volume. Only when the temperature in the top of the TES dropped below 
55 °C the HP switched to DHW mode. 
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3. Results 
4.2. Comparison of monitoring and simulation 
A monitoring system was installed in the MFB in Huttwil, monitoring the main energy flows and the temperatures 
in the seasonal storage in detail. In the first year of operation, only one of the eight apartments was inhabited, 
wherefore the DHW and, to some extent, the heating demand was not yet comparable to the designed use case. 
Nevertheless, monitoring data of the first year of operation was used to validate the simulations of the seasonal 
water storage. For this purpose, the measured load for DHW and floor heating and the inputs of the solar collector 
were integrated into the simulation. By simulating only the TES and the connecting hydraulics, a high agreement 
of measured and simulated data was confirmed (see Fig. 3). 

 

 
Fig. 3 : Comparison of measurements with a simulation of the TES combined with measured loads. Positions T1 to T10 are equally 

distributed from the bottom to the top of the tank 

4.3. Reference system with only solar thermal 
In Fig. 4, the temperature evolution in the seasonal TES is given for the standard system with 160 m2 STC and a 
TES volume of 110 m2. For the selected boundary conditions, in combination with the weather data of the location 
Wynau the standard system needed an additional (virtual) auxiliary energy input of 135 kWh (<0.5 % of the final 
energy demand) to fulfill the requirement of always reaching 55 °C DHW temperature (as required by the Swiss 
standard (SIA 385/1, 2020) at the outlet of the TES. For the evaluation of other system variants, this 99.5 % instead 
of 100 % solar fraction was taken as a benchmark. When the virtual auxiliary need was lower than this benchmark, 
the system variant was selected to be equivalent or better than the standard system. 
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Fig. 4 Temperature evolvement at different heights of the seasonal TES from the simulation of the standard system with solar 

thermal collectors only 

Based on the findings from the OPTISAIS project (Villasmil et al., 2021), a low flow controls (12.5 l/(m2h)) was 
used to optimize the reference system. With this low volume flow strategy, the storage volume could be reduced 
to 99 m3 (-10% compared to reference TES volume). However, permanent low flow control also can cause 
incomplete loading of the storage during the summer months. Therefore, a combined control strategy was 
implemented, with high flow in summer, but switching to low-flow when the temperature at the bottom of the TES 
dropped below 60 °C. With this combined control strategy (a low-flow in winter and a high-flow in summer), the 
storage volume could be reduced by 20 % (to 88 m3) without increasing virtual auxiliary demand compared to the 
reference system (see Fig. 5).  
 

 
Fig. 5 Comparison of simulated auxiliary demand with different control strategies of the volume flow rate, depending on the 
storage volume 

4.4. Solar thermal, PV, and air-source HP system 
Based on the reference system with optimized control, a PV system, coupled to an air-to-water HP, was added to 
the system and different parametric studies were performed. The constraint on useable roof area of 160 m2 was 
kept constant and shared between PV and STC. However, the PV roof area share, different HP sizes and the TES 
volume were varied. All the systems with virtual auxiliary demand of less than the benchmark of 135 kWh are 
performing better than the reference system with standard control and are therefore valid alternatives. For the 
combination with an air-source heat pump, the storage volume could be reduced by a maximum of 30 % (77 m3) 
with 40 m2 PV, 120 m2 of STC, and 10 kW HP (see Fig. 6). This system not only delivers more than 99.5 % of the 
heating demand of the building based on local solar resources, but also directly covers around 19% of the 
household electricity and additionally feeds more than 2 MWh of electric energy to the grid.   
 

0

100

200

300

400

500

600

700

800

900

110 99 88

Si
m

ul
at

ed
 a

ux
ili

ar
y 

de
m

an
d 

[k
W

h]

Storage volume [m3]

Combined flow Only low-flow Reference system

 
F. Ruesch et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

206



   
Fig. 6 Simulatedauxiliary demand of the reference system implemented with PV and air-to-water HP with different storage 

volumes and without HR unit. 

4.5. Solar thermal, PV, and HP with foundation plate as a heat source 
The combination of the original system with a HP which uses the thermally activated foundation slab of the 
building as a source was simulated as an alternative to the air-to-water HP system. The foundation plate must be 
actively regenerated with the unused solar heat during summer months to prevent it from cooling down in the long 
term. In this case, only systems which achieved a regeneration >100 % were considered as long-term stable system. 
Systems with less than 100 % of regeneration are likely to face a decrease of their performance under long term 
operation and were not considered for the comparison.  
 
Fig. 9 shows the maximum possibility of reducing the storage volume as a result of different combinations of PV, 
STC and HP sizes, when the constraint on the roof area of 160 m2 is maintained. With brine-to-water HP and 
foundation slab source, the storage volume could be reduced to 77 m3 (30 %) using 60 m2 PV, 100 m2 STC and a 
HP of 10 kW. This system covers not only more than 99.5% of the heating demand, but also directly 23 % of the 
electric household demand, and additionally feeds 4.1 MWh of electrical energy into the grid.  
 

   
Fig. 7 Simulated auxiliary demand of the reference system implemented with PV and brine-to-water HP with the foundation plate 

together with different storage volumes, without HR unit. 
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4.6. Heat recovery 
By including a DHW HR unit, the storage size for the combined systems could further be reduced. In the case of 
a combination with an air source system, a reduction to 66 m3 was possible only in the case of a 10 kW HP, 40 m2 
of PV and 120 m2 of STC (see Fig. 8). Similar results were obtained for the system with a HP and the foundation 
plate as a source. In this case a reduction of the storage size to 66 m3 was possible for different combinations, 
where a 20 kW HP, 60 m2 PV and 100 m2 STC was the most promising one (these graphs are not shown in this 
paper). 

 

   
Fig. 8 Simulated auxiliary demand of the reference system implemented with PV and air-to-water HP with different storage 

volumes, with HR unit. 

4.7. PV and direct electrical heating 
When the PV roof area is constrained to 160 m2, the TES volume cannot be reduced as there is always an additionall 
auxiliary heating demand above the reference benchmark. However, when such a system was implemented with a 
HR unit and when the size of the air-source HP was further increased to 50 kW, the reference benchmark could 
just be reached with a storage volume of 99 m3. Systems with a foundation plate source HP and only PV as solar 
input reached the benchmark already with smaller HP sizes, but were not able to fully regenerate the ground. 
Therefore, these systems are not considered for comparison. 

4.8. PV and direct electrical heating, increase of building surface used for solar 
As the analyzed building has the potential to increase the solar area to about 210 m2, parameter variations with 
larger PV fields were carried out. When changing the constraint of the solar area, a direct system comparison is no 
longer valid. However, systems with large PV installations can drastically reduce the size of the needed TES 
volume. As shown in Fig. 9, the storage volume can in this case be reduced to 33 m3 when using 210 m2 of PV 
installation and a 40 kW HP. 
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Fig. 9 Aimulated auxiliary demand of the system with only PV, direct electrical heating and air-to-water HP with different storage 

volumes without HR unit 

 

4.9. Investment cost analysis 
The financial analysis was limited to investment cost, as the systems don’t use external energy and therefore don’t 
generate external energy cost. Running cost are dominated by capital cost, which depend directly on investment 
cost.  A precise estimation of operational cost, which are for these systems dominated by maintenance cost, is 
difficult. Simplified maintenance cost estimations are given as percentages of the investment and are again directly 
dependent on investment cost.  Therefore, an estimation of running cost doesn’t bring added value for fully solar 
heated systems.  

Based on real cost from the constructed building and further indicative offers of the company Jenni Energietechnik 
AG, investment cost estimations for different system combinations were carried out. These cost estimates cover 
investment and installation cost. Planning cost were excluded from the analysis, as standard planning cost cannot 
be applied for such pilot systems. On the other hand, similar planning cost can be expected for all analyzed systems. 
Fig. 10 provides a comparison of the investment cost for different system configurations. For all system types, the 
sizing with the lowest investment cost is chosen for this comparison. As some system configurations can provide 
part of the household electricity and feed excess PV electricity to the grid, the financial returns from this additional 
PV production (for a period of 20 years) are also given for comparison in Fig. 10. Electricity cost for Huttwil 2021 
(consumption: 0.175 CHF/kWh and feed in: 0.07 CHF/kWh) were used for this analysis. When reducing the 
storage size, living area in the building is gained. The financial benefit of this effect is difficult to quantify and 
strongly depends on the location and other parameters. Therefore, the return from the gain of living area is not 
given precisely but is represented by a bar with a color that is fading out. 

It can be seen that the combined systems have lower investment cost than the standard STC system. Especially 
when the financial gains of the PV production are accounted for, the system with the foundation plate HP is 
economically most attractive.  
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Fig. 10 Investment cost for different system configurations compared to the return from produced  PV electricity and the virtual 

return from the gain of building volume when reducing the size of the TES 

 

By increasing the solar roof area, investment cost increased for the case of the combined systems but decreased in 
the case of PV only systems on the other hand. This can be seen in Fig. 11 (Annex), where the system with 
optimized control (standard reference system) and the best combined system with a solar field size of 160 m2 is 
compared with various system combination with a solar field of 210 m2.  

 

4. Conclusion 
In comparison to the reference system with only solar thermal, the combined system with PV and HP has both 
energetic and economic advantages. The additional costs of the HP can be compensated by the savings in the 
storage tank size and the lower cost of PV compared to STC. Systems without STC but with PV and direct electrical 
heaters are only possible in combination with a large HP and shower heat recovery. These systems are therefore 
more expensive than the best combined systems.  
 
With the combined system, almost all the heat demand of the building can be covered and part of the electricity 
demand of the building can be supplied with the PV electricity. In summer, some systems even feed excess 
electricity to the grid. Financial benefits of this PV production and benefits from the gain of living area from the 
size reduction of the TES make the combined systems even more attractive. Using the foundation plate of the 
building as a source for the HP is economically the most attractive of the analyzed solutions, especially when the 
gains are accounted for. 

5. Acknowledgements 
We would like to thank Mr. Josef Jenni from Jenni Energietechnik AG for enabling the measurements on the MFB 
in Huttwil as for providing technical and economic information’s. Further, we would like to thank the Swiss 
Federal Office of Energy (SFOE) who supported this work within the projects SensOpt and 100%SolarLCA. 

6. References 

Battaglia, M., 2017. TRNSYS - Type 1792 – Radiant Floor - Version 1.00. SPF-OST, internal document 

 
F. Ruesch et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

210



 

Bundesamt für Energie, 2022. Schweizerische Gesamtenergie Statistik 2021 (No. Art.-Nr. 805.006.21 / 08.22 
/1100 / 860513711). Bundesamt für Energie BFE, Bern, Bern. 

Haller, M., 2015. TRNSYS-Type 977-Compression Heat Pump with start losses and defrosting based on 
CurveFit of COP and condenser heat V4.00. 

Haller, M., 2012. TRNSYS Type 832 v5.00 „Dynamic Collector Model by Bengt Perers“ - Updated Input-
Output Reference. Institut für Solartechnik SPF, Hochschule für Technik HSR, Rapperswil, Switzerland. 

Haller, M., Carbonell, D., 2013. TRNSYS Type 1924 - Stratified Plug Flow Solar Combi-Store Model. 

Kemmler, A., Spillmann, T., 2021. Der Energieverbrauch der Privaten Haushalte 2000–2020, Auswertung nach 
Verwendungszwecken und Ursachen der Veränderungen. Prognos AG. 

Mojic, I., Crameri, S., Caflisch, M., Carbonell, D., Haller, M., 2019. Reference Framework for Building and 
System Simulations: Multifamily Reference Building. 

Mojic, I., Luzzatto, M., Haller, M., Lehmann, M., Benz, M., Van Velsen, S., 2018. ImmoGap - Einfluss der 
Kombination aus Nutzerverhalten und Gebäudetechnik auf den Performance Gap bei Mehrfamilienhäuser (BFE 
Schlussbericht), BFE Schlussbericht. SPF Institut für Solartechnik, HSR Hochschule für Technik Rapperswil, 
Rapperswil. 

Passivhaus Institut, 2020. Criteria and algorithms for Certified Passive House Components: Drain Water Heat 
Recovery. 

SIA, 2015. Klimadaten für Bauphysik, Energie- und Gebäudetechnik – Korrigenda C1 zu SIA 2028:2010. 
schweizerischer ingenieur- und architektenverein, Zürich. 

SIA 385/1, 2020. Anlagen für Trinkwarmwasser in Gebäuden - Grundlagen und Anforderungen (No. 546385/1). 

SPF-OST, Documentation of the pytrnsys framework, https://pytrnsys.readthedocs.io/en/latest/, © Copyright 
2021, Institute for Solar Technology (SPF), OST Rapperswil  (accessed 12.9.2022) 

Villasmil, W., Troxler, M., Hendry, R., Schuetz, P., Worlitschek, J., 2021. Control strategies of solar heating 
systems coupled with seasonal thermal energy storage in self-sufficient buildings. J. Energy Storage 42. 
https://doi.org/10.1016/j.est.2021.103069 

  

 
F. Ruesch et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

211



7. Annex 
 

 
Fig. 11 Investment cost for different system configuration with larger solar areas compared to the return from PV electricity 

production and the virtual return from the gain of building volume when reducing the size of the TES 
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Radiant Cooling System without Any Energy Input 
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Efficient cooling and heating solutions for nearly zero-energy solar dwellings are required to mitigate climate 

change and to make sustainable dwellings nowadays. The installed pipeline for a radiant heating system, which 

is used for space heating just during the heating period, can be used also to cool the room just by the enthalpy 

use of the natural city water without any energy and power input by releasing the natural city water through the 

embedded pipeline already installed for the radiant heating. The natural city water used for radiant cooling can 

be used at the necessary places such as toilets flushing, car washing, wash machine, garden water, etc. which are 

corresponding to approximately 56% of the water we use at home. As a result, the embedded pipe of the radiant 

heating system can be converted to a radiant cooling system with a minimum added installation and control system 

without any energy or power input. Thermal comfort and behavior analyses in an enclosure with a radiant cooling 

system are fulfilled by experiment, mean radiant temperature simulation, and asymmetric radiation calculation. 

No uncomfortable asymmetric radiations are encountered for the cooling period so that the cooling spaces are 

well controlled within the comfortable cooling range without any energy and power input.  The radiant cooling 

concepts by the use of natural city water could be a nice solution for comfortable and reasonable zero-energy 

dwellings. No extra cooling energy and power are required to cool the space just by the use of enthalpy and 

pressure from the natural city water.  

 

Keywords: Radiant cooling, No energy input, On-dol heating, Mean radiant temperature, Natural water, Thermal 

comfort, Asymmetric radiation, Enthalpy 

  

1. Introduction 

 
Buildings are critical to the transition to a net-zero future, as they are responsible for about 40% of the global 

energy consumption and about one-third of global GHG emissions. Energy consumption for space cooling has 

more than tripled since 1990, especially during peak demand periods and extreme heat events. Over 10% of 
building energy use is used for air conditioning and indoor thermal comfort in hot seasons. Changing the air 

conditioning mode is one solution to meet the cooling demand without increasing power consumption and CO2 

emission. Global space cooling demand continued to grow in 2020, driven in part by greater home cooling as 

more people spent more time at home. Space cooling accounted for nearly 16% of the building sector's final 

electricity consumption in 2020. Residential AC units for space cooling in operation account for nearly 70% of 

the total (IEA, 2021).  

An environmentally friendly or energy-efficient heating & cooling systems attract great attention, due to energy, 

environmental problems, and climate change, etc. Especially radiant heating and cooling system are the exact 

example of these cases.  The heat balance of the human body is about 46-50% influenced by radiation exchange 

in the built environment (Rietschel and Raiss, 1963; Fanger, 1972). Therefore thermal characteristics in a radiant 

built environment need to be precisely accessed through an efficient evaluation method (Glueck, 1982) (Klima- 

und Lueftungstechnik). The heat flow density on the floor surface was determined by pipe spacing, thickness,and 

heat conductivity of the layer above the pipe etc (Konzelmann and Zoellner, 1982).  Radiant cooling can be an 

energy-efficient strategy, thereby reducing both sensible and latent loads in spaces (Teitelbaum et al., 2019).  

In Germany, the first reports of the application and experimentation of ceiling systems that are heated in the ceiling 

in the winter and used for cooling purposes at the same time in the summer appear (GI, 1938). In Switzerland, a 

thermal active building structure system has been applied for radiant heating and radiant cooling purpose 

(Koschenz and Lehman 2000). 

Almost of Korean dwellings have conventionally used the On-Dol (Warm stone plate) heating system which is a 

traditional radiant floor heating system. A radiant cooling system attracts also much attention nowadays from the 
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viewpoint of energy conservation and thermal comfort. Thermal behavior such as comfort characteristics and 

asymmetric radiation in an enclosure with a radiant cooling without any energy input, and thermal capacity of the 

system in a dwelling are analyzed by experiment and simulation through an application in a private house.  

 

2. Radiant cooling system without any energy and power input 

 

2.1 Principle of radiant cooling without any energy and power input 

The conventional radiant heating system, which is used only for space heating during the heating period, can be 

used also to cool the room without any waste of city water and power input by releasing the natural city water 

through the embedded pipeline already installed for the conventional radiant heating system. That is a kind of 

passive intelligent radiant cooling concept. Even when the outside air temperature is over 36oC during the cooling 

period, the natural city water temperature is approximately 19-20oC in Korea at the tap water in principle because 

the city water is supplied at least 90 cm under the earth in Korea. The corresponding city water temperature is 

respectively 19-20oC in Turkiye, and 10~14oC in Germany and Denmark. Korean water supply facilities should 

be buried at least under 90cm of earth. The natural city water flows through a pipeline which is embedded in the 

cooling surface during occupants’ water use for toilets, washing machines, cleaning, car washing, garden water, 

and shower which are corresponding to approximately 56% of the water we use at home (Daniels, 1994). It is a 

similar one of the multi-purpose principle which the room is automatically heated by the hot exhaust gas that 

flows into the heating flue after burning the timbers to cook something in a kitchen in a traditional On-dol (Warm 

stone plate) radiant heating system in Korea (Yoo, 2021). No power and water are requested to cool the room. 

The enthalpy of the natural city water for the radiant cooling is used to cool the room space and the used water 

continues to flow at the necessary places such as toilets, washing machines, car washing, cleaning, garden water 

etc. Fig.1 shows the principles of radiant cooling system without any energy input (Yoo, 2015). 

 

 

Fig.1: Principles of radiant cooling system without any energy input 

 

2.2 Description of the passive intelligent radiant cooling system  

 
The thermal behavior and capacity of the passive intelligent radiant cooling system is evaluated in the house where 

is located in Chung-Nam Province, Republic of Korea. The radiant cooling system is composed of two different 

parts. There are the 1st one converged to a BIPV as a night cooling which is numbered 160 and 170 on the left 

side and the 2nd one converged to a radiant heating system on the right side of Fig.1. The right side is the target 

of this study.  Figure 2 shows the floor plan of the private house with the attached glass house which the radiant 

floor heating system is installed. 

 
S. Yoo et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

214



 

 
Fig.2: Floor Plan of radiant cooling and heating system with an attached glass house  

 

The total dimension of the house is approximately 11.7 M × 8.7 M × 2.5 M (Horizontal axis×Vertical axis×Height) 

including the glass house which is attached. The glass is made up of vacuum glazing, and the outer wall has been 

remodeled with 5 cm thick sandwich paneling, but the interior wall remains the original 10 cm thick traditional 

earthen wall. But the glass window between the glass house and the room a is 3  mm thick. Figure 3 shows the 

section of the radiant cooling and heating pipe installation plan. 

 

 
Fig.3: The section of the radiant cooling and heating pipe installation plan 

 

The distance between pipes is 200 mm, and the depth of the concrete from the pipe to the floor surface is 30 mm. 

The house had been originally constructed by an On-dol (Warm stone plate) radiant heating system heated by the 

hot gas through timber combustion during cooking in a kitchen approximately since the end of 1800. Then the 

On-dol radiant heating system has been converted to the present hot water On-dol radiant heating system since 

early 1980. Namely, almost all such traditional On-dol radiant heating systems have been improved to a radiant 

heating system heated by the hot water which flows through the pipeline embedded in concrete floor. The hot 

water is circulated through the embedded pipeline to heat the room in winter by the boiler.  

The glass house has been attached since the late 1990. The target radiant cooling system without any energy and 

power input has been converted to cool the house since 2018.  

In summer the natural city water flows to cool the room through a pipeline embedded in the floor surface. No 

power and no extra water are required to cool the room space. The more people live in the radiant cooling space, 

the more city water automatically flows to cool the room space by the water pressure of city water because the 
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people use more water as per the increased number of occupants. The amount of the city water flows 

approximately 0.112-0.115 kg/s during using the water system such as wash machine, toilet, cleaning, etc. while 

the occupants stay at home.  

 

2.3 Research methodologies 

32 thermal points have been measured by the Data logger per every 30 or 60 minutes the vertical room air, 

surface temperature of the room, and the other boundary conditions including inlet and outlet water temperature 

for the room, and outdoor air temperature. Tg means the glass house temperature. Tr means room temperature. 

The table 1 shows the measurement detail. 

 

Table 1: Measurement detail 

Measurement factor (Position) Method Accuracy 

Outdoor air temperature (1.5 m)  

 

Data logger 

+ 

T-type Thermo couple 

 

 

 

 

 

 

 

 

±0.75% 

Vertical Air temperature ( 0.1 m, 0.8 m,2.3 m) 

Inside surface temperature 

(South wall, south window, west wall, north wall, floor 

surface 1, 2, 3, 4, Ceiling surface) 

Inside temperature of the glass house 

-Surface (Floor, south, east, and inclined glass ceiling)  

-Vertical air (0.1 m, 0.8 m, 2.3 m) 

- Inlet and outlet water temperature(Pipe surface temp.) 

Glove temperature(Room and Glass house) 

(0.8 m) 

Glove thermometer+ T-type 

Thermo couple 

Room humidity 

(0.2 m) 

Asman humidity meter 

Some simulations to figure out the thermal behavior of the system are fulfilled by the use of the measurement 

data such as air temperature, surface temperature, inlet and outlet water temperature to calculate mean radiant 

temperature, operative temperature, the thermal capacity of the radiant cooling system. 

  

3. Thermal Behavior of the Radiant cooling system 

 

3.1 Evaluation of mean radiant temperature (MRT) and Operative temperature (OT) 

A cubic box model which has the same surface area as the human body is used to evaluate the thermal comfort 

characteristics such as MRT and OT. The human body surface area is calculated according to the following 

equation (1)(Fanger, 1970). 

 

                                                                                                         (1) 

Herein, the coefficient coef is 0.696 for a sitting person. Weight W of a person is 70 kg, Height H is 110 cm for a 

sitting person. MRT is calculated by the following equation (2) (ISO7730, 2005).  

 

T Tmrt b si si

i

n

 


 (( ) ), 4

1

4

                                                                                                                                      (2) 

Ø b,si: View factor between human body model and room surface,  

Ts
4: Absolute temperature of the surrounding surface s 

Operative temperature Tot is calculated by the following equation (3) (ISO7730, 2005). 

 

                                                                                                                                      (3) 

Herein a+b=1, a:0.5, b:0.5. 

 

3.2. Asymmetric radiation 

mrtairot TbTaT 
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A small cubic box of 1cm2 on the height of 0.6 m is considered to calculate the asymmetric radiation among the 

room surfaces including the floor cooling surface. The asymmetric radiation (Asym) is calculated by the following 

equation (4) (ISO7730, 2005).   

 

Asym=|TMRTu-TMRTo|                                                                                                                                             (4) 

Herein, TMRTu is MRT for the underside, TMRTo is MRT for the opposite side. The simulation program ‘COMFORT 

(Yoo, 2018)” is used to calculate MRT, OT and Asymmetric radiation which can evaluate thermal behavior 

including thermal comfort characteristics for the target house.  

 

4. Experiment and Simulation results 

 

4.1 Radiant cooling concept and experiment results for the target house 

A radiant heating system, which is used only for space heating during the heating period, can be used also to cool 

the room by releasing the natural city water through the embedded pipeline already installed for the radiant heating 

system. The city water used for radiant cooling can be used at the necessary places such as toilets flushing, car 

washing, wash machine, garden water, etc. For this purpose, even when the outside air temperature is maintained 

over 36oC during summer, the city water is approximately 19-20oC in the Republic of Korea, 10oC (Germany) for 

tap water, so that the cooling surface flows through a pipeline embedded in the floor, wall, or ceiling where it is 

not needed to drink water, whenever the occupants use the water system. No power is needed to flow the water. 

No wastewater results either. The amount of the city water flowed was approximately 0.112-0.115 kg/s. Figure 5 

shows the temperature variations during the radiant cooling operation depending on the time-sequential process. 

 

 
Fig. 5: Temperature variations of the radiant cooling space depending on the time-sequential process  

 

Measurement was made every 30 minutes from 1-45 (am 12:51-pm 11:49) for 24 hours. The highest outdoor air 

temperature is 36.1oC at 12:51. The gardening water was supplied from AM 09:30-09:45. The sequential time is 

corresponding to 17-18 (AM 09:12-09:44) in Fig. 5. A person took a shower from am 11:00-11:12 (21: 11:17:36). 

The washing machine did the laundry from pm 13:35-15:25 (25: PM 1:22:51, about 75L water consumption per 

one laundry).  The gardening water and car washing were done from 18:05-18:33 (34:  pm 6:04:38). A person 

took a shower from 21:00-21:10 (40:  pm 9:12:31). A person usually used to go to WC 8-9 times per day. If the 

water is used during the shower, the laundry, and the WC usage, etc, the embedded pipe surface temperature 

automatically goes down, so that the concrete structure that contacts the cooling pipe falls in temperature to cool 

the corresponding room. This causes to fall the surrounding surface temperature including ceiling, wall, and 
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window surfaces to increase the thermal comfort for the occupant due to the cold radiation effects. During the 

laundry, the floor surface temperature is 24.69oC while the temperature at 0.15m height is 24.64oC. The ceiling 

surface temperature is 26.4oC while the air temperature is 27.1oC at the near position of the ceiling surface. The 

west wall surface, south wall surface, south window surface temperature, and air temperature at the 0.8 m height 

are respectively 26.22oC, 26.67oC, 31.51oC, and 26.71oC. The temperature difference profile between surface 

temperature and air temperature at the same height shows a similar distribution to the temperature profile between 

the floor surface and 0.15m height air temperature due to the cold radiation effect. But the temperature difference 

profiles near the vertical surfaces and ceiling surface show respectively 0.7oC (Ceiling: 27.1-26.4),  0.5oC (West 

wall: 26.71-26.22), 0.04oC (South wall: 26.71-26.67), and -4.8oC (Window: 26.71-31.51). The similar and revered 

temperature at the South wall and window comes from the poor insulation of the south wall and the window and 

the high air temperature of the glass house.  Figure 6 shows the temperature variations of the radiant cooling space 

depending on the time-sequential process. 

 

 
Fig.6: Temperature variations of the radiant cooling room depending on the time-sequential process 

 

The maximum outdoor air temperature was 36.12oC at pm 12:51. The glasshouse is lasting high for 1 hour 30 

minutes from pm 12:51. The returned water was shown to be the highest temperature in the glasshouse. This 

demonstrates the returned water (26-27oC) from the glasshouse can be reasonable for taking a shower in Summer. 

The inlet (City) water temperature was approximately 19-20oC. Figure 7 shows the average vertical temperature 

profile for the room for one day. 
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Fig.7: Vertical average temperature profile for the room for one day 

 

The average outdoor air and glass house temperature for one day is respectively 25.4oC and 27.5oC. The average 

room air temperature at 0.15 m height is the lowest one 24.3oC which could be comfortable for the occupants. The 

interesting one is the temperature at the 1.8m height which the ceiling surface temperature is 0.3oC lower than the 

air temperature near the ceiling due to the cold radiation effect mainly from the floor radiant cooling surface.  

Figure 8 shows the vertical temperature profile for the room on pm 12:51. 

 
Fig.8: Vertical temperature profile for the room for one instant 

 

At this moment, the radiant cooling floor surface temperature is similar to the air temperature at 0.15 m height 

(near the floor cooling surface) so there is little convective heat transfer on the floor radiant cooling surface. 

Alternatively, radiant cooling floor surface radiates to the ceiling surface, south wall surface, west wall surface, 

and window surface to fall in surface temperature. Therefore the surface temperature of the ceiling and the west 

wall at 0.8 m height is lower or similar to the air temperature at 0.8 m height. But the inside surface temperature 
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of the window is 4.1oC higher than the air temperature at 0.8m height due to the high temperature (35.5oC) of the 

adjacent glasshouse. 

 

4.2 Mean radiant temperature (MRT) and Operative temperature (OT) calculation 

MRT and OT are calculated by the simulation program COMFORT based on equations (1),  (2), and (3). Figure 

9 shows the MRT distribution for the radiant floor cooling system for the house.  

 
Fig.9:  MRT distribution for the radiant floor cooling system for the house (August 7, pm 12:51, Outdoor air 

temperature: 36.1oC) 

A total of 24 points which keep 1m distance from every 4 different room surface orientations were chosen to 

simulate the MRT and OT. The average temperature of MRT was 25.27oC. But the temperature at the window 

side was relatively higher than the inner side due to the high window surface temperature from the adjacent glass 

house. But the effect of the floor surface temperature on the MRT is the most influential factor and the average 

floor surface temperature 24.4oC is within the lowest percentage dissatisfied range as per the local thermal 

discomfort caused by warm or cold floors (ISO7730, 2005). Figure 10 shows the operative temperature (OT) 

distribution for the radiant floor cooling system for the house. 

 
Fig.10: Operative temperature (OT) distribution for the radiant floor cooling system for the house (August 7, pm 

12:51, Outdoor air temperature: 36.1oC) 
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The average temperature of OT was 25.69oC which is a comfortable range for the occupants. The room OT range 

is 25.5~25.8oC even on the hottest day. But the temperature at the south window side was relatively higher than 

the inner side due to the higher south window surface temperature. 

 

4.3 Asymmetric radiation simulation 

The asymmetric radiation simulation for 6 different positions which keep 1m distance from the south window 

and wall was fulfilled by the use of the simulation program COMFORT based on the equation (4). The possible 

biggest temperature difference orientations between two different opposite surfaces were chosen to calculate the 

radiant asymmetry, namely ceiling and floor surface, south window side and north sidewall surface, east and 

west wall. Figure 11 shows the calculation results for asymmetric radiation on August 7 PM12:51 (Sequential 

time Nr.24 in Fig.6) 

 

 
Fig.11: Asymmetric radiation (August 7 pm12:51) 

 

The maximum asymmetric radiation (1.88oC) is raised at the y5 (Ceiling and floor at the window side). 

Asymmetric radiation does not happen in this radiant cooling space because the floor radiant cooling radiates to 

the surrounding surfaces mostly by the radiation. The highest radiant asymmetry is 1.88 oC near the south window 

side. This means that the local thermal discomfort is not caused by the radiant cooling system without any energy 

input in any position of the house (ISO7730, 2005). 

 

4.4 Recommendations for an energy-efficient dwelling with the passive intelligent radiant cooling 

system without any energy input 

The author recommend the following considerations for an energy-efficient dwelling with the passive intelligent 

radiant cooling system without any energy input. The radiant cooling system could meet the condensation problem 

on radiant cooling surface depending on the thermal capacity of the system and the room humidity condition. 

Therefore the outside shading is recommended to reduce the cooling load as possible which can reduce the cooling 

load by up to 34% to prevent the possible condensation problem in Seoul, Korea (Yoo et al., 2021). The source 

flow ventilation system is recommended for the radiant cooling system without any energy input to compensate 

for the system as per the radiant cooling floor surface temperature is similar to the 0.15m height room air 

temperature so that the source flow ventilation system can be very effective.  

 

5. Conclusion 
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Efficient cooling and heating solutions for nearly zero-energy solar dwellings are requested to mitigate climate 

change and to make sustainable dwellings nowadays. The passive intelligent radiant cooling system without any 

energy input has been converted from the radiant heating system over 3 years in summer. The pipeline embedded 

for a radiant heating system, which is used for space heating just during the heating period, can be utilized also to 

cool the room just through the enthalpy use of the natural city water without any energy and power input by 

releasing the natural city water through the embedded pipeline already installed for the radiant heating. The natural 

city water used for radiant cooling can be used at the necessary places such as toilets flushing, car washing, wash 

machine, garden water, etc. which are corresponding to approximately 56% of the water we use at home. As a 

result, the embedded pipe of the radiant heating system can be converted to a radiant cooling system with a 

minimum added installation and control system without any energy or power input. Thermal comfort and behavior 

analyses in an enclosure with a radiant cooling system are fulfilled by experiment, mean radiant temperature 

simulation, and asymmetric radiation calculation. No uncomfortable asymmetric radiations are encountered for 

the cooling period so that the cooling spaces are well controlled within the comfortable cooling range without any 

energy and power input.  The radiant cooling concept by the use of natural city water could be a nice solution for 

comfortable and reasonable zero-energy dwellings. No extra cooling energy and power are requested to cool the 

space just by the use of enthalpy and pressure from the natural city water.  

The radiant cooling floor surface temperature is similar to the air temperature near the floor cooling surface so 

there is little convective heat transfer on the floor radiant cooling surface. Alternatively, radiant cooling floor 

surface almost all radiates to the ceiling surface, south wall surface, west wall surface, occupant, and window 

surface to fall in surface temperature. This passive intelligent radiant floor cooling concept automatically causes 

to fall in the surrounding surface temperatures including 0.7oC at the ceiling and 0.5oC at the west wall against 

the room air temperature near the corresponding surface to increase the thermal comfort of the occupant just by 

the radiation from the radiant cooling floor surface. The average OT was 25.69oC which is a comfortable range 

for the occupants. The room OT range is maintained at 25.5~25.8oC even on the hottest day.  The house can be 

cooled very well without any ventilator or air-conditioner all summer just in the aspect of comfort temperature. 

But the source flow ventilation system is recommended for the passive intelligent radiant cooling system without 

any energy input to compensate for the system as per the radiant cooling floor surface temperature is similar to 

the 0.15m height room air temperature so that the source flow ventilation system can be very effective.  

In the future the heat flow density on the radiant cooling floor surface will be precisely evaluated in the 

experimental set-up by pipe spacing, thickness, the heat conductivity of the layer above the pipe, etc. 
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Abstract 

With more ambitious energy efficiency standards in newly constructed buildings and increased renovation rates 

in existing buildings, domestic hot water preparation systems are of increasing importance for the connected heat 

load, total heat demand, flow temperature requirements and return temperatures of residential buildings. This 

means, that the design and operation of district heating networks is heavily impacted by the domestic hot water 

preparation systems of its consumers. In this case study, three domestic hot water preparation systems are 

investigated regarding their impact on the district heating network design and operation. The investigated systems 

include instantaneous domestic hot water preparation and hot water storages, both at 60 °C, as well as preparation 

with buffer storages at 45 °C with heat exchangers on apartment level. Instantaneous preparation results in lower 

heat demand, distribution heat losses and return temperatures, while yielding similar costs as hot water storages 

(both at 60 °C). Domestic hot water preparation at 45 °C allows to significantly reduce the district heating 

network’s flow temperature (from 75 to 50 °C) and also yields lower heat demand, distribution heat losses and 

return temperatures. However, because of high costs for the heat exchangers on apartment level, this system is not 

economically competitive in the evaluated case. 

Keywords: domestic hot water, district heating, simulation study 

1. Introduction 

Studies such as the Heat Roadmap Europe (Persson et al., 2019) show that for the European Union to reach a 

cost-efficient energy system transformation, in the future a large share of district heating and cooling, especially 

in urban areas, will be needed. Existing and newly constructed district heating systems must be operated with low 

temperatures and use excess heat or renewable sources, such as solar thermal, geothermal or ambient heat, to 

contribute to the reduction of CO2-equivalent emissions (Lund et al., 2014). Low temperature district heating 

offers new possibilities for higher energy efficiency and better utilization of renewable energy sources on a system 

level.  

With more ambitious energy efficiency standards in newly constructed buildings and increased renovation rates 

in existing buildings, domestic hot water (DHW) preparation systems are of increasing importance for the 

connected heat load, total heat demand, flow temperature requirements and return temperatures of residential 

buildings. This means, that the design and operation of newly constructed district heating networks (DHN) and 

the transformation of existing DHN is heavily impacted by the domestic hot water preparation systems of its 

consumers. 

A fundamental distinction of DHW systems is between instantaneous preparation and systems that use storages. 

There are innovations of the DHW systems’ design that include reduced temperature levels e.g., with additional 

heat exchangers on apartment level or electric temperature boosters (direct electric or via heat pumps) (Østergaard 

et al., 2022).  

In this study, the impact of three DHW preparation systems on the DHN design and operation is investigated 

regarding total heat demand, heat distribution costs and temperature levels for the case study district called 

“Sullivan”. The Sullivan district is part of a  former US-Military base that is being transformed into a residential 

area and consists of a mix of newly constructed and refurbished buildings as well as single family dwellings, 

apartment buildings and commercial buildings (Figure 1). It is planned to supply the district’s 121 buildings 

through a subgrid, that is connected to the main district heating network of Mannheim, Germany, but is operated 

on lower temperatures to achieve a higher efficiency and allow to integrate local renewable energy technologies 
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such as air source heat pumps or solar thermal systems. 

 

Figure 1: Scheme of the Sullivan district in Mannheim with newly constructed (white) and existing refurbished buildings (black).  

2. Consumers 

In a past research project, the investor’s plans for the Sullivan district have been analyzed and comprehensive 

thermal simulations of the heat consumers’ space heating and DHW demand have been conducted. The resulting 

design capacities and heat load profiles, including return temperatures, were used to design DHN for three DHW 

preparation systems (Figure 2): 

• DHW preparation in hot water storages at 60 °C 

• Instantaneous DHW preparation at 60 °C 

• DHW preparation with storages at 45 °C, with heat exchangers on apartment level 

a) 

 

c) 

 

b) 

 

Figure 2: Simplified hydraulic schemes of the investigated domestic hot water preparation systems. a) Preparation in a hot water 

storage at 60 °C. b) Instantaneous preparation at 60 °C. c) Buffer storage at 45 °C with distribution towards heat exchangers at 

apartment level 

All DHW systems are installed in parallel to the space heating systems, which are using underfloor heating. For 

hygienic and comfort reasons, circulation systems were assumed for all building types. For DHW preparation at 

60 °C a minimum return temperature of 55 °C for the circulation system was assumed. For DHW preparation at 

45 °C the circulation return temperature was reduced. The minimum district heating flow temperature (at the 

consumers) was set to 70 °C for DHW preparation at 60 °C. DHW preparation at 45 °C allows lower minimum 

flow temperatures of 50 °C. 

Figure 3 shows the simulation results aggregated for the whole district as daily mean values. For all DHW 

preparation systems the return temperatures follow a sine curve, which is proportional to the course of the potable 
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water temperature. The space heating return temperature is highly dependent on the buildings’ energy efficiency 

standards (newly constructed and refurbished) and their usage schedules (residential and commercial). DHW 

preparation in storages at 60 °C results in higher return temperatures than instantaneous DHW preparation at 

60 °C. By reducing the flow temperature and using buffer storages as well as heat exchangers on apartment level, 

the return temperature is also reduced, because of the reduced circulation temperatures in the buildings. 

 

Figure 3: Daily mean values of return temperatures for DHW, space heating and total as well as for the heat demand aggregated 

for the whole Sullivan district.  

 

The total yearly heat demands as well as the total yearly mass flow weighted average return temperature for all 

three systems are displayed in Table 1. The space heating demand at 4,554 MWh/a is equal for all systems. Thus, 

DHW has a share in the total energy consumption of about 40 %. The simulation results show, that instantaneous 

DHW preparation yields lower total heat demand, because storage heat losses are avoided. By reducing the 

temperatures in the buffer storage and the DHW distribution pipes, the heat losses are also reduced, which also 

results in a reduced total heat demand compared to DHW preparation in storages at 60 °C. 

Table 1: Simulation results aggregated for all consumers in the Sullivan district 

 

Total heat demand  

(space heating and DHW) 

in MWh/a 

Yearly mass flow weighted 

average return temperature 
(space heating and DHW)  

in °C 

Storage at 60 °C  7,576 38.7 

Instantaneous at 60 °C 7,311 33.0 

Storage at 45 °C 7,353 31.1 

 

Additionally, the connected heat loads the consumers were evaluated. The total connected heat loads of the district 

heating network for the three DHW preparation systems are displayed in Table 2. For instantaneous DHW 

preparation the individual buildings have much higher connected heat loads, as the maximum DHW demand must 

be considered. However, the simultaneity is much lower compared to storage systems, which have reduced 

connected heat loads. This  results in a slightly increased total connected heat load (+ 11 %) of instantaneous 

DHW preparation, when simultaneity is considered. 
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Table 2: Connected heat loads with and without simultaneity 

 

Total connected heat load, 

simultaneity not considered 

in MW 

Total connected heat load, 

simultaneity considered in 

MW 

Storage at 60 °C 8.1 7.0 

Instantaneous at 60 °C 18.4 7.8 

Storage at 45 °C 8.1 7.0 

3. District Heating Network 

A district heating network route is designed to connect all the consumers (see Figure 1). The total route length 

amounts to 5.1 km. The pipes are dimensioned individually for the three different DHW preparation systems. For 

all systems the pipes are dimensioned for a maximum specific pressure loss of 300 Pa/m. Simultaneity factors are 

considered individually for each pipe segment, dependent on the number of consumers supplied through the 

segment. The design temperatures are set to 75 °C / 40 °C flow and return temperature, respectively, for DHW 

preparation at 60 °C. For DHW preparation at 45 °C the design temperatures are reduced to 60 °C / 30 °C. 

Figure 4 shows the distribution of pipe diameters (DN) for the three DHN as well as an average DN. Because of 

the higher peak loads for instantaneous systems, the average of the pipe dimensions is larger, especially for lead 

in pipes. Down the line, in transport pipes, the effect is reduced because of lower simultaneity. For storage systems 

at 45 °C the design temperature difference between flow and return is lower, which leads to larger pipe dimensions 

compared to storage systems with DHW preparation at 60 °C. 

 

Figure 4: Distribution of pipe diameters for DHN with three different DHW preparation systems. ∅-Numbers indicate the average 

DN. Total route length: 5.1 km 

The thermo-hydraulic DHN model is described by Zipplies et al. (2022). The pipes considered are steel pipes with 

plastic casing, which are constructed as twin-pipes with the highest insulation standard. Annual simulations are 

performed, using the previously described load and return temperature profiles as input. For the instantaneous 

DHW preparation, the simulations yield that the pipes are cooling down during periods without load. To ensure 

that the consumers' temperature demand can be satisfied all the time, bypasses are considered for the DHN with 

instantaneous DHW preparation for some of the consumers (marked in Figure 5). The bypasses are controlled so 

that the flow temperature is always kept above 58 °C. For storage systems this is not necessary because periods 

without demand occur less frequently and with shorter duration. However, the simulation results show, that the 

influence of the bypasses on the distribution heat losses (+ 0.8 %) and average return temperatures (+ 0.1 K) is 

very small. 
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Figure 5: Graphical representation of the district heating network. Red circles indicate substations, where bypasses were 

considered for instantaneous DHW preparation at 60 °C 

The aggregated simulation results are given in Table 3. For all variants, the relative distribution heat losses are 

very low (around 4 to 5 %). This results from several factors, such as relatively low flow and return temperature 

levels, a  relatively high linear heat density (1.5 MWh/m/a), the usage of the highest insulation standard (DS3), 

and the usage of twin-pipes. The return temperatures at the heat supply show only little differences to the return 

temperatures at the consumers (see Table 1). Another interesting indicator is the yearly mass flow weighted 

average mean temperature (flow and return). This can be used to calculate cost reduction gradients (CRG) which 

are described in the following chapter. Instantaneous DHW preparation at 60 °C yields slightly (2.9 K) lower 

mean temperatures (compared to storages at 60 °C), whereas DHW preparation at 45 °C significantly reduces the 

mean temperatures (-11.4 K). This is of course largely a consequence of the flow temperature reduction. 

Table 3: Results of annual simulations 

 
Storages 

at 60 °C 

Instantaneous 

at 60 °C 

Storages 

at 45 °C 

Heat sold in MWh/a 7,576 7,311 7,353 

Distribution heat losses in MWh/a 416 396 309 

Distribution heat losses in % related to totally supplied heat 5.2 5.1 4.0 

Hydraulic work in MWh/a 25 21 34 

Yearly mass flow weighted average return temperature in °C 38.7 32.9 30.9 

Yearly average return temperature (over time) in °C 41.9 35.0 31.0 

Yearly mass flow weighted average mean temperature  

(flow and return) in °C 
56.9 54.0 45.5 
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4. Economic evaluation 

An economic evaluation is conducted over a period of 30 years, where a discounting interest rate of 3 % is 

considered. The considered costs include initial and replacement investments, costs for operation and maintenance 

as well as heat supply costs. The heat supply costs are varied in a range from 30 to 100 €/MWh. All cost 

assumptions are given in Table 4. For the piping the parameter for ground condition (𝑓𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛) is assumed as 

- 25 % (corresponding to “green areas”) and the parameter for piping (𝑓𝑝𝑖𝑝𝑖𝑛𝑔) is assumed as 0 % (corresponding 

to “plastic casing”). 

Table 4: Cost assumptions for economic evaluation 

Position Cost function / Value Reference 

District Heating Network (Piping)   

Investment costs in €/kW 
𝑐(𝐷𝑁) = (270 + 2,2 ⋅ 𝐷𝑁) ⋅

(1 + 𝑓𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛) ⋅ (1 + 𝑓𝑝𝑖𝑝𝑖𝑛𝑔)  
Große et al., 2017 

Operation and maintenance costs  

in %/a of initial invest 
0,5 Verein Deutscher Ingenieure, 2012 

Economic life time in years 30 Große et al., 2017 

Network Pump   

Investment costs in € 9.900 wilo, 2017 

Operation and maintenance costs  

in %/a of initial invest 
3 Verein Deutscher Ingenieure, 2012 

Economic life time in years 10 Verein Deutscher Ingenieure, 2012 

Electricity costs in €/MWh 240  

Substations   

Investment costs in €/kW 𝑐(�̇�) = 0,026 ⋅ (�̇�)
−0,46

  Große et al., 2017 

Operation and maintenance costs  

in %/a of initial invest 
3 Verein Deutscher Ingenieure, 2012 

Economic life time in years 30 Große et al., 2017 

Storages   

Investment costs in €/l 2,39 
Forschungsgesellschaft für 

Energiewirtschaft mbH, 2017 

Operation and maintenance costs  

in %/a of initial invest 
3 Verein Deutscher Ingenieure, 2012 

Economic life time in years 30 Verein Deutscher Ingenieure, 2012 

Apartment substations   

Investment costs in €/kW 75 Meesenburg et al., 2020 

Operation and maintenance costs  

in %/a of initial invest 
3 Verein Deutscher Ingenieure, 2012 

Economic life time in years 30 Verein Deutscher Ingenieure, 2012 

 

Figure 6 shows annual full costs corresponding to the three different DHN designs shown in Figure 4, when heat 

supply costs of 50 €/MWh are assumed. The levelized cost of heat (LCOH, in relation to the heat sold) range from 

75 €/MWh (storage at 60 °C) to 100 €/MWh (storage at 45 °C). Instantaneous DHW preparation at 60 °C yields 

LCOH of 79 €/MWh. From the illustration of the cost distribution, it can be concluded that the differences in costs 

for heat supply, heat losses, pump energy, piping and substations are rather small. However, the heat exchangers 

on apartment level add significant costs for the DHW preparation at 45 °C. Because the Sullivan district consists 

mainly of multi-family houses, more than 1,000 apartments would have to be equipped with heat exchangers. At 

the assumed rated thermal power of 24 kW per apartment, these would come at a cost of 1,800 € per apartment. 
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Figure 6: Annual full costs for all three variants for heat supply costs of 50 €/MWh 

As mentioned before the heat supply costs are varied in a range from 30 to 100 €/MWh. Because of the reduced 

heat demand for DHW preparation and heat losses, instantaneous DHW preparation and DHW preparation in 

storages at 60 °C reach a cost equilibrium at heat supply costs of 90 €/MWh.  

The study described so far evaluates the DHN temperature’s impact on the heat distribution and consumption. 

However, the effect on the heat supply is not yet been taken into account. To do this, cost reduction gradients 

(CRG) are calculated. Geyer et al. (2021) define CRG as the benefit in LCOH of a case with lower temperatures 

compared to a reference case with higher temperatures, in relation to the temperature reduction (eq. 1). 

𝐶𝑅𝐺 =
𝐿𝐶𝑂𝐻𝐵𝑒𝑛𝑒𝑓𝑖𝑡

𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒  𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛
 [

€

𝑀𝑊ℎ⋅𝐾
]   (eq. 1) 

For instantaneous DHW preparation at 60 °C and DHW preparation at 45 °C the necessary CRG for reaching a 

cost equilibrium are calculated, using DHW preparation with storages at 60 °C as the reference case. The values 

for the CRG are calculated using the yearly mass flow weighted average mean temperature (flow and return, see 

Table 3). The results are plotted in Figure 7 over the heat supply costs. 

 

Figure 7: Necessary CRG to reach cost equilibrium with DHW preparation in hot water storages at 60 °C 

The results show that for instantaneous DHW preparation at 60 °C the CRG is below 0.8 €/MWh/K and reaches 

negative values for heat supply costs above 90 €/MWh. For DHW preparation at 45 °C the CRG is between 1.8 

and 2.1 €/MWh/K. Geyer et al. (2021) calculated CRG for different heat supply systems. The highest values were 

calculated for flat plat solar thermal collectors, geothermal heat supply (both: 0.67 €/MWh/K) and heat pumps 

(0.60 €/MWh/K). However, for geothermal heat supply only return temperature reductions and for heat pumps 

only flow temperature reductions were considered. 
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5. Summary 

This case study shows that domestic hot water preparation systems have a significant impact on the total heat 

demand, connected heat load and temperature levels of a district heating network.  

Compared to DHW preparation in storages at 60 °C, instantaneous DHW preparation at 60  °C leads to 

significantly higher connected heat loads for individual buildings, however because of lower simultaneity the total 

heat load at the heat supply is only about 11 % (7.0 to 7.8 MW) increased. Because storage heat losses are  reduced, 

also the total heat demand is reduced for instantaneous DHW preparation (- 3 %). Another effect are reduced 

return temperatures, which in turn result in reduced heat losses. On the other hand , instantaneous DHW 

preparation makes the use of bypasses necessary. These however have low impact on the total DHN efficiency 

and temperature levels. At low heat supply costs (below 90 €/MWh), the economic evaluation shows slightly 

higher costs for instantaneous DHW preparation, mainly because of higher costs for substations. Depending on 

the heat supply system, the cost difference could be compensated for through cost benefits for the heat supply, 

that are resulting from the return temperature reduction. 

DHW preparation with buffer storages and heat exchangers on apartment level also leads to heat demand 

reductions (- 3 % compared to DHW preparation in storages at 60 °C), because of lower temperature levels and 

thus heat losses in buildings. A main benefit of this variant is that the DHN supply temperature can be reduced, 

while the return temperatures are also reduced. However, the economic evaluations show that because of high 

costs for the heat exchangers on apartment level, DHW preparation at 45 °C is not competitive in this case. This 

is true even when the cost benefits of the temperature reduction for the heat supply are taken into account. 
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Abstract 

The performances of a 800 m2 solar thermal plant coupled to a large District Heating in Geneva has been 

monitored for more than one year. The solar field is composed of 400 high performance evacuated flat plate 

collectors manufactured by TVP Solar. It has an average operating temperature above 80°C. This plant has been 

equipped with sensors to monitor and follow its performances over time. In 2021, the solar plant has injected 536 

MWh in the DHN which corresponds to a specific yearly productivity of 684 kWh/m2/y or 45 % of average 

efficiency. Performances were compared between 2021 and the first half of 2022, with no observed performance 

degradation. The monitoring will be pursued at least until the end of 2024. 

Keywords: solar thermal district heating system, performances monitoring, high vacuum flat plat collector 

1. Introduction 

The Geneva canton utility company (Service Industriels de Genève or SIG) owns and operates an important 

portfolio of District Heating Network (DHN). The “CADSIG” DHN is one of the largest and oldest DHN operated 

by SIG. This DHN built in the 1960’s uses a mix of heat produced by natural gas combustion and by a Municipal 

Waste Incineration Plant (MWI). It has delivered more than 240GWh of heat in 2013/14 to satisfy Space Heating 

(SH) and Domestic Heat Water (DHW) demand in more than 3 Million m2 of housing (Quiquerez and Faessler, 

2015). It operates at relatively high temperatures with a forward temperature fluctuating between 115 (winter) and 

90°C (summer) and a return temperature around 72°C +/- 2°C all year round. It has average yearly losses of ~10%. 

The CADSIG DHN energy mix in 2017 is given in the Table 1 below. 

Tab. 1: Energy mix of the CADSIG DHN in 2017 

Heat producer Total heat injected 

Heat from natural gas boilers (η = 96 %) 204 GWh 

Heat from the MWI 125 GWh 

Expected solar heat production 0.5 GWh 

 

The use of solar heat in DHN has gained an important interest in the last decade following the successful 

pioneering large scale applications in Denmark (Perez-Mora et al., 2018). Countries like Germany and Austria 

(Tschopp et al., 2020) have recently developed subsidy schemes to support the growth of large solar thermal plant. 

DHN is a very promising application for solar heat for different reasons. Large solar fields can benefit from 

important economy of scale which drives down the cost of solar heat making it more competitive. In addition, the 

average efficiency and specific productivity are typically larger than for smaller solar plants mainly because the 

regulation is more efficient on larger plants (Noussan et al., 2017). The rebound observed in the market of solar 

thermal collectors in 2018/2019 can partly be explained by the growth of the number of solar thermal plants for 

DHN and process heat applications. 

As the operating temperatures of DHN can be relatively high, it is necessary to find innovative solar thermal 

technologies able to produce heat at medium to high temperatures with reasonable efficiency and moderate over-

costs. This is one of the objectives of the recent IEA-SHC task 68 (“IEA-SHC task 68 - Efficient Solar District 

Heating Systems,” n.d.). Evacuated Flat Plate collectors (EFP) use high vacuum as highly efficient thermal 

insulation to increase the efficiency and operating temperature range up to 150°C (Benz and Beikircher, 1999). 

EFP is a very promising technology for operation above 70-80°C. For example, Moss et al (Moss et al., 2018) 

have recently shown by simulation that, when operated at 85°C, the yearly specific productivity could be double 
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with EFP than with classical flat plate collectors. The main challenge of this technology is to prove that it can 

maintain a sufficient level of vacuum inside the collector over its lifetime (20 years or more). 

Swiss based company TVP Solar has developed a very efficient EFP mainly for industrial process heat and DHN 

applications. This collector is one of the first EFP commercially available. The efficiency of their product is 

particularly superior to alternative technologies above 50K of temperature difference between ambient and solar 

collector (Beikircher et al., 2015). The TVP Solar collectors are insulated by vacuum (~< 0.1Pa) thus strongly 

reducing thermal losses due to gas convection and conduction. The vacuum is maintained throughout the life of 

the collector thanks to a getter pump, which has been designed to absorb gases outgassing from the solar collector 

components and compensate micro leaks (Benvenuti, 2013).  

 

Fig. 1 Efficiency comparison for different solar collectors commercially available established with the Solar Keymark certificates 

(for an average collector temperature of 70°C and an ambient temperature of 25°C) 

Compared to other solar collectors on the market for an average temperature of 70°C (Figure 1), the MT-Power 

collector from TVP Solar offers the best performance. It should be noted that this collector maintains very good 

conversion efficiencies at low irradiances (< 500 W/m2) where competing technologies have lower efficiencies. 

This characteristic is very interesting for applications in northern Europe where the share of solar energy with 

irradiances lower than 500W/m2 is very important. In Geneva, for example, more than 50% of the solar energy 

corresponds to irradiance lower than 500 W/m2. Each of the TVP Solar collectors is also equipped with a Spot 

CheckTM, which can be used to check the vacuum quality: when the vacuum integrity of one collector is 

compromised, the Spot CheckTM color will change from pale yellow to transparent white. The high thermal 

insulation compared to classical solar thermal collector explains the higher performances of TVP collector. The 

thermal losses are very low allowing to maintain good efficiency with low irradiance of when operating with 

important temperature difference with ambient.  

2. Solar thermal plant characteristics 

In 2019, SIG decided to test the performance and reliability of the TVP products in a decentralized large pilot 

plant called “SOLARCADII” connected to “CADSIG” DHN (see characteristics in Table 2). This large pilot plant 

is composed of two different parts: (1) the solar thermal plant connected to (2) the heat transfer station by a plate 

heat exchanger (HEX). The solar thermal plant has total gross area of ~800m2 and is composed of 400 TVP MT-

Power collectors. The solar field has been integrated on a ~1’700m2 existing metallic structure close to the DHN 

and is oriented with an azimuth angle of 4° W (see Figure 2). The collectors are arranged in 50 lines separated by 

0.8m, composed each of 8 collectors installed with a tilt angle of 17.5°. This solar plant is the first one to use EFP 

technologies at this scale.  
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Tab. 2: Main characteristics of the SOLARCAD II solar plant 

Solar central name SOLARCAD II 

Owner Services Industriels de Genève (SIG) 

Solar plant engineering company TVP Solar SA 

Solar thermal field 

Solar thermal collector model EFP MT-POWER v4.3 

Total number of collectors 400 

Solar thermal field total surface 784 m² 

Nominal operating temperature 75-95°C 

Peak thermal power at 85°C (Ta=25°C ; G=1000 W/m²) 537 kW 

DHN and DHN connection 

CAD auquel est raccordé la centrale CAD SIG 

Type of DHN connection Decentralized, Return/Return 

Inlet temperature at the solar substation 72°C +/- 1.5°C ; 

The heat transfer fluid is a 11.1% glycol/water mixture. Two pumps are used to circulate the fluid with a flowrate 

varying between 5 and 23m3/hr. In case of emergency, the solar heat is dissipated in a 610kW cooling tower to 

prevent overheating of the solar field. The HEX has a rated power of 500kW and is used to hydraulically decouple 

the DHN from the solar plant. The heat transfer station circulates demineralized water from the DHN return pipe 

at a maximum flowrate of 47m3/h trough the HEX to be heated by solar heat before being re-injected into the 

DHN return pipe. Due to the very low yearly solar fraction, it was not necessary to integrate a heat storage (<0.5%). 

 

(a) 

 

(b) 

Fig. 2 Picture of the solar field on the metallic structure (a) and of the heat transfer station (b) (integrated in a room below the 

metallic structure) 

The regulation of the solar plant is done as follow (see Figure 3): 

1. Plant startup: the fluid is circulated in the solar field once the solar irradiation exceeds 200W/m2 for 

more than 5minutes (Loop 1 in Figure 3). The three-way valve is positioned so that the fluid circulates 

only in the solar field until the outlet solar field temperature reaches 80°C. Then the three-way valve is 

operated to circulate the fluid in the HEX (Loop 2 in Figure 3). After a 120sec delay, the pump on the 

DHN side is activated and solar heat is injected in the thermal grid (Loop 3 in Figure 3). 

2. Plant in operation: in operation, the solar field flowrate is regulated to maintain the outlet solar field 

temperature at 80°C until reaching the maximum flowrate. The DHN pump is regulated at minimum 

flowrate when the temperature gain on the DHN side is lower than 3°C. It follows the solar flowrate with 

a proportional factor above this threshold until the maximum flowrate is reached. 

3. Plant shutdown: when the irradiance is below 200W/m2 for 5 minutes, the plant shutdown process is 

initiated. The flowrate on the solar side is reduced to a minimum and stopped. The pump on the DHN 

side is stopped when the temperature gain in the HEX is less than 1°C. The plant is then ready to start up 

again. 

In addition, there are routines to protect the plant from freezing (on DHN and solar side) and to dissipate solar 

heat in the cooling tower in case it is not possible to inject the heat in the DHN. 
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Fig. 3 Hydraulic layout of the “SOLARCADII” plant with the position of each sensor used for performances monitoring 

The shading mask has been generated from the middle of the solar field to evaluate the potential irradiation losses 

due to various shading sources. The Figure 4 presents the shading mask with far shading, close shading (mainly 

building and chimney) and self-shading. The total losses due to shading represents to less than 1% of the total 

yearly irradiation. 

 

Fig. 4 Shading mask taken in the middle of the solar field 

3. Solar thermal plant monitoring 

The solar thermal plant performances are monitored since its start up in January 2021. Sensors were installed in 

order to measure the meteorological conditions and to perform energy balances between the different plant 

sections. The installed sensors positions are given in the Figure 3.  

There are temperature sensors at the inlet and outlet of the solar field and solar exchanger (Endress Hauser 

TMR31). On the solar side, the flowrate is measured at two points (in the solar loop at the outlet of the solar field 

and after the HEX) using two Yokogawa DY050 flowmeter. Additionally, a temperature sensor has been installed 

at the outlet of each line on the solar field. A weather station has been installer close to the middle of the field to 

measure ambient temperature, humidity, wind speed and direction. The solar irradiance is measured with a 

pyranometer installed in the plan of array (SPN1 from Delta-T) also located close to the middle of the solar field. 

This pyranometer measures both the global and diffuse irradiances. The direct irradiance can be deduced by 

calculation. On the DHN side, the solar heat injected is measured with a heat meter (Calec Energy master coupled 

with a Krohne flowmeter). The signal of each sensor is acquired at a one-minute sampling rate by the PLC which 

controls the plant. Measurement data are then sent daily on a server where they are archived in a database for 

further utilization. 

In order to analyze the solar plant performance, various Key Performance Indicators (KPIs) have been used. A 

definition of each of those KPIs is given below. The total heat produced yearly by the solar field (𝐸𝑠𝑜𝑙) corresponds 

to the total amount of heat produced by the solar field (using inlet and outlet solar field temperature sensors). The 

total heat produced yearly by the solar plant (𝐸𝐷𝐻𝑁) is calculated by summing the heat injected in the DHN. The 

solar field efficiency (𝜂𝑆𝑜𝑙) is calculated as follow: 
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𝜂𝑆𝑜𝑙 =
𝐸𝑠𝑜𝑙

𝐸𝑆𝑜𝑙_𝑝𝑜𝑎
   (eq. 1) 

where 𝐸𝑆𝑜𝑙_𝑝𝑜𝑎 is the total amount of global solar irradiation received in the plan of array during one year. 

Similarly, the efficiency of the solar plant (𝜂𝑡𝑜𝑡) is calculated using as follows: 

𝜂𝑡𝑜𝑡 =
𝐸𝐷𝐻𝑁

𝐸𝑆𝑜𝑙_𝑝𝑜𝑎
   (eq. 2) 

The yearly specific heat productivity of the solar field 𝐸𝑆𝑝𝑒𝑐,𝑠𝑜𝑙 is calculated as the ratio of the heat produced by 

the solar field (𝐸𝑠𝑜𝑙) divided by the solar field gross are (784m2). Similarly, the specific productivity of the solar 

plant 𝐸𝑆𝑝𝑒𝑐,𝑡𝑜𝑡 is defined as the ratio of the total solar heat injected in the DHN (𝐸𝐷𝐻𝑁) divided by the solar field 

total gross area (784m2). 

4. Solar plant performances analysis 

The solar thermal plant yearly performances have been calculated using the measures realized in 2021. In total, 

535MWh were injected into the DHN in 2021 for a global irradiation of 1528kWh/m2/yr in the plane of array 

(poa). This corresponds to a yearly specific productivity of 684kWh/m2/yr and an average conversion efficiency 

of 45 % for an average solar field operating temperature above 80°C. At the solar field level, a yearly efficiency 

of 46.4% has been measured which corresponds to a specific productivity of 705kWh/m2/yr. This high 

productivity and efficiency demonstrate the interest of the EFP technology for heat production above 80°C, 

particularly when compared to the typical conversion efficiency of conventional flat plate collectors (between 35 

and 40% at 80°C, Furbo et al., 2018). This 10 to 30% difference is explained by the higher conversion efficiency 

of the EFP from TVP Solar at low irradiance (<500W/m2). 

The yearly electrical coefficient of performance (COP) has also been estimated using the pumps efficiency curve 

given by the suppliers and the measured flowrates. The COP is defined as the ratio of the heat production to the 

electricity consumption required to move the heat transfer fluid in the plant and to regulate the plant. For 2021, a 

COP of 38.5 has been calculated for the plant, while for the solar field only a COP of 53.5 has been found due to 

significant pressure losses on the solar side. For the solar plant, typical COP reported in the literature are in 

principle above 100.  

A Sankey diagram has been generated to visualize the energy losses for the first year of operation of the plant (see 

Figure 5). This figure shows that the diffuse radiation represented ~33% of the total yearly irradiation. 10% of the 

yearly irradiation has been lost because of the 200W/m2 irradiation threshold. This threshold could certainly be 

reduced in order to increase the field productivity. The solar HEX losses are negligible. 

 

 
Fig. 5 Sankey diagram representing the main losses of the SOLARCADII installation for year 2021 

The Figure 6 shows the temperature and flowrate profile in different section of the installation during a clear sky 

day (16th of June 2021). The preheating phase is started as soon as the irradiance is above 200W/m2 for five 

minutes (05:45). Once the solar field has reached 80°C, the heat starts to be injected first in the solar HEX and 

then in the DHN (07:00). The flowrate in the solar loop is adjusted in order to regulate the solar operating 

temperature until the irradiance is too high to maintain the temperature at 80°C (above 450W/m2). Above this 

irradiance, the temperature in the solar loop increases up to 95°C when the solar irradiance is maximum 

(~1’000W/m2). Then the temperature of the solar field decreases and the injection in the solar HEX is stopped 

when it is below 80°C (17:00). The solar pump is still operating at reduced flowrate until the irradiance is below 

200W/m2 and the solar field temperature below 75°C.  
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The relatively high temperature reached in the solar loop when the irradiance is above 450W/m2 reduced the solar 

field efficiency. Nevertheless, with the TVP technologies, the efficiency reduction when operating 95°C instead 

of 80°C is very small (<5%). Thus, it seems not necessary to increase the flowrate in the solar loop to better 

regulate the operating temperature.  

 

Fig. 6 Clear sky day typical solar plant production profile 

5. Solar plant performances stability 

As mentioned above, EFP is a very promising technology to increase the specific productivity and to produce heat 

at temperature above 80°C. The advantages of these technologies could help lower the cost of solar heat and 

expand their potential applications in solar thermal technology. On the other hand, the high vacuum used as highly 

efficient thermal insulation has to be guaranteed during the solar collector lifetime (~25 years) in order to maintain 

high conversion efficiencies. Therefore, several tests have been performed since the startup of the solar plant in 

order to check that the performance of the solar field and of each of the solar collectors remain stable over time.  

The Figure 7 shows the global daily plant production (heat injected into DHN) as a function of the daily global 

solar irradiation on the plan of array of the solar field for 2021 and 2022. This figure demonstrates that the 

performance of the solar plant remained unchanged since its startup. This graph also illustrates the ability of EFP 

to convert solar radiation into heat above 80°C with very high efficiencies from 45 (days with low irradiation) to 

60% (days with high irradiation). 

Fig. 7 Total daily heat injected in the DHN as a function of the daily global solar irradiation received by the solar field 
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In addition, the quality of the thermal insulation of each collector has been evaluated with an IR camera while the 

plant was in operation (see Figure 8). The objective of this test was to identify the collectors with higher surface 

temperatures. For each of the collectors with higher surface temperature, surface temperature was measured in the 

front and the back of the collectors at 11 different points. Two verification campaigns of the collectors were 

realized: one in January 2021 shortly after the commissioning of the plant and one in February 2022 after a year 

of operation. Eight collectors with higher surface temperature were identified. For those collectors the surface 

temperature is higher by 2°C in average compared to the other collectors. At this point of the project, it is not clear 

if the performances of those collectors have been significantly reduced or not. Additional investigations will be 

performed in 2023 in order to address this question. A new verification campaign will be repeated at the beginning 

of 2023 following the same procedure. 

Fig. 8 IR Camera picture of the solar field showing one collector with higher surface temperature 

6. Conclusions & perspectives 

An 800m2 solar plant using EFP from TVP Solar has been installed in Geneva and commissioned in January 2021. 

This plant is connected to the return of a large high temperature DHN. It is operating between 80°C and 90°C. Up 

to today, this plant is the largest solar plant using EFP technologies connected to a DHN. A monitoring system 

has been deployed in order to follow the plant performance and its stability over time. During the first year of 

monitoring, the plant has produced and injected 536MWh of heat in the DHN corresponding to a specific 

productivity of 684kWh/m2/yr or 45% of conversion efficiency. This high productivity illustrates the advantage 

of EFP technology for application above 80°C and with a large share of low irradiance. This productivity is much 

higher than the state-of-the-art flat plate collector under similar conditions. Electrical COP of 53.5 and 37.5 were 

estimated for the solar field alone and the plant respectively. This COP could certainly be improved by reducing 

the pressure losses (tubes with larger diameter) and the pumps operating time. 

In addition, the performance stability was studied at the solar field level and for each collector. For the first 18 

months of operation, no performance degradation has been found at the solar field and at the collector scale. 

Nevertheless, 8 collectors with higher surface temperature were identified. At this stage of the project, it is not 

clear if the performance of those collectors is significantly reduced. Further investigation will be pursued in 2022 

on this issue.  

The performance monitoring of this plant will continue at least until 2024 with objective to study the stability and 

reliability of EFP from TVP Solar. In addition, a numerical model of the plant is being developed in Trnsys. This 

model will be validated using the data collected. The validated model will then be used to evaluate and compare 

various optimization measures to improve the plant performance (irradiance threshold for plant startup for 

example).  
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9. Nomenclature 

Abbreviations Signification 

𝜂𝑆𝑜𝑙 Solar field efficiency [%] 

𝜂𝑇𝑜𝑡 Solar plant efficiency [%] 

DHN District Heating Network 

DHW Domestic Hot Water 

𝐸𝐷𝐻𝑁 Total solar heat injected yearly in the DHN [MWh] 

EFP Evacuated Flat Plate Solar Collector 

𝐸𝑠𝑜𝑙  Total heat produced yearly by the solar field [MWh] 

𝐸𝑆𝑜𝑙_𝑝𝑜𝑎 Total solar irradiation received yearly by the solar field on the plan of array 

[MWh] 

HEX Plate Heat Exchanger 

MWI Municipal Waste Incineration Plant 

𝐹𝑙𝑜𝑤𝑟𝑎𝑡𝑒𝐶𝐴𝐷  Flowrate in the HEX on the DHN side (secondary) [m3/h] 

𝐹𝑙𝑜𝑤𝑟𝑎𝑡𝑒𝐹𝑖𝑒𝑙𝑑  Flowrate in the solar field [m3/h] 

𝐹𝑙𝑜𝑤𝑟𝑎𝑡𝑒𝐻𝑋 Flowrate in the HEX on the solar side (primary) [m3/h] 

𝐺𝐼𝑝𝑜𝑎  Global Irradiance on the plan of array [W/m2] 

𝑇𝐴𝑖𝑟  Ambient air temperature [°C] 

𝑇𝑝,𝑖,𝑓𝑖𝑒𝑙𝑑  Solar field inlet temperature [°C] 

𝑇𝑝,𝑜,𝑓𝑖𝑒𝑙𝑑  Solar field outlet temperature [°C] 

𝑇𝑠,𝑖,𝐻𝑋 Plate heat exchanger intlet tempreature on DHN side [°C] 

𝑇𝑠,𝑜,𝐻𝑋 Plate heat exchanger outlet tempreature on DHN side [°C] 
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Abstract 

The subject of this work is the integration and operability of a large-scale solar thermal field with condensing 
wood chip boilers for district heating application in rural areas. Based on a case study in Switzerland, a large-
scale solar field is designed to be coupled with the existing heating plant composed of two wood boilers with 
external flue gas condensers. The operability of the new central heating plant is then assessed with numerical 
simulations carried out with TRNSYS. In a first step, two scenarios with two different solar fractions are simulated 
to analyze the performances of the solar system and the influence of the integration of the solar thermal field on 
the operation of the wood boilers. The main results are: 1) The specific productivity is between 450 and 500 
kWh.m-2.y-1 for the considered operating temperatures and solar fractions. 2) The startup cycles are important if 
the heating needs in summer are not totally covered by the solar system. 3) After optimization of the controls, the 
startup cycles of the boilers in mid-season are very low. 

Keywords: Solar District Heating, Large-scale solar thermal, Wood Chip Boiler, Numerical simulation, 
operability 

1. Introduction 
The subject of the proposed article is the integration of large scale solar thermal field with biomass boilers for 
district heating (DH) application in rural areas. (Lund et al., 2014) identifies this combination as relevant to the 
principle of 4th Generation DH principles assisting the development of sustainable energy systems. Moreover, 
(Tschopp et al., 2020) refers to installations on this best practice concept as “Bioenergy Villages” and report on 
the first demonstration object in Büsingen, DE. There a solar field is coupled with two wood chip boilers backed-
up with an oil boiler. The solar field shows good performance with 13% of solar fraction (100% from end of June 
to mid-August) and with a solar specific productivity of 603 kWh.m-2.y-1. Based on this success, five similar plants 
were commissioned in 2018. However, no information was found on the operability of these plants and the impact 
on the startup’s cycles of the boilers. Only (Ruesch, 2020) through numerical simulation concluded that the starts 
up cycles of wood boilers can be important in summer and widely reduced with the integration of solar heat 
production. However, increase of the boiler’s startups was also found in mid-season but only marginally higher. 
In a similar way, this paper proposes to study the operability of central heating plant combining a large-scale solar 
thermal field and wood chip boilers supplying a DH network. The particularity is that the boilers are equipped 
with flue gas condensers and induce higher complexity to integrate the solar thermal system.  

Base on a case study located in Switzerland with extensive monitoring data, numerical simulations were carried 
out at a fine timestamp allowing the evaluation of the operability of the system. The modeled central heating plant 
consists of the actual installed condensing wood chip boilers upgraded with a large scale solar thermal field and 
thermal energy storage (TES). Firstly, the actual design of the heating plant and the selected solar thermal field 
integration concept will be described. Secondly, chosen numerical modeling method and models are presented 
briefly before finally discussing the simulation results. 
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2. DH plant and integration of solar thermal 
field with TES 

The considered DH network is located in the rural town of Les Ponts-de-Martel, NE, Switzerland and went into 
operation in September 2007. Initially, 32 buildings were supplied by the network, with a total length of 2.1 km. 
Ten years later, nearly 80 buildings are connected to the district heating system. The entire district heating network 
belongs to a cooperative called "Le Marais-rouge". Each consumer (including potential future consumers) of the 
network can be part of this company. This particular legal status makes "Le Marais-rouge " a completely different 
DH system than the one managed by utility companies. The involvement of the consumers in a cooperative makes 
it easier to access the secondary heat distribution circuits for energy efficiency measures, since the heat consumers 
benefit from them: the price of the energy consumed depends on the overall efficiency of the district heating 
network. Therefore and thanks to efficient substation design, very low return temperatures are achieved with a 
yearly mean value in 2019 of 44°C and peak value as low as 28°C were measured in winter. Table 1 presents the 
main characteristic of the DH network “le Marais-Rouge”. 

Tab. 1: Characteristic of the district heating network of “les Marais-Rouge”, values given for the year 2019 

Heat supply  5.81 GWh 
Linear heat density  1.53 MWh.kml-1.y-1 

Heat losses  0.76 GWh 
Supply temperatures 80 - 70 °C 

Mean return temperature 44 °C 
The DH network “le Marais-Rouge » makes a good candidate for the integration of solar heat: 1) its rural area 
provides plenty land space for the solar field, 2) low supply and return temperature allow efficient heat production 
and 3) main fuel should be spared for use in Winter. Only drawback found is a low heat consumption in summer 
causing high distribution losses. Figure 1 shows the simplified hydraulic diagram of the central heating plan 
comprising of 2 wood boilers (1.25 MW and 1 MW) equipped of flue gas condensers installed separately upstream 
of the boilers on the DH return pipe. Cascading of the boilers is possible in series in winter, while only one boiler 
is operated in mid-season and summer. The flue gas condensers allow to preheat the water of the network returning 
to the power plant. This is beneficial since it allows the recovery of energy otherwise lost in the flue gas and limits 
the recirculation of water in the wood-fired boilers, which must not have inlet temperatures below 65°C. 

 
Fig. 1: Simplified hydraulic diagram of the central heating plant of the DH “le Marais-Rouge” upgraded with the integration of a 

large-scale solar thermal system. 

Biom
ass 

Boiler

PuDH
PuBioB

 

 

Biom
ass 

Boiler

PuBioB

 

Condenseur 1Condenseur 2

PuCon1PuCon2

PuSol HXsol

 

Vsol

PuDH

TES

 

 

 
X. Jobard et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

244



 
The fact that the condensers need low inlet temperatures to recover effectively the latent heat contained in the flue 
gas, implies that the solar installation should be integrated after them. In winter and mid-season, the solar field is 
design to preheat the flow on the return line of the boilers. As the inlet temperature of the wood boiler should be 
kept above 65°C, the solar thermal system operates thus between the supply temperature of the condensers and 
65°C. In summer the solar field is designed to supply, when possible, the total heat demand of the network, if not 
one boiler is fired-up and takes over. In winter and mid-season, the solar field inject the heat on the return line 
before the gas In order to guarantee the heat supply even at night or when the weather does not allow the solar 
installation to fulfill the demand, a hot water tank is installed to store the produced solar energy and to inject it 
later on the grid. The technology chosen here is insulated steel tanks. These tanks must be highly insulated. As 
reported (Sveinbjörnsson et al., 2017): In Denmark, those tanks are insulated with between 30 and 45 cm of 
mineral wool to have acceptable losses at about 2% per week for 500 m3 and 1% per week for 5000 m3 tanks. 
The tank is integrated in the hydraulic diagram to store exclusively solar heat. This was chosen to simplify the 
controls. 

3. Numerical model of the system 
The heating plant modeling was performed with TRNSYS 17 software (Klein and Al., 2014). The wood boilers 
are modeled with the type 869 developed by (Haller et al., 2011). It is a numerical model to simulate any kind of 
boiler of different technology and fuel and especially wood chips boilers. The parameters are defined from the 
data provided by the manufacturer and hourly monitoring data from the heating plant. For simplicity, the 
condensers are modeled with a simple model derived from the available measurements. Finally, the TES and solar 
field are modelled with well-known models respectively type 60 and type 832 (Haller et al., 2013). Other 
components (tubes, controls) are modelled with standard types from the TRNSYS library. 

Validation of the models (boiler and condenser) has been conducted by comparing monitoring data with the 
simulation results and by assessing cvRMSE (eq. 1). Only the heat flow rates were compared with each other. 

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 =
�∑(𝑦𝑦 − 𝑦𝑦�)2

𝑦𝑦�
 (eq. 1) 

With: 𝑦𝑦 the monitoring values and 𝑦𝑦� the simulated values et 𝑦𝑦� the average of the monitoring values. 

3.1 Wood chip boiler model 
The validation of the simulations gives mitigated results (see figure 2). The comparison shows high cvRMSE 
values (38% and 39%). The dynamic behavior of the boilers is relatively well represented considering the input 
data and the noise of the measurements. Indeed, the temperature measured at the boiler outlet deviates strongly 
from the setpoint temperature given by the water law.  

Wood chip boiler 1 

 

Wood chip boiler 2 

 

Fig. 1: Comparison of monitoring data and simulations for wood boiler 1 (left) and 2 (right) 
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This is confirmed by the comparison of the boiler power monotones presented at figure 3 and figure 4. 
Nevertheless, a reservation can be made for boiler 2 whose model does not allow to reproduce its load rate 
measured during the cascade operation i.e., in winter period. In fact, and as shown in the figure 4, the simulated 
load of boiler 2 have a level at 500 kW which does not exist. This point should be further studied to find its causes. 
Annually, the absolute error on the produced energy is -12% for boiler 1 and 18% for boiler 2. 

 
Fig. 2: Comparison of the power monotones of Boiler 1  

from monitoring and simulations 

 
Fig. 3: Comparison of the power monotones of Boiler 2  

from monitoring and simulations 

3.2 Flue gas condensers 
The condensers are modeled very simply by taking constant heat losses and heat recovery efficiency on the fatal 
heat (latent and sensible) of the flue gas at the exit of the wood boilers. The equation defining this operation is 
given below in equation 2: 

�̇�𝑄𝑐𝑐𝑐𝑐𝑐𝑐 =  𝜂𝜂𝑓𝑓𝑓𝑓 ∙ ��̇�𝑄𝑓𝑓𝑓𝑓  −  �̇�𝑄𝑓𝑓𝑓𝑓,𝑙𝑙𝑐𝑐𝑙𝑙𝑙𝑙�  (eq. 2) 
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With :  

• 𝜂𝜂𝑓𝑓𝑓𝑓: The efficiency of heat recovery from the flue gases 

• �̇�𝑄𝑓𝑓𝑓𝑓: The latent and sensible heat flow rate in the flue gas, given by the model of the wood 
boiler and the characteristics of the fuel. 

• �̇�𝑄𝑓𝑓𝑓𝑓,𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 : The sensible heat flow rate lost between the boiler and the condensers 

The parameters of the equations 𝜂𝜂𝑓𝑓𝑓𝑓 and 𝑄𝑄𝑓𝑓𝑓𝑓,𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 were identified graphically by comparing the monitoring data 

and the result of the simulations. The values obtained are given in table 2. 

Tab. 2: Parameters for the numerical condenser model 

Parameters Condenser 1 Condenser 2 
𝜼𝜼𝒇𝒇𝒇𝒇 0.90 0.90 

�̇�𝑸𝒇𝒇𝒇𝒇,𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍 90 000 kJ/h 72 000 kJ/h 

The figure 5 present a comparison of the results of the numerical model with the monitoring data. The graphs 
show that the model approximations roughly reproduce the condenser operation with a cvRMSE value of 49% for 
condenser 1 and 37% for condenser 2. However, the relative deviations of the annual heat production of the 
condensers are 30% for condenser 1 and 1% for condenser 2. The measured data show a non-linearity between 
the boiler heat output and the condenser heat output that the model does not reproduce. A variable efficiency and 
a better identification of the parameters would improve the performance of the model. However, for the purpose 
of this study, the model is considered satisfactory. 

Condenser 1 

 

Condenser 2 

 
Fig. 5: Comparison of monitoring data and simulations for condenser 1 (left) and 2 (right) 

3.3 Thermal Energy Storage (TES) 
The hot water tank is modelled with the generic type 60. It is configured to have two double ports, on for charging 
the tank with solar heat and one to discharge the tank. Type 60 takes as main parameters, the tank’s volume 𝑉𝑉𝑐𝑐, 
height 𝐻𝐻, and overall heat loss coefficient 𝑈𝑈. To vary the volume of the tank, height/diameter ratio has been fixed 
to 2 to ensure compactness while keeping an efficient stratification. The overall heat loss coefficient has been 
calculated for 5 different volumes [50, 500, 5000, 10000, 15000] m3. The calculation was carried according to 
(Bergman and Incropera, 2011) with a outer convection heat transfer coefficient of 10 W/(m2.K), insulation 
thickness of 0.45 m, heat conductivity of 0.04 W/(m.K) and assuming constant physical properties of material 
over the temperature range (20°C – 100°C). The results were regressed to obtain a continuous function given in 
equation 3 and figure 6: 

𝑈𝑈 = 0.11 . (𝑉𝑉𝑐𝑐 − 48)−0.02; 𝑟𝑟2 = 0.998  (eq. 3)  
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Fig. 4: Evolution of the heat loss coefficient U as a function of the volume of the storage tank  

with a constant height/diameter ratio of 2.  

3.4 Solar collectors 
The solar collectors are modelled with a well-known third-party model, type 832. The performance coefficients 
considered are given in table 3, they were obtained by averaging the coefficients of large flat plate collector on 
the market these last years from several European manufacturers. Heat capacity and incident angle modifier 
coefficient for diffuse and direct irradiation are also taken into account. 

Tab. 3 : Performance coefficient of an average large scale flat collector 

 value unit 
𝜼𝜼𝟎𝟎 0.79 - 
𝒂𝒂𝟏𝟏  2.9 W/(m2.K) 
𝒂𝒂𝟐𝟐 0.0135 W/(m2.K2) 

4. Results 
This section presents the results obtained with the numerical model described in section 3. and their analysis to 
show the technical potential of integrating solar thermal in wood based and rural DH network. An underlying 
objective is to give elements on the influence of the solar thermal installation on the operation of the wood chip 
boilers and to establish if there is an increase of the boiler startup cycles. For this purpose, several scenarios were 
implemented and sized based on an available pre-feasibility study:  

1. Solar fraction less than 15% with 1500 m2 of solar thermal panels and 75 m3 of TES (scenario 1) 
2. Solar fraction around 30% with 3300 m2 and 1060 m3 TES (scenario 2) 
3. Optimization of startup cycles for scenario 2 (scenario 3) 
4. Sensitivity analysis of the sizing parameters (Gross panel area and TES size) 

4.1 Scenario 1: low solar fraction 
A first scenario was defined to analyze systems with a low solar fraction (< 15%) and a limited storage volume. 
The solar heat is injected on the return line before the boilers and downstream of the condensers. The annual 
results presented in table 4 shows a very satisfactory productivity and efficiency of respectively 516 kWh/(m2.an) 
and 33%. The solar heat is thus very well used. 

On the one hand, the figure 7 also shows a very good solar coverage above 60% in summer for the months of July 
and August but insufficient to cover the total needs. On the other hand, the coupling return/return generates 
important cycle of starting of the wood boiler in summer (figure 8). It starts every time the installation does not 
allow to cover the needs completely. An optimization is surely possible to reduce them, but it would not allow to 
totally suppress these cycles. The installation of a larger storage that can be used by the biomass boilers would be 
beneficial. 
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Tab. 4: Annual performance of the solar system including storage losses in scenario 1 

Solar resource in the collector 
plane (30°, 0° South) 

1558 kWh/(m2 .a) 

Yield 773 MWh 
Productivity 516 kWh/(m2 .a) 

Solar efficiency 33 % 
Solar fraction 13 % 

 
Fig. 7: Monthly heat production per installation and solar fraction for scenario 1 

 
Fig. 8: Number of boiler start-up cycles with injection on the outflow in the off-season and in the summer of scenario 1 

4.1 Scenario 2: Solar fraction of about 30%. 
The sizing of this variant is intended to turn off the boilers during the summer period. The figure 9 shows a 
possible boiler shutdown from July to the end of September. The results (table 5) show an interesting productivity 
higher than 450 kWh/(m2 .an) including storage loss. The yield is also in the expected range, although slightly 
lower than in scenario 1. As for the solar fraction, it falls short at 26% compared to the target value of 30%. The 
monthly results presented in figure 9 show that the fraction reaches 100% of the needs for the months of July, 
August, and September. In the off-season the solar fraction is also interesting between 30 and 40%. The boiler 
load is also reduced during these months. 
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Tab. 1: Annual performance of the solar system including storage losses in scenario 2 

Solar resource in the collector 
plane (30°, 0° South) 

1558 kWh/(m2 .a) 

Yield 1497  MWh 
Productivity 454 kWh/(m2 .a) 

Solar efficiency 29 % 
Solar fraction 25.7 % 

However, this is only problematic for the month of June, as shown in figure 10. Because the solar system is very 
close to covering the entire demand of the DH network but does not reach it, boiler 1 presents a high number of 
starting cycles (n=60). This operation is not satisfactory and can strongly reduce the performance of the boiler. 
An optimization of the operation of the installation is therefore necessary and has been realized in scenario 3. 

 
Fig. 9: Monthly heat production per installation and solar fraction for scenario 2 

 
Fig. 10: Number of boiler start-up cycles with injection on the outflow in the off-season and in summer 

4.3 Scenario 3: Optimization of boiler start-up cycles in the off-season 
In scenario 2, boiler 1 cycles strongly in June. In this scenario, the season changes is optimized in order to shut 
down the boiler earlier and leave the solar thermal field to fulfill the entire demand sooner. After analyzing the 
instantaneous powers of the boilers, an advancement of the summer to the hour at 3634 instead of 3967 and an 
extension of the fall inter season to the hour 7238 instead of 7057 was implemented. The figure 11 shows a clear 
decrease in boiler start-up cycles. 
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Fig. 11: Number of boiler start-up cycles with injection on the outward journey in the off-season and in the summer after 

optimization of the dates of the change of season 

After this optimization, it also results in a better solar heat production in June and allows to cover the total heat 
demand of this month, see figure 12. 

 
Fig. 12: Monthly heat production per installation and solar fraction for the optimized scenario 2 

From the point of view of the annual performances presented in the table 6. A slight improvement is noted with a 
gain of 2% on the solar yield and one additional efficiency point. 

Tab. 6: Annual performance of the solar system including storage losses in optimized scenario 2 

Solar resource in the collector 
plane (30°, 0° South) 

1558 kWh/(m2.a) 

Yield 1531  MWh 
Productivity 464 kWh/(m2.a) 

Solar efficiency 30 % 
Solar fraction 26.2 % 

4.4 Sensitivity analysis 
In order to be able to assess the sizing of the solar thermal installation and its storage, 6 sizes of solar field from 
1500 m2 to 4000 m2 as well as 6 specific storage volumes (VSspe) were simulated with the TRNSYS model 
described above. Figure 13 presents the results by showing the variation of the solar fraction (solid lines) in parallel 
with the specific productivity of the solar thermal panels (dashed lines) as a function of the installed solar panel 
area. Like any solar thermal system, 3 main trends are observed: 
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• The larger the solar field, the larger is the solar fraction.  

• The larger the solar fraction, the lower is the specific productivity of the panels as the 
system losses increase. 

• For a given solar array size, there is an optimal specific storage volume above which there 
is no increase in the specific productivity of the panels. 

It is found that a specific volume of 0.05 [m3 /m2] is not optimal with respect to the specific productivity of the 
solar field. Taking 1500 m2, the increase of the specific volume from 0.05 to 0.25 [m3 /m2 ] allows a gain of 
specific productivity from 535 kWh/(m2 .an) to 600 kWh/(m2 .an) that is to say approximately 12% of increase. 
Beyond 0.25, the gain is no longer as decisive for this panel surface. 

 
Fig. 5: Solar fraction and specific heat productivity for different surfaces of solar thermal panels connected to the Ponts-de-Martel 

boiler room obtained from the TRNSYS model results 

5. Conclusion 
A numerical model of the boiler room of the DH “les Marais-Rouge” integrating a large-scale solar thermal system 
was developed with the software TRNSYS 17. In a first step, this model allowed to calculate 2 scenarios of solar 
coverage (< 15% and about 30%) and to analyze the performances of the solar system and the influence of the 
integration of the solar thermal on the operation of the wood boilers. The main results are:  

- The specific solar yield is between 450 and 500 kWh/(m2 .an) for the operating temperatures and solar 
coverages considered 

- Start-up cycles are important if the summer heat demand is not fully covered by the solar system 

- Boiler start-up cycles in mid-season are very low in the scenarios studied 

In a second step, a sensitivity study on the size of the field and the specific storage volume was conducted in order 
to better appreciate the sizing parameters. From the point of view of the specific heat productivity, an optimum 
storage volume appears between 0.5 m3/m2 and 1 m3/m2 for a 1500 m2 surface of solar thermal panels. This 
optimum increases for larger surfaces (between 2 and 3 m3/m2  to 2000 m2) to reach very large storage volumes 
(> 5 000 m3 ). These applications are generally not very profitable in Switzerland. However, a financial calculation 
should be made to confirm this trend. 
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8. Nomenclature 
Abbreviations Description  

DH District Heating 
fg Flue gas 
SF Solar Fraction 
loss Heat losses 

 
symbol description Unit 
𝜼𝜼 Effiency - 

cvRMSE Coefficient of variance of RMSE: 
 

- 

�̇�𝑸 Heat flow rate kW 

Qsol Heat flow supplied by the solar system (storage output) kWh 
Qboi Heat flow supplied by the wood boiler kWh 
Qcon Heat flow supplied by the flue gas condenser kWh 

U Overall heat loss coefficient of the storage W/(m2.K) 
VS Storage volume m3 

VSspe Specific storage volume according to the gross area of the solar field m3/m2 
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Abstract 

In this study two different decarbonization strategies for rural heat supply are compared on the example of 180 

buildings located in a german village called Rauschenberg-Bracht. The comparison shows that the erection of a 

solar district heating system with solar fraction of about 67% leads to similar heating costs as a profound energy 

efficient renovation followed by installation of decentralized air heat pumps for most buildings. Both concepts 

aim to achieve a heat supply that is free from the local use of fossil fuels. While the solar district heating system 

can probably be realized within a few years and therefore achieves the full CO2e savings promptly, this would 

take decades for the implementation of energy rehabilitation and heat pumps due to a low renovation rate. To 

reach climate-neutrality for the heat supply could thus be accelerated significantly by the construction of a solar 

district heating system. Moreover, the two decarbonization approaches do not appear to be fundamentally 

exclusive: subsequent steady renovation of connected buildings will either increase the solar share in heat 

supply or enable the connection of new consumers at a similar solar coverage rate. However, it should be also 

noted that with solar district heating not the same thermal comfort as with profound energy efficient building 

renovation is achieved. 

Keywords: decarbonization strategy, rural heating, solar district heating, energy efficient renovation 

 

1. Introduction 

About 150 million tonnes (BDEW 2021) or about 18% of the total annual CO2e emissions in Germany are 

attributed to the heating and cooling of buildings, with heating having the largest share. Especially against the 

backdrop of the climate crisis, the question arises how the decarbonization of building heat can be achieved as 

fast as possible and at lowest possible costs. This study focuses on rural areas and develops two different heat 

supply scenarios for 180 buildings in a German village called Rauschenberg-Bracht as an example. A solar 

district heating system with 67% solar fraction and basic renovation measures (centralized solution) is compared 

to profound renovation combined with the installation of air heat pumps for most of the buildings (decentralized 

solution). The primary target is to achieve a heat supply which is free from the local use of fossil fuels. The 

annual costs of heat for an average building are used as the key figure. Furthermore, the annual CO2e emissions 

for the next three decades are compared.  

2. Current state analysis 

At present, about two thirds of the village heat is generated by heating oil and one quarter comes from biomass 

(wood logs, wood chips and pellets). Almost all buildings are single or two-family houses, about 90% were built 

(some of them in half-timbered construction) before 1980. The village is not connected to the natural gas grid. 

Inhabitants of Bracht founded a local energy initiative to implement the solar district heating system. According 

to current information about 180 buildings will be connected to the local heating network. This building stock 

comprises 156 existing and 24 planned buildings that will be erected in a few years. All 180 buildings are 

classified in five categories based on construction year and renovation needs:  

• renovation sensitive 

• before 1980 
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• 1980 till 2000 

• after 2000 

• new building 

The category “renovation sensitive” includes the buildings erected in a half-timbered construction and additional 

buildings built before 1919. The underlying assumption of this category is, that the facades of these buildings 

are worth to preserve or they are even under monumental protection, thus, they can be insulated only internally. 

Because the region around Bracht is densely forested, short transportation routes are assumed and, thus, a CO2e 

emission factor of 0 gCO2e/kWh for wood is chosen. Based on survey database, the current overall heat 

consumption (4,082 MWh/a), CO2e emissions (926 tCO2e/a) and wood consumption (1,526 MWh/a) are 

estimated for the 180 buildings.  A second data set based on the results of brief energy consultations conducted 

by the energy agency of Hessen (LEA), contains detailed information for 27 buildings: firstly, heat transfer 

coefficient and area for each building component of the thermal building envelope which are later used to 

estimate the necessary insulation measures for the decentralized renovation, and, secondly, recommended 

minimum-investment renovation measures like insulation of the top or basement ceiling which are applied when 

considering solar district heating. 

3. Comparability of two scenarios 

To ensure comparability, the following framework conditions are defined for both scenarios "solar district 

heating" and "decentralized renovation": 

• Supply of heat (space heating and domestic hot water) for the 180 potential consumers 

• Supply of heat without local use of fossil fuels 

• No more use of biomass is allowed than in the present  

The emission factor of 366 gCO2e/kWh is taken for the consumed electricity at the current state, while, for the 

scenario period from 2025 until 2044, the estimated average value of the emission factor is 62 gCO2e/kWh based 

on the Germany’s policy goal of reaching 80% renewable share for power generation in 2030 and emission 

factors by Luderer et al. 2021. 

4. Solar district heating scenario 

In this scenario the CO2e emissions are mainly reduced by the implementation of renewable energies, especially 

solar thermal energy. Only minimum renovation measures, such as insulation of upper floor and basement 

ceilings are exploited to reduce the initial investment costs. The potential reduction of heat demand due to these 

measures is estimated at about 2 % based on detailed recommendations for 27 buildings by the LEA, 

estimations on the reduction of heat consumption by the method of tabula according to Loge et al. 2015 and 

following extrapolation on the rest of the 156 existing buildings with account of building category. The total net 

cost of minimum renovation is about 631 k€. The most important components of the central heating concept are 

a large solar thermal collector field (12,900 m²) and a seasonal heat storage (26,600 m³), which is designed as a 

pit storage filled with water, covered with a foil on the ground side and insulated with a floating thermal 

insulation on the top. An electric heat pump (1,190 kWth) is used to cool the storage in the heating period down 

to about 30°C. This enables to reduce the storage size and, thus, the investment costs, compared to the direct 

storage discharge down to the return temperature of the district heating network of about 50°C only. The 

remaining heating load is covered by two wood chip boilers (150 and 400 kWth), which serve as auxiliary 

heating to increase the heat pump’s efficiency.  

The solar thermal heating system, illustrated in Figure 1, has the following operating states listed in decreasing 

priority. For simplification in Figure 1 the heat flow of the first operation state is not illustrated seperatly and 

added to the second operation state. 

• Direct heat supply from solar collector 

• Direct heat supply from seasonal storage tank 
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• Simultaneous heat supply from heat pump and wood chip boilers 

The heating system is simulated in TRNSYS with the modified type 343 "ICEPIT" as pit storage for 3.5 years. 

Only the last year when the ground around the storage tank has warmed up and, apart from the temperature 

changes within the annual cycle, has reached a thermal equilibrium, is used for energetical and economical 

evaluation. For the optimization TRNSYS is coupled with the GenOpt software (Generic Optimization program) 

to determine the component sizes that yield minimum levelized costs of heat.  

 

 

Figure 1: Solar district heating system 

 

The shares of heat supply by different energy sources are shown in Figure 2 for the optimized system. With 67% 

solar thermal energy has the highest share. The heat pump is working with a SCOP of about 4.7 and the seasonal 

storage tank is operated in a temperature range of 30 till 85°C. Due to solar district heating the CO2e emissions 

are reduced by -98% compared to current state. 

 

 

Figure 2: Distribution of heat sources feeding into the district heating network 

 

5. Decentralized renovation scenario 

In this scenario the decarbonization is achieved with decentralized measures in the buildings only. The 

estimation of the measures is based on evaluation of 27 buildings for which detailed data are available. To 

estimate the extent of the measures the aproach is as described: 

• To determine necessary measures for improving the building’s thermal envelope, insulation thresholds 

are defined, which means that all components of the 27 buildings with heat transfer coefficients higher 

than the chosen thresholds will be insulated.  

• It is assumed, that the existing insulation remains and the new insulation is implemented on top 

(except for windows, which must be replaced).  

• If a measure is necessary, it will be dimensioned to reach the minimal heat transfer coefficient required 
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by federal funding for efficient buildings (BEG) for individual measures (BMWi 2021). 

The thresholds and minimum requirements for funding are presented in table 1. 

 

Table 1: Heat transition coefficients for the scenario decentralized renovation  

Building component Assumed thresholds for the existing 

insulation in 𝑊/𝑚² ∙ 𝐾 

Minimum requirement of funding if 

new measures are done in 𝑊/𝑚² ∙ 𝐾 

roof 0.4 0.14 

top ceiling 0.3 0.14 

basement ceiling 1.0 0.25 

basement wall 0.5 0.25 

base plate 1.0 0.25 

outer wall (external) 0.4 0.20 

outer wall (internal) 0.7 0.65 

windows 2.6 0.95 

 

The reduction of heat consumption for each of the 27 buildings is calculated by the method of tabula with 

considering the rebound effects caused by changing resident’s behavior in buildings with increased efficiency. 

For this a correction factor determined by the Institute for Housing and the Environment (IWU) (Loge et al. 

2015) is used.  

For the 180 buildings that should be supplied by the district heating network, the estimated distribution by 

building category is presented in table 2. The building categories are known only for 132 existing and 24 new 

buildings but not for the remaining 24 existing buildings. For that reason, the categories of existing buildings are 

scaled up from 132 to 156 resulting in decimal numbers. This distribution serves for the extrapolation of the 

identified measures as well as specific heat consumption (per m² living area) from 27 to 180 buildings. 

 

Table 2: Estimated distribution of 180 buildings into five building categories 

 

 

1 2 3 4 5  

renovation 

sensitive* 

before 

1980 

1980 till 

2000 

after 2000 new 

building 

∑ 

Number of buildings 50.8 82.7 17.7 4.7 24.0 180 

 

The estimated insulation measures for 180 buildings shown in Figure 3 indicate that insulation of the outer wall 

and replacement of windows are quite often required for buildings constructed before 2000. It will be shown 

later that this has a large influence on the total investment costs. It is assumed that architect’s services are 

necessary for buildings for which roof or outer wall are to be insulated and blanket costs for that services are 

considered later in the economic evaluation. 
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Figure 3: Estimated insulation measures for 180 buildings in decentalized renovation scenario 

 
Figure 4 presents the shares of heat pumps and wood fired boilers by building category. This distribution is a 

result of the assumptions that new wood fired boilers will be implemented in the buildings with highest specific 

heat consumption and only either in the renovation sensitive buildings or in the buildings which heat with the 

wood at present. The wood amount is enough to heat around 55 buildings, while the rest is heated by air heat 

pumps. To ensure a high SCOP for the buildings heated with air heat pumps the underfloor heating systems are 

implemented, what is probably not always reasonable (or possible) and could overestimate the investment costs. 

 

 

Figure 4: Estimated measures for 180 buildings concerning heat generation and distribution inside the building in decentralized 

renovation scenario 

 

By the implementation of all measures presented in Figure 3 and Figure 4 the heat consumption decreases by 

about  -14% and the CO2e emissions by -95% in total for all 180 buildings. The shares of heat supply by air heat 

pumps and wood fired boilers as well as the reduction of heat consumption are shown in Figure 5. 
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Figure 5: Reduction of heat consumption and shares of heat supply for decentralized renovation 

6. Comparison of two scenarios 

Figure 6 shows, that the largest investments for solar district heating are the solar thermal system, the heating 

network and the seasonal storage. The federal funding by the German program KfW EE Premium (BMWK 

2022) is around 42% of the total investment.  Especially the solar thermal system and seasonal storage gain high 

subsidies of around 58%. 

 

 

Figure 6: Investment costs for solar district heating 

 

The total investment costs for decentral renovation presented in Figure 7 are very similar to those for solar 

district heating. The constructional measures with the highest investment costs are outer wall insulations, 

replacement of windows and underfloor heating systems. Funding by BEG (15. August 2022) is considered 

(BAFA 2022). 

  

 

Figure 7: Investment costs for decentralized renovation 
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The operation costs presented in Figure 8 are similar for both scenarios in total. Differences are the higher 

maintainance and repairs costs for solar district heating explained by higher investments for components that 

need to be maintained (heat generators, heating network and storages), and the higher electricity consumption of 

air heat pumps for decentralized renovation. Although the amount of wood is the same in both scenarios, the 

costs for biomass differ because of the higher prices for log wood used in decentralized renovation scenario 

compared to wood chips used in solar district heating scenario (Carmen 2021). Costs for maintenance and 

repairs of the building’s envelope have still to be investigated for both scenarios. In this study these costs have 

been neglected.  

 

 

Figure 8: Annual net operation costs of both scenarios (annuity) during observation period of 20 years 

 
A calculation is done with the annuity method under the following assumptions: 

• observation period: 2025 until 2044 (20 years) 

• interest rate: 3.0 %/a 

• inflation rate: 1.8 %/a 

Figure 9 shows the comparison of the annual net cost per average building in total. While the costs without 

federal funding are a bit lower for the decentralized renovation (5,147 €/a) compared to solar district heating 

(5,421 €/a), this changes after applying the federal funding resulting in solar district heating costs (3,734 €/a) 

slightly lower than costs for decentralized renovation (4,176 €/a). Considering the calculation accuracy both 

scenario’s costs are on a similar level. 

 

 

 

Figure 9: Comparison of annual heat costs per average building for solar district heating and decentralized renovation 
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The main difference between the two scenarios is illustrated in Figure 10. While solar district heating can reach 

the full reduction of annual CO2e emissions already at the start of operation (after a few years of planning and 

construction), this will take decades for decentralized renovation because of the low renovation rates. The 

accumulated CO2e amount for the next three decades would be about 3,318 tCO2 with solar district heating and 

14,202 tCO2 with decentralized renovation, which is an increase of 328%. 

 

 

Figure 10: Comparison of the annual CO2e emissions for both scenarios assuming a renovation rate of 3%/a to implement the 

measures for decentralized renovation 

 
It should be mentioned that there should be still a cost reduction potential for the decentralized renovation 

scenario, because an economical optimization was implemented for solar district heating only. 

7. Conclusion and Outlook 

It is possible to significantly accelerate the decarbonization of heat supply in rural areas with solar district 

heating systems, while the heating costs are not increased compared to the alternative strategy of profound 

building renovation and use of heat pumps. The main advantage of profound building renovation on the other 

hand is higher living comfort (e.g., foot warmth thanks to underfloor heating, more even temperatures and fewer 

draught). It should be also mentioned that decentralized renovation scenario is not economical optimized. 

However, synergies between the two decarbonization strategies are possible: renovation of buildings connected 

to a heating network can still be carried out later, which leads to free capacities concerning heat generation and 

distribution which could be used for connecting further consumers. 
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Abstract 

So-called air-brine-collectors increasingly available on the market are mostly uncovered absorbers without 

thermal insulation. Hence, their thermal performance is significantly affected by ambient conditions such as wind 

speed, sky and air temperature. In order to model the thermal performance of air-brine-collectors, it is necessary 

to know how the above-mentioned ambient conditions affect their thermal performance.  

For this purpose, the thermal performance of an air-brine-collector available on the market was determined in two 

variants according to ISO 9806 by means of outdoor testing using the quasi-dynamic test method. The 

characteristic values resulting from the measurements are then used within an annual system simulation of a 

typical cold district heating network, also called fifth generation district heating and cooling (5GDHC) network, 

in the simulation environment TRNSYS. Whereas the air-brine-collectors in combination with an ice store act as 

heat sources for decentralized heat pumps in the heating and cooling system.  

Keywords: air-brine-collector, quasi-dynamic test method, heat pumps, cold district heating, 5GDHC, TRNSYS 

1. Introduction 

Since the 1970s, research and development has been carried out worldwide on various types of covered and 

uncovered photovoltaic thermal (PVT) collectors. In addition, heat pumps have been understood for a few years 

as one of the most promising technologies for future decarbonized energy supply. Therefore, for the last 10 years 

about, a trend has been developing towards the increased investigation of PVT collectors in system combination 

with heat pumps (Kumar et al., 2015) (Al-Waeli et al., 2016). Thus, the research, development and 

commercialization of the so-called air-brine-collectors, which serve as the heat source of the heat pump, has also 

been intensified. Air-brine-collectors are designed both with and without photovoltaic modules as a cover. The 

air-brine-collectors with photovoltaic modules as a cover also belong to the PVT collectors. 

Air-brine-collectors are heat exchangers that extract heat from the ambient air and also convert solar radiation into 

usable heat. Thus they also function as solar collectors and are ideally suited as heat sources for heat pumps. 

Especially in heating and cooling systems based on cold district heating networks, also called fifth generation 

district heating and cooling (5GDHC) networks, but also in single- or multi-family buildings, air-brine-collectors 

as a heat source for a heat pump are an important and very cost-effective alternative to conventional air source 

heat pumps (Giovannetti et al., 2018). 

The air-brine-collectors increasingly available on the market are mostly without transparent cover, i.e., uncovered 

and without thermal insulation, which means that their thermal performance is significantly affected by ambient 

conditions such as wind speed, sky and air temperature (Giovannetti et al., 2018). In order to characterize the 

thermal behavior of air-brine-collectors it is necessary to know how the above-mentioned ambient conditions 

affect their thermal performance (Leibfried et al., 2019). 

For this purpose, the thermal performance of an air-brine-collector available on the German market was 

determined in two variants at the Institute for Building Energetics, Thermotechnology and Energy Storage of the 

University of Stuttgart (IGTE) following ISO 9806 (ISO, 2013) using the quasi-dynamic outdoor test method. 

Fig. 1 shows the two variants investigated. The uncovered variant 1 (one) is shown on the left and the covered 

variant 2 (two) on the right. The covered variant represents the case where photovoltaic modules are attached 

above the air-brine-collector. 
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Fig. 1: Illustration of the two variants investigated, left: uncovered (variant 1), right: covered (variant 2) 

The characteristic values for the numerical description of the thermal behavior of the air-brine-collectors 

determined by means of measurements according to ISO 9806 are subsequently used within annual system 

simulations of a typical 5GDHC network in the simulation environment TRNSYS. Thereby, it was investigated 

how the thermal performance of the air-brine-collectors influences the performance of the entire heating and 

cooling system. 

The procedure for determining the thermal performance of the air-brine-collectors, the boundary conditions and 

results of the measurements as well as those of the annual system simulations of the two sun-air-collector variants 

as heat sources for a cold district heating system are presented in detail in the following. 

 

2. Measurements and characteristic values 

The measurements to determine the characteristic values were performed in accordance to ISO 9806. Deviating 

from the specifications of the standard, measurements without irradiation (nighttime measurement), 

measurements with an average fluid temperature below the ambient air temperature, and measurements with 

negative thermal performance, i.e. heat dissipation, were also performed.  

The measurements without irradiation and at a mean fluid temperature below the ambient air temperature represent 

typical operating conditions of air-brine-collectors. The measurements with negative thermal performance are 

used to determine a set of characteristic values that is also valid within the simulations, if the air-brine-collectors 

are used for recooling purposes. 

Equations (eq. 1) and (eq. 2) show the modeling of the thermal collector performance according to ISO 9806. 

Q̇

𝐴𝐺

=  𝜂0,𝑏𝐾𝑏(𝜃𝐿 , 𝜃𝑇)𝐺𝑏 +  𝜂0,𝑏𝐾𝑑𝐺𝑑 − 𝑐6𝑢𝐺 − 𝑐1(𝜗𝑚 − 𝜗𝑎) − 𝑐2(𝜗𝑚 − 𝜗𝑎)2 

            −𝑐3𝑢(𝜗𝑚 −  𝜗𝑎) + 𝑐4(𝐸𝐿 −  𝑇𝑎
4) − 𝑐5

𝑑𝜗𝑚

𝑑𝑡
                                     (eq. 1) 

 

𝐾𝑏(𝜃𝐿 , 𝜃𝑇) = 𝐾𝑏(𝜃𝐿 , 0) ∙ 𝐾𝑏(0, 𝜃𝑇)                        (eq. 2) 

With 

 AG m² Gross area of collector 

 c1 W m-2 K-1 Heat transfer coefficient at (ϑm − ϑa) = 0 

 c2 W m-2 K-2 Temperature dependent heat transfer coefficient 

 c3 J m-³ K-1 Wind speed dependent heat transfer coefficient 

 
c4 - Factor for calculating the radiant heat losses in dependency of the sky temperature  
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 c5 kJ m-2 K-1 Effective specific heat capacity of the collector  

 c6 s m-1 Coefficient for calculating the wind dependence of the conversion factor 

 EL W m-2 Longwave irradiance (λ > 3 μm) 

 b - Conversion factor based on beam irradiance 

 Gb W m-2 Beam irradiance 

 Gd W m-2 Diffuse irradiance 

 G W m-2 Total irradiance (Gb + Gd) 

 Kb(L,T) - Incidence angle modifier (IAM) for beam irradiance  

 Kd - Incidence angle modifier (IAM) for diffuse irradiance 

 �̇� W Thermal performance extracted from collector 

 t s Time 

 Ta K Ambient air temperature 

 u m s-1 Wind speed 

 a °C Ambient air temperature 

 m °C Mean temperature of heat transfer fluid 

  ° Angle of incidence of beam irradiance Gb 

  W m-2 K-4 Stefan-Boltzmann constant  = 5.67 x 10-8  W m-2 K-4  

Tab. 1 shows the determined characteristic values and Tab. 2 and Tab. 3 the incidence angle modifiers of the two 

tested air-brine-collector variants. For the investigated north-south orientation of the longitudinal axis of the air-

brine-collector variants, the incidence angle modifiers for beam irradiance in the longitudinal direction are used 

to characterize the influence of the annual season and the associated position of the sun on the thermal performance 

of the air-brine-collector variants. Since the measurements were performed in only two out of twelve months, the 

longitudinal incidence angle modifiers were calculated analytically from the geometry. The gross area of the air-

brine-collector in both cases is 4 m². 

Tab. 1: Characteristic values of the two air-brine-collector variants 

Characteristic Value Unit Variant 1 Variant 2 

b - 0.75 0.71 

c1 W m-2 K-1 47.30 33.50 

c2 W m-2 K-2 0.00 0.00 

c3 J m-³ K-1 20.20 32.40 

c4 - 0.75 1.00 

c5 kJ m-2 K-1 77.49 91.61 

c6 s m-1 0.09 0.04 

Kd - 1.01 0.95 

The conversion factors b determined for the beam irradiance Gb appear surprisingly high at a first glance. 

However, if the fact that it is a volumetric absorber and thus the radiation-absorbing area is a multiple of the 

reference area (gross area) is taken into account, the conversion factor for variant 1 is realistic. Equation (eq. 1) 

represents for such air-brine-collectors, consisting of volumetric absorbers with opaque cover, not the physical 

but only the mathematical description of the thermal performance. Thus, by inserting an almost freely selectable 

combination of incidence angle modifiers and a related conversion factor into equation (eq. 1), a curve fitting is 
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performed to fit the measured thermal performances of the air-brine-collectors at different ambient conditions 

including different angles of incidents. The conversion factor of variant 2 is therefore not directly comparable 

with conversion factors of other air-brine-collectors. The very high incidence angle modifiers for beam irradiance 

in the transverse direction for variant 2 result from the very low incidence angle modifiers in the longitudinal 

direction due to the cover.  

Tab. 2: Incidence angle modifiers for beam irradiance (variant 1) 

Angle of Incidence   in ° 0 10 20 30 40 50 60 70 80 90 

Kb(L,) in - 1.00 0.99 0.97 0.94 0.92 0.88 0.8 0.66 0.35 0.00 

Kb(,T) in - 1.00 1.04 1.08 1.11 1.15 1.37 1.42 1.74 2.47 0.00 

Tab. 3: Incidence angle modifiers for beam irradiance (variant 2) 

Angle of Incidence in ° 0 10 20 30 40 50 60 70 80 90 

Kb(L,) in - 0.00 0.00 0.00 0.01 0.01 0.01 0.02 0.02 0.02 0.00 

Kb(,T) in - 0.00 11.00 23.90 28.30 34.50 44.40 83.40 100.00 219.00 0.00 

The differences in the heat transfer coefficients c1 and the wind-dependent heat transfer coefficients c3 of the two 

variants can be explained as follows: Due to the cover of variant 2, the upward convection currents are obstructed, 

resulting in a lower value for c1. On the other hand, the cover creates a certain tunnel effect which increases the 

wind speed inside the volumetric absorber compared to the surroundings, resulting in a higher value for c3 at the 

same time.  

The thermal collector performance is described analytically according to equation (eq. 1), in particular as a 

function of the temperature difference between the mean fluid temperature and the ambient air temperature. The 

temperature dependent heat transfer coefficient c2 is used to account for the nonlinear increase in thermal losses, 

especially for high temperature differences or high mean fluid temperatures. Due to the low stagnation temperature 

of approx. 20 K above ambient air temperature air-brine-collectors are operated within a narrow range of 

temperature difference to the ambient air temperature. For these temperature differences, the behavior of the 

thermal losses can be described as linear to the temperature differences. Thus, c2 is set to zero for the air-brine-

collectors investigated. 

  

Fig. 2: Measured, calculated and the difference between calculated and measured thermal performance extracted from  

the air-brine-collector of variant 1 on Aug. 21st, 2020 
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Fig. 2 shows an example of the measured thermal performance extracted from the air-brine-collector of variant 1 

together with the thermal performance calculated using the characteristic values as well as the difference between 

the calculated and the measured thermal performance for a day used for the evaluation (Aug. 21st, 2020). Fig. 3 

shows the irradiance and Fig. 4 shows the wind speed as well as the difference between mean fluid temperature 

and ambient air temperature for variant 1 on Aug. 21st, 2020. 

From Fig. 2, it can be seen that the measured thermal performance extracted from the air-brine-collector can be 

replicated with good accuracy using the determined characteristic values. However, it should also be mentioned 

that the heat losses of both variants depend not only on the wind speed, but also on the wind direction, which was 

not recorded during the measurements and is not taken into account by ISO 9806. 

   

Fig. 3: Irradiance on Aug. 21st, 2020 

 

 

Fig. 4: Wind speed and temperature difference between mean fluid temperature and ambient air temperature  

for variant 1 on Aug. 21st, 2020 
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3. System simulations 

Using the determined characteristic values, dynamic system simulations with TRNSYS were performed to 

investigate how the two variants of air-brine-collectors behave in a heating and cooling system and to what extent 

the two variants differ.  

The influence of the two variants on the heating and cooling system is characterized by a comparison of the annual 

environmental and solar thermal useful heat supplied by the respective air-brine-collectors. The environmental 

and solar useful heat supplied by the air-brine-collectors depend on the operation of the heating and cooling 

system, in addition to the characteristic values, the incidence angle modifiers and the ambient conditions. 

Therefore, the boundary conditions and the control strategy of the heating and cooling system are described in the 

following. 

3.1 Boundary conditions 

Use case and location 

A typical application for the investigated air-brine-collectors is their use as heat source for heat pumps in 5GDHC 

networks or so-called anergy networks. Therefore, the heating and cooling system of a new building district in 

Ludwigsburg, a city in the south of Germany near Stuttgart, is modeled. Within the framework of the project 

‘Development of integrated solar supply concepts for climate-neutral buildings for the “city of the future” 

(Sol4City)’ the described 5GDHC system is to be investigated, analyzed and optimized.  

The new building district comprises nine multi-family buildings and a kindergarten with three residential units 

above. The buildings are equipped with unheated basements. In total, the district with 107 residential units has a 

heated usable floor space of 8,567 m². For the design of the system components and the 5GDHC network, a 

heating demand of 507 MWh a-1 and a cooling demand of 166 MWh a-1 were assumed. 

For the system simulations, a weather data set of the German weather service (DWD) was used for a current 

average test reference year for the Ludwigsburg site. The annual global radiation sum amounts to                           

1,048 kWh m-². The mean ambient air temperature is 10.4 °C and the mean wind speed is 2.9 m s-1. 

Heating and cooling concept 

The heating and cooling supply of the district is based on a 5GDHC network, which is operated with temperatures 

between - 10 °C and + 20 °C. A central ice store with a water volume of 770 m³ and a central collector field 

consisting of air-brine-collectors with a total gross area of 137 m² serve as heat sources and sinks for the 

decentralized brine-to-water heat pump of each building. The total rated heating capacity of the total of ten heat 

pumps is 428 kWth at the standard rating conditions according to DIN EN 14511-2 (DIN, 2019). Whereby the 

standard rating conditions correspond to a brine temperature at the evaporator inlet of 0 °C and a water temperature 

at the condenser outlet of 35 °C and will be referred to as operating point B0/W35 in the following. The total 

electrical power consumption of the heat pumps at this operating point is 93 kWel. Each heat pump is hydraulically 

decoupled from the consumer circuit by a buffer store with a volume of 1.5 m³ each. The cylindrical ice store has 

two separate heat exchangers - regeneration and discharge heat exchanger - through which a water-glycol mixture 

is circulated. The storage medium is water. 

The heat supply within the buildings is provided by underfloor heating with a constant supply temperature of 

35 °C and an assumed constant return temperature of 28 °C. The domestic hot water is generated exclusively by 

means of electric instantaneous water heaters and is therefore not taken into account in the system simulation. 

Additional heat exchangers are also used on a decentralized building-by-building basis to perform building 

cooling via the 5GDHC network. In the cooling period, the underfloor heating of the buildings serves as the heat 

source of these decentralized heat exchangers. The buildings are cooled with a constant supply temperature of 

17 °C on the consumer side and a corresponding assumed return temperature of 20 °C. In the passive cooling 

mode, the so-called natural cooling (NC) mode, the ice store represents the heat sink of the 5GDHC network. For 

the possibility of an active cooling, a second additional heat exchanger, the so-called residual heat exchanger, is 

installed in the building no.10. An active cooling (AC) mode is achieved by the heat pump in building no. 10 

using the air-brine-collectors as heat sink on the condenser side. The cooling energy thus generated on the 

evaporator side is fed from there into the 5GDHC network. Buildings no. 1 to no. 9 do not have this second 

additional heat exchanger, but are supplied with additional cooling energy via the 5GDHC network using the 
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decentralized building-by-building heat exchangers described above. The active cooling mode is used exclusively 

when the natural cooling mode is insufficient.  

For simplification, not all possible operating modes are represented in the system simulations described here. Only 

the heat supply modes and the natural cooling mode of the new building district in Ludwigsburg are considered. 

The simplified hydraulic structure of the modeled system as well as the initial values for the annual system 

simulations can be seen in Fig. 5.   

 

Fig. 5: Simplified hydraulic scheme of the heating and cooling system with initial values for the annual system simulations 

Assumptions  

To further simplify the simulation model, only one of the ten buildings is modeled. For this purpose, a 

representative space heating and cooling load profile of one characteristic building of the district is used.  

Due to the difference in thermal loads of the building no. 10 with a kindergarten, a non-residential building, and 

of the residential buildings no. 1 to no. 9, dynamic building simulations in TRNSYS of both one of building no. 

10 and one of building no. 1 were performed. Based on target room air temperatures of 20 °C in winter and 26 °C 

in summer, the hourly heating and cooling capacities that must be supplied to the respective building in order to 

achieve the target room air temperature were determined. These hourly heating and cooling capacities represent 

the respective space heating and cooling load profile. To create the representative space heating and cooling load 

profile, the load profile of building no. 10 with kindergarten was summed with that of nine residential buildings 

and then divided by the factor of ten for the number of buildings of the district. The factor of ten was chosen 

because the new building district in Ludwigsburg consists of ten buildings, each with a heating center. In this way, 

the dynamic thermal behavior of the components decentralized in the respective heating center, such as buffer 

stores, heat pumps and heat exchangers, can also be investigated. At the "central/decentral" interface (see Fig. 5), 

the mass flow rate is converted accordingly. Which means that the mass flow rate from the network to the 

individual building is divided by the factor of ten and from the individual building back to the network is 

multiplied by the factor of ten. The supply and return temperatures are not changed or converted as all buildings 

are connected in parallel. Decentralized components are designed for the representative space heating and cooling 

load profile, centralized components for the entire district.  

Simultaneity effects are neglected, since only the heat supply for space heating and not that for domestic hot water 

is accounted for. Thus, it is assumed that the heat load peaks of the individual buildings always occur at the same 

time. The heat losses or gains of the pipes of the 5GDHC network are neglected. This can be justified due to an 

existing thermal insulation and the low network temperatures, respectively the small temperature differences 

between the fluid in the pipes and the surrounding soil. For the ice store, the heat exchange with the soil is taken 

into account and for the buffer stores heat losses to the surrounding air are considered.  

For both the heating and cooling supply, a variable consumer-side mass flow rate results from the definition of 

the target temperatures at the consumers, in order to be able to meet the representative space heating and cooling 

load profile that changes over time. On the network side, a constant mass flow rate is assumed in accordance with 

the planning. In the 5GDHC network, a water-glycol mixture (33 %) is also assumed as the heat transfer medium. 

In the consumer circuit, the heat transfer medium is water. 
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Furthermore, in order to avoid condensate formation, a minimum inlet temperature of 15 °C is aimed for on the 

network side of the building-by-building heat exchangers during the cooling period. Since the network 

temperature in natural cooling mode (NC mode) corresponds to the outlet temperature of the ice store, the required 

heat exchangers inlet temperature in this modeling is often only achieved by mixing the outlet temperature of the 

ice store with the building-by-building heat exchangers outlet temperature on the network side. If the ice store 

outlet temperature is too high, the building-by-building heat exchangers inlet temperature is also too high. For this 

reason, it is assumed that the cooling demand can only be met up to an average ice store temperature of 16 °C. 

For simplicity, the described possibility of active cooling mode via the residual heat exchanger is not considered 

at this point.  

During the heating period, a controller ensures that the temperature in the decentralized buffer stores is maintained 

between 40 °C and 46 °C in the upper 60 % of the store. If the buffer store temperature falls below this point, the 

heat pumps are switched on. If the evaporator temperature exceeds - 10 °C, the set heating supply temperature of 

35 °C on the consumer side is reached. If the evaporator temperature falls below - 10 °C and the buffer store 

temperature falls below the target heating supply temperature of 35 °C, the heating demand can no longer be met 

in the simulation. In the real heating and cooling system, electrical heating elements are then used as emergency 

heaters. 

The TRNSYS Type 832 is used to model both variants of the air-brine-collectors, covered and uncovered. This 

Type uses the collector model also used for the quasi-dynamic outdoor measurements according to ISO 9806 

(ISO, 2013).  

System control 

A total of seven operating modes will be available in the new building district in Ludwigsburg. For the sake of 

simplicity, however, only four of them are modeled here: discharging mode, absorber-direct mode, regeneration 

mode and natural cooling mode. 

It is assumed, that the air-brine-collectors are available for the heat pumps as a heat source in the operating mode 

absorber-direct mode between November 15th and March 15th of each year, when the collector outlet temperature 

is above - 4 °C. If this temperature is below, the ice store serves as the heat source to the heat pumps during this 

period until the collector outlet temperature is either above the ice store outlet temperature or the ice store is 

already consisting to 90 % of ice. During this period of the year, the absorber-direct mode is the prioritized 

operating mode of the system simulations under consideration. This is to ensure that the heat pumps are supplied 

with the highest possible evaporator inlet temperature and thus operate as efficient as possible.  

Furthermore, the ice store may also be regenerated during this period. For this purpose, heat is transferred from 

the air-brine-collectors to the ice store when the collector outlet temperature is above the average ice store 

temperature and the ice store is at least consisting of 50 % ice and no absorber-direct mode is required. This 

operating mode is named regeneration mode. 

From March 16th of each year until the start of the cooling period on April 30th the air-brine-collectors are only 

available as a heat source if no more heat can be extracted from the ice store. This is the case when it is iced up to 

a maximum of 90 %. During this period, discharging mode is prioritized and no regeneration mode may take 

place. The reason for this is a desired targeted maximum icing of the ice store before the start of the cooling period, 

in order to provide as much cooling energy as possible by the ice store in the summer months. After the end of 

the cooling period on September 30th until November 14th the ice store is also initially preferred as a heat source 

in order to additionally utilize the sensible heat of the completely liquid storage medium of the ice store, which 

can reach up to 16 °C. 

During cooling in the summer months, the extracted space heat of the district is first dissipated into the 5GDHC 

network via the building-by-building heat exchangers. For building cooling with the natural cooling mode, the 

cold district network is then cooled by using the ice store as a heat sink. As a result, the storage medium melts. 

Once the ice store has reached a completely liquid state and a temperature of 16 °C, the active cooling mode 

should theoretically take place. However, as already explained, this mode of operation has not yet been 

implemented in the simulation. Fig. 6 shows the simplified system control described here schematically in relation 

to the representative hourly space heating and cooling load profile used. 
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Fig. 6: Schematic representation of the operating modes of the system control with reference  

to the representative space heating and cooling load profile 

The system control is based on so-called “hard switchover points” between heating and cooling operation, i.e. 

from a fixed date onwards, the system switches between heating and cooling operation. Between May 1st and 

September 30th, only cooling is possible. During the rest of the year, only heating is possible. It is assumed that 

heating demands that occur in the cooling period and cooling energy demands that occur in the heating period are 

negligible. These are therefore not covered by the heating and cooling system. The switching points can vary from 

year to year depending on the weather data. 

3.2 Results 

In order to achieve a full coverage of the heating and cooling demand of the district, the cooling demand must be 

met within the specified summer period and the heating demand must be met within the specified winter period 

due to the hard switching points. The composition of the monthly supply of thermal energy to meet the monthly 

heating and cooling demands of the described heating and cooling system and the corresponding monthly heating 

and cooling demands of the district are shown in Fig. 7 and Fig. 8. The heat losses of the buffer stores are included 

in the heating demand of the district. The simulations of the heating and cooling system were carried out for 

variant 1 and variant 2 of the air-brine-collectors (see section 2). 

 

Fig. 7: Monthly heating demand and composition of the heating supply for variants 1 and 2 of the air-brine-collectors 

Fig. 7 shows that the heating demand of the district can be completely covered by the previously described heating 
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and cooling system with an assumed initial icing of the ice store of 40 % and the described system control for 

both variants of the air-brine-collectors. The annual operation of the 5GDHC system does not mean that the ice 

store must be 40 % iced again at the end of December. Thus, for both variants of the air-brine collector with the 

implemented simplified control, a level of icing of 90 % is reached at the end of December. In order to cover the 

heating demand, the control system would have to be adjusted accordingly in real operation. At low ambient air 

temperatures and low solar irradiation, the heating and cooling system relies on the heat of the ice store, especially 

in the month of January, even though the absorber-direct mode is actually prioritized. In February, on the other 

hand, the collector outlet temperature is predominantly either above a temperature of - 4 °C or above the outlet 

temperature of the ice store, so that in the majority of time the absorber-direct mode, which is prioritized in this 

month, can be used. Contrary to the prioritization of the discharging mode in April (cf. Fig. 6), the absorber-direct 

mode is required in April, as the ice store is already at least consisting of 80 % ice at the beginning of April. This 

high ice content may be caused by the intensive use of the discharging mode in January. The conditions for the 

regeneration mode are not reached at any time of the simulations, which is why the ice store is not regenerated by 

the air-brine-collectors. 

 

Fig. 8: Monthly cooling demand and composition of cooling supply for variants 1 and 2 of the air-brine-collectors 

From Fig. 8, it can be estimated that approx. 43 % of the annual cooling demand for both variants can be met by 

the natural cooling mode. Thus, for the months of May and June, the ice store provides sufficient thermal energy 

for cooling the buildings completely. In July, 37 % of the cooling demand can still be covered by the natural 

cooling mode. In the remaining cooling period, an additional active cooling mode is required, since the ice store 

is completely liquid from mid-July onwards and has reached an average temperature of 16 °C. As a result, heat is 

available again from mid-July to cover the heating demand with the discharging mode, but this heat is not required 

until October 1st. Thus, the ice store remains completely liquid until October 1st and cannot be further used for 

building cooling.  

With variant 2 of the air-brine-collectors 45 % of the annual heating demand is covered by the air-brine-collectors 

as the heat source of the heat pumps. The ice store supplies 28 % of the annual heating demand. 27 % of the annual 

heating demand is generated by the electrical energy required for the operation of the heat pumps. It is noticeable 

that the environmental and solar thermal heat source equipped with variant 1 of the air-brine-collectors, compared 

to that equipped with variant 2, covers the annual heating demand by 1.2 percentage points more, which means 

that the ice store heat source is used somewhat less. 

If the annual environmental and solar thermal useful heat supplied by variant 2 of the air-brine-collectors is used 

as a reference, the annual environmental and solar thermal useful heat supplied by variant 1 is only 2.6 % (relative) 

higher. The deviation in the individual months of the heating period can be either positive or negative, as shown 
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in Fig. 9. Overall, however, it can be concluded from the simulation results that in the considered application, 

assumptions and simplifications within the given model and measurement uncertainties, there is no significant 

difference between the two investigated variants of the air-brine-collectors. 

  

Fig. 9: Monthly environmental and solar thermal useful heat of the two  

air-brine-collector variants and associated relative deviation 

Since the regeneration mode does not occur in the system simulations carried out, the environmental and solar 

thermal useful heat of the air-brine-collectors shown in Fig. 9 is exclusively the heat used at the evaporator of the 

heat pumps, which is provided by the air-brine-collectors in the absorber-direct mode. So in this concept, the 

environmental and solar thermal useful heat of the air-brine-collectors is at such a low temperature level that it 

cannot be used directly to heat the district.  

 

4. Conclusion and outlook 

According to ISO 9806 the characteristic values of two variants of air-brine-collectors were determined by means 

of outdoor testing using the quasi-dynamic test method. Due to measurements with an average fluid temperature 

below the ambient air temperature, the two sets of characteristic values are suitable for typical operating conditions 

of air-brine-collectors in a heating and cooling system combined with an ice store. The resulting characteristic 

values from the measurements were used for the numerical description of the thermal behavior of the air-brine-

collectors within annual system simulations of a heating and cooling system. 

The results of the system simulations carried out so far show that for the application studied, almost half of the 

required heating demand can be provided by the air-brine-collectors as heat source for the evaporator of the heat 

pumps. The difference in the annual environmental and solar thermal useful heat supplied between the sun-air-

collectors of variant 1, i.e. without a cover, and that of variant 2, i.e. with a cover, is less than three percent 

(relative). The differences of the two variants of the air-brine-collectors related to their thermal performance and 

thus their influence on the heating and cooling system under consideration are within the given model and 

measurement uncertainty and thus negligible. This applies especially in this application of the air-brine-collectors 

in heating and cooling systems based on cold district heating networks, also called fifth generation district heating 

and cooling (5GDHC) networks, with an ice store and the resulting utilization period of the air-brine-collectors. 

With regard to the simulation results it should be noted, that the characteristic values and incidence angle modifiers 

were determined for a single air-brine-collector under outdoor conditions. Placing multiple air-brine-collectors 

side by side can further affect both, convective and solar gains. Therefore, in further considerations, system 

simulations should be performed taking into account the arrangement as a field. The influence of the arrangement 

of multiple air-brine-collectors as a collector field on the characteristic values required for the system simulations 
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must be investigated in more detail. It is still unclear whether a measurement of a collector field is necessary to 

model the effects of field arrangement or whether the effects can be described analytically in connection with a 

measurement of a single air-brine-collector. Accordingly, it remains to be analyzed whether new measurements 

are necessary for the modeling of an air-brine-collector field, which would result in new characteristic values, or 

whether a correction of the characteristic values presented here is possible on the basis of an analytical description 

of the effects of field arrangement. Further, it can be assumed that the effects of a field arrangement influence the 

convective and solar gains for the air-brine-collectors with a cover, such as variant 2, more than the convective 

and solar gains for variant 1 without a cover. 

Furthermore, it can be expected that the dimensioning of the central components, i.e. the volume of the ice store 

as well as the number of air-brine-collectors respectively the total resulting gross area, has a significantly larger 

influence on the composition of the heating and cooling supply than the difference between the two investigated 

variants of the air-brine-collectors. Within the framework of the aforementioned project "Sol4City", this 

assumption will be investigated by means of further system simulations. 

Additionally, heating and cooling supply concepts like the one described, but without ice store, represent another 

typical application area of the investigated air-brine-collectors and hence will be investigated as well.  

The influence of other system control strategies on the environmental and solar thermal useful heat in such a 

system will also be investigated in further system simulations. 

The aim of the measurements and system simulations carried out is to derive optimization potentials and improved 

control strategies for both, the solar heating and cooling system and the individual components, in order to realize 

the most energy-efficient and cost-effective heating and cooling supply possible. 
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Abstract 

District heating systems have been used for space heating and domestic hot water since the 1880s. Since then, 
the efficiency of these systems has been improved continuously. The aim of this work is to conduct an early-
stage feasibility study to calculate the energy performance of an ambient-temperature district heating and 
cooling system serving a new urban area located in Denmark. Dynamic energy simulation models of buildings 
and district network components were developed using Modelica. Results show that the evaluation of the water 
temperature in the network is critical, as it must be lower than a certain value to enable compressor-less cooling. 
Furthermore, due to the small temperature difference between supply and return pipes, higher water flow rates 
are required with respect to a traditional DH network. In terms of primary energy, savings of about 41% can 
be achieved in comparison to a traditional DH network. This is mainly due to the ability of decentralized heat 
pumps to adapt the temperature of heat distribution to different uses.  

Keywords: District heating and cooling, heat pumps, energy modeling and simulation 

1. Introduction 
In Europe, heating and cooling demand in the building sector is responsible for a share of about 40% of the 
overall final energy usage (European Commission, 2016). In most countries, the energy required for heating is 
larger by far than the energy used for cooling. However, factors such as global warming, proliferation of glass 
facades, thermal insulation and rising standards in comfort are leading to new scenarios. In fact, it is expected 
that by 2050 the heating demand will decrease between 20% and 30% and the cooling demand will rise of 
about three times compared to 2006 values (Joint Research Centre, 2011). This tendency is confirmed by the 
number of air-conditioning units installed in Europe, which increased with a growth rate of 3% per year since 
1990s (Pezzuto et al., 2016).  

District heating and cooling (DHC) systems have been acknowledged as a promising solution for the reduction 
of both primary energy consumptions and CO2 emissions to cover the heating and cooling demand of buildings. 
District heating (DH) systems have been used for space heating and domestic hot water since the 1880s. 
Conventional DH systems consist of centralized plants that feed hot water or steam into pipes to distribute heat 
in urban areas. Such systems suffer from significant heat losses and low potential for integration of sustainable 
energy sources. In addition, in traditional DH systems the same piping network is typically not able to provide 
simultaneously both heating and cooling services to different buildings.  

For these reasons, current research focuses on novel systems, which can reach high efficiencies by operating 
at temperatures close to ambient (Buffa et al., 2019). Such systems, which are also referred to as the 5th 
generation of district heating and cooling (5GDHC), enable covering both heating and cooling demands of 
buildings with the same pipeline. The 5GDHC technology is still in early stages of research and development, 
and few pilot sites and demonstration projects are currently being operated across Europe. Most of the previous 
studies have focused on the development of simulation models to evaluate the energy performance of 5GDHC 
systems.  

Wirtz et al. (2020) proposed a novel methodology for designing and evaluating bidirectional 5GDHC systems. 
Based on linear programming, this design approach led to a cost reduction of 42% and caused 56% less CO2 
emissions compared to a reference case based on individual building systems. Calixto et al (2021), modeled 
an existing 5GDHC network located in Italy using both detailed and simplified modeling approaches. The 
results showed reasonable agreement between the two models, with the simplified model underestimating the 
overall electric consumptions by about 15% with respect to the detailed model. Allen et al. (2020) analyzed 
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the energy performance of 5GDHC systems for a prototypical district located in Denver (USA). Results 
showed that radiant hydronic systems connected with 5GDHC systems achieved a source energy use intensity 
that was 49% lower than that of air-based systems and conventional district thermal energy systems. 

This paper presents preliminary results from an early-stage feasibility study that aims to calculate the energy 
performance of a 5GDHC system serving a new urban area located in the municipality of Køge (Denmark). 

2. Methodology 
2.1 Building energy models 
The urban area considered in this work is located in the municipality of Køge (Denmark), and it consists of 
about 85,000 m2 floor area of residential buildings and 50,000 m2 floor area of office buildings. The total 
annual heating and cooling demand is about 4 GWh and 0.7 GWh, respectively. To calculate hourly heating 
and cooling demand of the future buildings, four representative building energy models were developed: 
terraced house (TH), multi-family house (MFH), block apartments (BA) and office buildings (OB).  

Hourly demand profiles for space heating, domestic hot water and space cooling, were generated with the 
Python-based tool BAGEL (Maccarini et al., 2021), which enables an automatic creation of building energy 
models starting from pre-defined geometries and basic input parameters (e.g. U-values, internal gains, 
ventilation rates). The energy models developed in BAGEL use a resistance-capacitance method to describe 
the thermo-physical behavior of buildings, as specified in the ISO 13790 standard (International Standard 
Organization 2008). Since the urban area is still under development, only little information was available about 
the characteristics of the buildings. Therefore, most of the input parameters for the models were assumed based 
on Danish Building Regulation and authors’ assumptions. These parameters are shown in Table 1. Note that 
the three residential building typologies (TH, MFH and BA) only differ in terms of geometry and boundary 
conditions (e.g., terraced houses have some adiabatic walls).  

Buildings were equipped with floor heating systems with supply water temperature of about 35°C. Cooling for 
office buildings was delivered by chilled beam units with supply water temperature of about 20°C (Maccarini 
et al., 2020). Cooling demand in residential buildings was not considered. Domestic how water was provided 
at 60°C.  

 

Tab. 1: Input parameters for typical building typologies 

 Residential (TH, MFH, BA) Office (OB) 
Total floor area 85,000 m2 50,000 m2 

U-value (walls/roof/floor/windows) 0.3/0.2/0.2/1.1 W/m2K 0.3/0.2/0.2/1.1 W/m2K 
Internal heat gains 5 W/m2 (weekly schedule)  25 W/m2 (weekly schedule) 

Window-to-wall ratio 0.25 0.4 
Domestic hot water load 4 W/m2 (constant profile) 1.5 W/m2 (constant profile) 

Air change per hour 0.4 h-1 1.25 h-1 
Heating set-point 20°C 21°C 
Cooling set-point - 24°C 

 

2.2 District network energy models 
The schematic layout of the 5GDHC system is illustrated in the Figure 1. The plant consists of a heat exchanger 
connected to an industrial facility, which provides wastewater at 15°C. Prosumer substations consist of three 
components (see Fig. 1b): decentralized heat pump for space heating, decentralized heat pump for domestic 
how water, and heat exchanger for direct cooling (in office buildings). A temperature difference of 4 K was 
assumed between supply and return pipelines. Pipes were dimensions assuming a pressure drop per pipe length 
of 250 Pa/m.  

 
A. Maccarini et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

276



 
Fig. 1: Schematic of the 5GDHC network (a). Schematic of the prosumer substation (b). 

To evaluate the energy performance of the 5GDHC system, a comparative study was conducted in respect to 
a traditional DH network, which operates with supply water temperature of 80°C. Figure 2 shows the schematic 
layout of the traditional DH system. Substations consists of two components: heat exchanger for space heating 
and heat exchanger for domestic hot water. Cooling is provided by stand-alone air-based chillers.  

To describe the thermal and hydraulic dynamics of the network simulation models of both system 
configurations were developed using the open-source, equation-based and object-oriented Modelica language 
(Mattsson et al., 1998). As demonstrated by previous works (Wetter et al. 2019, Saelens et al., 2019), Modelica 
represents a useful tool for the modeling and simulation of district heating and cooling networks. Basic models 
such as pipes, valves, heat exchangers and heat pumps were retrieved from the Modelica Buildings library 
(Wetter et al., 2014), while more complex models, such as substations and ground heat losses were developed 
in-house during the project. To reduce modeling efforts and computational time, the buildings were aggregated 
in five clusters. Table 2 illustrates the distance between each cluster in the network. 

Tab. 2: Distance between clusters 

Pipe segment Distance [m] 

Plant – Cluster A 170 

Cluster A – Cluster B 190 

Cluster B- Cluster C 180 

Cluster C- Cluster D 220 

Cluster D – Cluster E 170 

Total 930 

 

 
Fig. 2: Schematic of the traditional DH network (a). Schematic of the substation (b). 

 

2.3 Component models 
This section describes the physical assumptions made for the main component models. Heat pumps were 
modelled using an idealized internal control that can track the set-point of the water temperature leaving the 
condenser. The COP of the heat pump model is calculated as: 
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𝐶𝐶𝐶𝐶𝐶𝐶 = 𝜂𝜂 𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐
𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐−𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒

   (eq. 1) 

Where Tcon [K] is the condenser temperature, Teva [K] is the evaporator temperature, and η [-] is the Carnot 
effectiveness, which was assumed equal to 0.4. Air-based chillers in office buildings were modelled with a 
similar approach. 

The plant was modeled differently for the two system configurations. In the 5GDHC system, the plant was 
represented by an unlimited source of thermal energy at 15°C, which can deliver a constant water temperature 
of 15°C in the network at any time. Such energy source can be, for example, a lake, ground water or waste 
heat/cold from industries. In the traditional DH system, the plant was represented by an ideal heat source, 
which can raise the temperature in the network from 55°C to 80°C using an amount of thermal power equal 
to: 

�̇�𝑄 = �̇�𝑚𝑐𝑐𝑝𝑝�𝑇𝑇𝑠𝑠𝑠𝑠𝑝𝑝 − 𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟�  (eq. 2) 

Where ṁ [kg/s] is the water mass flow rate, cp [J/kg K]is the specific heat capacity, Tsup [K] is the supply water 
temperature, and Tret [K] is the return water temperature.  

The pipes were modelled in such as way that the flow resistance is calculated using a fixed flow coefficient, 
which is computed based on a pre-defined pressure drop at design flow rate. For off-design conditions, the 
model is capable of calculating the flow friction as a function of the flow rate. Pipes were insulated in the 
traditional DH system configuration, while they were uninsulated in the 5GDHC system configuration. 

The ground surrounding the pipes was set to a pre-calculated value, according to a formula as a function of the 
time of the year and the depth below the ground surface, which was assumed to be 1 m. 

Circulation pumps were modelled by assuming that that the required mass flow rate can be provided at any 
time by overcoming the pressure drop in the hydraulic circuit. The electric power consumption is determined 
as a function of the hydraulic and motor efficiency as: 

𝐶𝐶𝑟𝑟𝑒𝑒𝑟𝑟 = �̇�𝑉∆𝑃𝑃
𝜂𝜂ℎ𝑦𝑦𝑦𝑦𝜂𝜂𝑚𝑚𝑐𝑐𝑚𝑚

   (eq. 3) 

Where V̇ [m3/s] is the water volumetric flow rate, ΔP [Pa] is the pressure drop, ηhyd [-] is the hydraulic 
efficiency and ηmot [-] is the motor efficiency. A constant value of 0.7 was assumed for both the motor 
efficiency and the hydraulic efficiency. 

3. Results and discussion 
Figure 3 shows the water temperature entering the substation of Cluster E, which is the farthest substation from 
the plant. This is the substation where the water temperature is most affected by heat exchange with the ground. 
Results show that the water temperature in the 5GDHC varies between approximately 5°C in winter and 17°C 
in summer. This means that, in winter, the water in the circuit rejects heat to the ground, while in summer it 
absorbs heat. The value of the water temperature entering the substation in summer is particularly critical as it 
should be sufficiently low for direct cooling (i.e., via heat exchanger). In this specific case, since buildings are 
equipped with high-temperature cooling systems (about 20°C), a maximum temperature of 17°C may represent 
a suitable value.  

Figure 4 illustrates the water flow rate circulating in the network for both system configurations. For the 
5GDHC system, the water flow rate ranges between 10 kg/s and 110 kg/s. For the traditional DH system, the 
water flow rate is between 1.5 kg/s and 20 kg/s. The larger values obtained for the 5GDHC system are mainly 
due to the smaller temperature difference between the supply and return pipe, which is 4 K. In comparison, the 
traditional DH system has a temperature difference of 25 K. It can be also noticed that, in summer, the 
traditional DH system circulates a small, constant water flow rate, which is required for domestic hot water. 
Conversely, the 5GDHC system operates large water flow rates, as it provides not only domestic hot water, 
but also cooling to buildings. 
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Figure 3: Water temperature entering the substation of Cluster E in comparison to ground temperature 

 

 
Figure 4: Water flow rates circulating in the network 

Figure 5 shows the annual primary energy use of the 5GDHC system in comparison to the traditional DH 
system. Primary energy factors of 0.8 and 2.5 were used, respectively, for district heat and electricity [6]. 
Simulation results show that primary energy savings of about 41% can be achieved for the case study 
considered in this work. This is mainly due to the ability of decentralized heat pumps to adapt the temperature 
of heat distribution to different uses. This represents a significant advantage, as each machine operates at the 
best possible ideal COP. In comparison, traditional DH systems are constrained by the worst user in term of 
heat distribution temperatures. In addition, the 5GDHC network can deliver cooling without any energy input 
(except for circulation of water).  

4. Conclusions 
The present work carried out an early-stage feasibility study of an ambient-temperature DHC system located 
in Denmark. To evaluate the energy performance of the ambient-temperature DHC system, a comparative 
study was conducted in respect to a traditional DH network. Dynamic energy simulation models were 
developed using Modelica. Results show that the evaluation of the water temperatures in the 5GDHC network 
is critical, especially when substations are equipped with compressor-less cooling. Furthermore, due to the 
small temperature difference between supply and return pipes, higher water flow rates are needed with respect 
to a traditional DH network. To reduce pressure losses, pipes with large diameters are typically installed. In 
terms of primary energy use, savings of about 41% can be achieved in comparison to a traditional DH network. 
This is mainly due the ability of decentralized heat pumps to adapt the temperature of heat distribution to 
different uses.  
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Fig. 5: Primary energy use comparison between traditional DH network and ambient-temperature DHC network 
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Abstract 

For district heating or cooling systems the optimal supply system fulfilling the supply task has a high importance. 

Because of the enormous variety of investment options (kind, amount and size of supply units and storages) the 

process of finding a cost-optimal set-up of the supply system is very complex. An exemplary system focuses on 

the right investment decision for an available area. Out of 60 specific generation profiles for solar thermal and 

photovoltaic plants (with different tilt, azimuth and distance between rows) the optimal set-up and size of several 

photovoltaic and solar thermal plants are calculated. Even size dependent area demand for heat storage is taken in 

to account.  

Python framework flixOpt is introduced. It supports the process for finding optimal investment decisions for 

complex supply systems. The framework flixOpt is published open source. Set-up options of flixOpt and 

challenges to solve complex problems are discussed through the exemplary system. Time series aggregation 

method is used for reducing computing time. 

Keywords: optimization of operation, optimal investment decision, mixed-integer linear programming, MILP, 

district heating, flixOpt, solar plants, solar thermal, photovoltaic 

1. Introduction 

Investment decisions for the supply of district heating systems with solar fraction have a very high complexity. 

The optimal solution means: optimal kind, amount and size of heat and electricity generation units and storages. 

Usually ‘optimal’ means lowest costs, but often aspects of greenhouse gas emissions and primary energy 

consumption have to be considered as well. 

If solar thermal (ST) or photovoltaic (PV) plants are taken into account, optimal configuration for the given system 

set-up and heat-demand has to be found. Optimal types and configurations of solar plants should be chosen as 

well as optimal size of the plants or - if area is limited - optimal usage of a given area. 

Mathematical optimization can help in the process of finding this optimum. It gives the theoretical exact solution 

and finds even intuitively unexpected optimal investment decisions out of the pool of defined options and an 

optimized operation schedule.  

Within this paper an exemplary supply system is considered. The optimal investment option for decarbonizing 

the system shall be calculated out of a pool of investment possibilities with special focus on solar plants.  

The python framework flixOpt for modeling complex energy systems and solving the optimization problem was 

developed and is applied on the example.  

2. Framework flixOpt 

2.1 General 

FlixOpt is a python framework for modeling and optimizing energy systems via solving mixed-integer 

programming problems (MILP). It is created for networks of energy flows between so called components like 

sinks, sources, transforming units and storages. It can also be used for material flows, e.g. ash, water, carbon 

dioxide.  

International Solar Energy Society EuroSun2022 Proceedings

 

© 2022. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientiic Committee
doi:10.18086/eurosun.2022.04.07 Available at http://proceedings.ises.org282



 

FlixOpt development is based on previously used Matlab framework flixOptMat (FAKS, 2019) and has a few 

influences from package oemof/solph (Krien et al., 2020). FlixOpt is published under MIT license (flixOpt, 2022). 

  

Fig. 1: structure / work flow of flixOpt 

It uses pyomo as mathematical optimization modeling language. In preparation for other languages or an own 

modeling language (as used in flixOptMat) it additionally has a simple intermediate framework flixBase (see 

Fig. 1). FlixBase actually just provides a vector-variable class and linear equation class for vector based 

mathematical modeling and transfer to pyomo or to other alternative options.  

FlixOpt is developed focusing on fast calculations of energy systems with a high variability in settings like 

selectable time steps, non-equidistant time steps etc. 

A separate python module flixPost provides a simple framework for post-processing of the optimization results. 

2.2 Modeling in flixOpt 

A flixOpt model consists of buses and components, i.e. transformers, storages, sources and sinks. Each component 

has input flows and/or output flows. These flows are linked to a node, called ‘bus’, which realizes the flow balance 

in every time step of all linked flows. Typically, ‘heat’ and ‘electricity’ are common used buses. All details that 

are relevant for optimization, e.g. costs, efficiency factors, limitations, are implemented as parameters of 

components and flows. 

Boilers, heat pumps, cogeneration units are ‘transformer’ components as one input flow is transformed to one or 

more output flows. A component of the type transformer can have any number of input and output flows. The 

(piecewise) linear correlation between the flows is defined within the component. 

A component of the type ‘storage’ has one input and one output flow. It can be used to model heat storages as 

well as batteries, fuel or material storages. It provides several parameters like ‘size of the storage’, ‘fractional loss 

per hour’, ‘load efficiency’, ‘unload efficiency’ etc. 

A component ‘sink’ has only an input flow and can be used to realize demands like a time-resolved heat profile 

or a feed-in-tariff.  

A component of the type ‘source’ has only an output flow and can be used to implement supply tariffs, e.g. for 

electricity or gas. It is also usable to integrate solar load profiles.  

By defining any of the components, the belonging flows have to be defined as well. Flows have many parameters, 

i.g.  

• maximum and minimum load,  

flixOpt package
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Gurobi, CPLEX, CBC, …

Optimization modeling language / Solver API

others
i.g. CVXPY

flixBase
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• data-files
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• switch-on costs,  

• costs per flow-hour (e.g. €/kWh in the case of an electricity tariff),  

• maximum full load hours,  

• maximum number of switch-on procedures, 

• maximum or minimum load factor. 

To couple the defined components to a system, every flow has to be linked with the belonging bus. 

Usually the optimization target is minimizing the annualized total costs (Stange et al, 2018). But minimizing other 

aspects like greenhouse gas (GHG) emissions or primary energy consumption must be possible as well.  

Costs, emissions etc. are so called ‘effects’ within the scope of flixOpt and are freely definable in any number. 

Single shares of the defined effects can be parametrized for any component and flow.  

Any effect can be defined as the optimization target. The combined use of several effects as optimization target is 

possible by internalizing: For example, if the effect ‘costs’ is used as the main optimization target and another 

effect ‘GHG emissions’ is defined, ‘specific costs’ of GHG emissions coupling both effects.  

Another possibility to combine targets is to set boundaries, e.g. maximum of permitted primary energy 

consumption or a limited GHG budget, while finding a cost optimal invest decision for the energy system is the 

target of optimization. In the following example the effect ‘unbuilt area’ will be defined to consider the limited 

unbuilt area to realize new supply units.  

A theoretically global optimal result is calculated on the basis of the relevant, time-dependent data (demand 

profiles, prediction of prices etc.) within boundaries of the model accuracy. The result includes not only the 

optimization target value (e.g. operating costs) but also the optimal operation schedule for all components. 

Besides the operational parameters, it is also possible to define the investment as a degree of freedom. In this case 

the optimization result includes the decision whether or not to invest in a component. Additional to the optimal 

operation schedule the corresponding optimal investment size is given as a result. 

2.3 Time series aggregation in flixOpt 

A large number of components and especially a large pool of investment decisions significantly increase the 

computing time.  

For dimensioning of heat-supply and storage units, however, the calculation of an exact, time-resolved operation 

management plays a subordinate role. In this case, minimizing the sum of annualized investment costs and annual 

operating costs is of primary importance. This allows the use of the python package TSAM (Hofmann et al., 

2020). It provides an optional, automatic time series aggregation to reduce the problem size by a sequence of 

typical periods described by Welder et al. (2018). First the typical periods and their levelized time series are 

calculated. Afterwards a reduced model is built to represent the original problem as a sequence of linked typical 

days. Special focus has to be given to correct implementation of the storage and the transition between periods 

(Behrends, 2021). 

In Behrends (2021) the annual operating costs for a given district heating supply system are computed in a very 

good approximation in a fraction of the time that is required to solve the non-aggregated problem. This computing 

time reduction can be up to 90% and thus significantly increases the applicability of the mathematical 

optimization. 

In flixOpt the aggregation method is pragmatically implemented. First the full problem, i.e. variables for every 

time step, is modelled. Hereby the aggregated (levelized) time series data is used. In the following, optimization 

time series variables are equalized each time when the typical period occurs where they belong to. 

This method significantly increases the amount of equations compared to a slim aggregated model containing 

each typical period once-only. Due to the equalization it has even more equations than the full non-aggregated 

problem. But after the pre-solving process by the solver, the number of variables and equations is significantly 

reduced.  

As described before, this pragmatical implementation method uses the identical problem formulation compared 

to the full model. Therefore, the standard modeling algorithm of the full implementation in flixOpt can be used. 
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Among other advantages, implementation mistakes of inter-periodical equations are avoided in this way. In case 

of exceeding the maximum number of variables of the used solver, flixBase could be extended by further pre-

solving variable reduction routines. 

3. Supply system with solar options 

3.1 Basics 

A district heating system with nominal load of about 5 MWth has been supplied by an oil boiler and a gas boiler 

so far. A transformation, i.e. decarbonizing strategy, for the system shall be investigated. For a future supply 

system several investment options exist and are modeled in flixOpt (Fig. 2).  

Details of the preselected pool of investment options are described in table 1. There are two buses, heat and 

electricity, realizing the energy balance. A heat load profile is given as well as the pump power load profile 

(‘sinks’). Auxiliary electricity demand is considered and depends on the operation of the components.  

Regarding the given heat load the supply by new biomass boilers is an option as well as a heat pump and a 

combined heat and power production (CHP) unit (‘transformers’). A heat storage is an invest option to store 

temporarily surplus energy from the heat sources. 

 

Fig. 2: Exemplary supply system with different invest options of boilers, solar thermal plants and storage 

Special focus is given to the usage of a limited unbuilt area, which can be used for the heat storage, solar thermal 

and photovoltaic plants (‘sources’).  

Besides the effect ‘costs’ the effect ‘unbuilt area’ is defined to consider the limited unbuilt area of 20,000 m² in 

optimization. Consequential specific ‘unbuilt area demand’ for solar plants and the storage have to be defined. A 

further effect ‘CO2 emissions’ is internalized to the effect ‘costs’ via the factor of specific costs of CO2 emissions. 

The representative investigation period is the year 2019 using hourly time steps.  

An extract of the modelled system and used parameters is shown in the following. 

Buses and effects: 

• buses for electricity and heat 

• additional buses for oil, gas and biomass 

• 5 effects: costs (optimization target), CO2 emissions (with specific costs of emissions), unbuilt area (max. 

20,000 m²), number of PV plants (max. 3), number of ST plants (max. 3) 

Transformers and belonging flows: 

• efficiencies, maximal power and minimum partial load for boilers, CHP, heat pump 

• switch-on costs for boilers, CHP, heat pump 

• specific auxiliary electricity demand for boilers, CHP 

limited area!

heat load
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Storage: 

• specific area demand 

• maximal capacity 

• fractional loss per hour, efficiency of loading 

Sinks/sources and belonging flows: 

• relative solar profiles for solar plants 

• specific floor area demand for solar plants 

• specific auxiliary electricity demand for ST plants 

• specific costs and CO2 emissions for flows of oil, gas, electricity-supply, biomass 

Annualized investment costs: 

• fixed investment costs for CHP-unit and boilers 

• fixed and specific investment costs for solar plants, heat-pump, storage and min./max. of investment size. 

Annualized investment costs are used as the calculation period is one year. 

Table 1: invest options and results of calculation 

 invest options 

 

60 ST plant options/ load profiles 

tilt 15°, 30° 

azimuth ±90°, ±45°, 0° 

distance between rows (d.b.r.) 1 m to 4 m (steps of 0.5 m) 

Investment options 

min size 200 m²coll 

max no. of plants 3 

 

60 PV plant options/ load profiles 

tilt 15°, 30° 

azimuth ±90°, ±45°, 0° 

distance between rows 1 m to 4 m (steps of 0.5 m) 

Investment options 

min size 200 m²coll 

max no. of plants 3 

 

heat storage 

size 50 m³ to 10,000 m³ 

 

oil boiler (existing) 5 MW 

gas boiler (existing) 3 MW 

 

biomass boiler 1  1.5 MW 

biomass boiler 2  2.5 MW 

biomass boiler 3  3.5 MW 

 

heat pump 50 kW to 3,000 kW  

 

CHP unit 68 kWel 

 

floor area for storage, ST and PV plants 

max Size 20,000 m² 

3.2 Solar Profiles 

60 specific load profiles -in kilowatt per m² floor area- for each ST and PV in a given range of tilt, azimuth and 

distance between rows (see table 1) were pre-calculated. This calculation is based on python algorithms by 

Narusavicius (2022) and further work by the authors. Diffuse and total irradiance data on horizontal surface 

(DWD, 2022) is converted to tilted surface. In addition, time-resolved ambient, supply and return temperature of 

the district heating system are used for the calculation of ST yield. 

PV plant yield is calculated with pvlib´s (Holmgren et al., 2018) PVWatts model. Default set-up for loss values 
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is used. Additional focus was placed on self-shading of the modules. To recognize non-linear shading effects of 

PV, the model from Ingenhoven et al. (2019) is applied. Annual yield of the profiles varies from 671 to 

935 kWh/kWpeak. 

ST plant yield is calculated according to simplified model in DIN EN ISO 9806 (2017). Additionally, self-shading 

is considered. Pipe loss and pipe capacity effects will be added in future. Annual yield of the profiles varies from 

442 to 663 kWh/m²coll. 

Initially, the yield, the number of module rows and shading loss is calculated for a quadratic floor area of 1,000 m². 

The yield is transformed to specific yield per m² module area. Floor area demand per module area differs widely 

and is considered. Finally, the resulting specific values are used within the optimization process.  

In order of practical reasons, the maximum number of realized plants is limited to three PV plants and three ST 

plants. Considering the maximal available unbuilt area each must have any size greater than 200 m² module area. 

Taking into account that a higher number of plants possibly cause more planning and installation effort a share of 

fixed cost is added to every plant. 

3.3 Results 

The problem is modelled and solved in full and in aggregated form of formulation. For the aggregated model the 

following time series are considered: 

• 60 load profiles of ST plant (weight for aggregation 5/60) 

• 60 load profiles of PV plant (weight for aggregation 5/60) 

• 1 heat load profile (weight 1) 

• 1 coefficient of performance profile of heat pump (weight 1) 

The aggregation period is 24 hours. Equal weights for each profile would lead to overweighting the solar profiles 

due to their number. To obtain acceptable representative periods for all load profiles, the weights for the solar 

profiles are reduced as shown above. Acceptable aggregated load profiles where found by using 35 typical periods. 

In table 2 the results of both models are compared. Both are solved by the solver Gurobi using a gap fraction 

≤2.5%. FlixBase counts the variables and equations in the vector based manner as they are defined in the flixBase 

model. That’s why their number seems to be quite small.  

Table 2: Comparison of full calculation and aggregated calculation 

 full  aggregated  

computing time 19 h  1.4 h  

number of… variables equations variables equations 

flixBase 

(vector based) 

616 616 616 778 

single 1.6e6 1.65e6 1.6e6 2.9e6 

single, after pre-solving 290e3  

50 % bin 

360e3  37e3 

56 % bin 

50e3 

total annual costs 828,000 €  927,000 €  

theoretical lower bound 807,000 €  904,000 €  

As described in chapter 2.3, the number of equations increases when using the aggregation method. The additional 

number of equations corresponds to the number of time series variables. However, although the number of single 

variables for the aggregated model is equal and the number of single equations is quite higher compared to the 

full model, after pre-solving the number of variables and equations is significantly lower. As a consequence, the 

computing time is strongly reduced due to the aggregation.  

Regarding the total costs and the optimized investment decisions, the aggregated model overestimates the total 

costs by about 12 %. Either the chosen number of the typical periods (35) is still too low for the solar time series, 

or the weights of the time series must be revised. Behrends (2021) had realized a better representation of a supply 

system by the aggregated model even with a lower number of typical periods. However, in Behrends (2021) solar 

profiles were not part of the system. Concluding, a greater focus on the suitable mapping of the aggregated solar 

time series is suggested.  
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Table 3 shows the optimal investment decisions for the system. The aggregated model results in one ST plant and 

one larger PV plant while the full model results in only one PV plant. Tilt, azimuth and distance between rows 

are optimized. The storage size is quite equal in both models. In both variants the fossil boilers are removed. The 

result of the aggregated model includes a second boiler and a small powered heat pump, whereas the result of the 

full model has a high powered heat pump and a CHP unit. In both results the available unbuilt area is used 

completely. 

In pre-calculations containing very high storage costs results with two or three ST plants with different tilt and 

azimuth occurred both for aggregated and complete model (Panitz & Stange, 2022). This is a consequence since 

the simultaneity of yield and load becomes more important if a big storage is not cost-optimal or available.  

Table 3: Investment decision results of optimization 

 aggregated model full model 

 

ST plant  3350 m²coll 

tilt 30°, azimuth 0°, d.b.r 1.5 m 

- 

 

PV plant 2 MWp  

tilt 15°, azimuth 0°, d.b.r 1.0 m 

PV plant 2.8 MWp  

tilt 15°, azimuth 0°, d.b.r 1.0 m 

 

668 m³ 694 m³ 

 

 

removal of oil boiler 

removal of gas boiler 

removal of oil boiler 

removal of gas boiler 

 

bm boiler 1  1.5 MWth 

bm boiler 2  2.5 MWth 

bm boiler 1   1.5 MWth 

 

heat pump 0.56 MWth heat pump 2.37 MWth 

 

- CHP unit 68 kWel 

 

20,000 m² 20,000 m² 

For avoidance of misinterpretation it has to be checked that the result is not a random result in the bandwidth of 

the admitted fractional solver gap. It is advisable that one additional calculation with just one single south 

orientated PV plant or one ST plant with typical parameters of tilt and distance between rows should be made. 

The resulting costs of the multi-plant solution should be lower, otherwise the simple solution should be chosen. 

4. Summary 

The Python tool flixOpt is an universal open source tool to model and optimize complex energy systems. It was 

used to optimize a district heating supply system with 120 options of solar plants (each with variable size) and 

invest options for several other generation units with heat and electricity flows. The framework already provides 

a wide range of functionality so that there is no need to implement additional equations to model and solve the 

demonstrated example. Specific yield profiles of the solar plants were pre-calculated via simulations for a 

representative quadratic floor area of 1,000 m². Self-shading of ST modules and PV modules is considered. 

For optimizing the system two approaches of computation are used: one containing the full model and one 

containing the aggregated model. Aggregation reduces computing time significantly compared to the full model. 

However, the aggregation has to be used very carefully in combination with solar profiles because results can 

significantly differ as shown in the given example.  

In summary, mathematical optimization supports the decision maker to evaluate different options of solar plants 

and to calculate optimized size of plants as shown. In the given example only one type of ST collector and PV 

module is used. Moreover, decision problems with several types of ST collectors or PV modules with different 

corresponding invest costs and yield characteristics can be of interest in practical issues and can be implemented 

likewise.  
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Abstract 

A cost and efficiency optimization for a net zero district heat (DH) network providing hot water and space heating 
for a specific urban area in the town of Loughborough, UK, was performed using a previously developed model.  
The model simulates a DH system with heat provided from i) renewable heat sources (RHS), i.e.  heat pumps 
powered by PV and/or Wind and evacuated tube solar thermal collectors (ETSTCs), and ii) stored heat from 
centralized long duration (namely long-term water tank, LTWT) and decentralized thermal energy storage (TES) 
systems. Based on hourly weather data, building specifications and occupancies the model calculates a) hourly 
domestic heat demands for both space and domestic hot water, b) the hourly heat production from the specified 
RHS and c) losses from TES and pipes. The DH network simulations were performed for an 18-month period 
from the 01/06/2018 00:00 to 31/12/2019 23:00. The effect of parameters affecting the performance of the 
decentralized short-term water tanks (STWT) used for heat stores including i) the average volume of the STWT 
(VSTWT) per dwelling and ii) the specified STWT charging temperatures (Tcharging STWT), on a) the DH system cost 
per dwelling and b) the energy efficiency of the DH system (ηDH) were assessed. The predictions showed that 
increasing either the VSTWT and/or Tcharging STWT leads to i) an increase in the total cost of the DH system per 
dwelling, and ii) to a decrease in the ηDH. These results are mainly due to a reduced use of the LTWT, which 
results in a greater required installed Wind generation capacity and number of heat pumps to fully meet heat 
demands at certain periods of the year and as a consequence greater heat losses and increased amounts of heat 
being shed in the DH system. 

 

Keywords: district heating; thermal energy storage; modelling; optimization; renewable; simulation 

 

1. Introduction 

The green deal recently approved by the European Union aims to reduce the greenhouse gas emission to 50% by 
2030 relative to 1990 levels. In order to do this, reductions of greenhouse emissions originating in the residential 
sector [which was responsible for 26.1% of the final energy consumption of the European Union in 2018 
(European Union, 2020)] are crucial. Different paths can be taken to accomplish this target including: i) replacing 
common fossil fuel heat sources by renewable heat sources, ii) increasing the efficiency of domestic heating 
systems and iii) implementation in urban areas of highly efficient 4th generation district heating (DH) networks.  
The recent increase in the costs of fuel together with the energy crisis in Europe resulting from Russia’s invasion 
of Ukraine adds urgency to the transition to in-country local production of renewable energy instead of the 
importation of fossil fuels.  

The 4th generation DH system approach aims to almost fully decarbonize the production of heat for domestic use 
by predominantly using renewable heat sources (RHS) and low/zero carbon heat sources (Lund et al., 2014). Due 
to the intermittent nature of renewable heat sources, the inclusion of thermal energy stores (TES) in 4th generation 
DH seems crucial. TES consist of a storage medium that stores thermal energy (heat or cold) produced at a time 
when heat production is greater than demand which can be released later when demand exceeds production. TES 
systems are classified depending on the storage approach used and may be sensible, latent or thermochemical. 
TES can also be classified based on storage duration: short-term and long-term storage. Short term stores for space 
heating are usually small devices located near or inside dwellings which are used to alleviate peak domestic heat 
requirements, whereas long term stores are generally larger stores which are charged during the summer months 
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and discharged in winter months, providing backup in winter months for renewable heat generation and short-
term stores.  

One of the key parameters in the design of TES is to determine both the optimum volume and charging temperature 
that enables all domestic heat loads of dwellings connected to a DH network to be met all year round at minimum 
cost. Studies of how these parameters affect the cost and energy efficiency of a DH system are scarce, and most 
of the research publications in this area have focused on dynamic models of selected elements of a DH system 
rather than undertaking the simulation of a full DH system. The current simulations include i) different RHS 
available near a given urban area and ii) different short-term and long-term TES options (which include the three 
main types of TES systems used for storing heat, i.e. sensible, latent and thermochemical). 

Allison et al. (Allison et al., 2018) calculated the theoretical maximum heat storage capacity required for different 
TES options to support load shifting. A hot water storage tank, concrete, high-temperature magnetite blocks, and 
a phase change material (PCM) (Paraffin C28) were the TES options considered. The results obtained showed 
that i) with low temperature heat storage, domestic load shifting is feasible over a few days (beyond this timescale, 
the very large storage volumes required makes integration in dwellings problematic); ii) supporting load shifting 
over 1–2 weeks is feasible with high temperature storage (retention of heat over periods longer than this is 
challenging, even with significant levels of insulation); iii) seasonal storage of heat in an encapsulated store 
appeared impractical in all cases modelled due to the volume of material required. The authors calculated the store 
heat capacities assuming that the heat load was to be fully met just using the stores with no additional heat input. 
Long-term large scale heat storage options, such as water tanks for seasonal heat storage and/or thermochemical 
storage (TCS) systems were not considered. Gaucher-Loksts et al. (Gaucher-Loksts et al., 2022) carried out the 
simulation of a system composed of air source heat pumps and building-integrated photovoltaic systems located 
in a solar house. Three different configurations of the system were evaluated, two of them including thermal 
storage (hot water). The authors determined that the tank volume and solarium size had the highest impact on the 
flexibility of the system. An optimal size for the store volume of between 300 and 600 L was determined for a 
house with a floor area of 116 m2 (no seasonal heat stores were considered in the study). Schuetz et al. (Schuetz 
et al., 2017) carried a  simulation of a system consisting of a combination of heat pumps and thermal storage 
systems for residential heating. The authors found that a larger heat pump size improves the system's flexibility 
while the size of the store had little impact. The authors also found also that the store volume, heat pump size, and 
load significantly impact the length of time the store remains charged and thus the flexibility of a system.  

The present research aims to contribute to the development of designs for and future successful implementation 
of 4th generation DH systems in the UK and similar climates. The main objective of the reported research was to 
apply a novel model to simulate a theoretical 4th generation district heating system (which is fully described in 
(Pans et al., 2023) to determine the optimum operating conditions that i) minimises the cost of the DH network 
per dwelling and ii) maximises the energy efficiency of the network (by minimising heat shed in summer), while 
completely meeting domestic heat loads  for the full simulation period. The proposed DH network modelled was 
based on the characteristics of  two residential areas in Loughborough, UK. The effect of changing key parameters 
related to the decentralised TES system, [referred to as “short-term water tank” (STWT)], including the store 
charging temperature (Tcharging STWT) and the store volume (VSTWT), on a) the total average cost per dwelling and 
b) energy efficiency of the DH system were assessed. 

2. Methodology 

2.1. Description of the proposed DH system 

A detailed description of the model employed can be found in (Pans et al., 2023). Fig. 1 shows the general 
components and arrangement proposed for a DH system using only renewable heat sources and TES systems to 
meet annual hourly heat demands. As can be seen, in the model schematic presented in Fig. 1 the heat to meet 
domestic heat demands is produced using  i) heat pumps (HPs) powered only by electricity produced by solar 
photovoltaic (PV) and Wind Turbines (it is assumed that there is no connection with the electricity grid) and ii) 
evacuated tube solar thermal collectors (ETSTCs) located on or very near the dwellings. In scenarios where the 
heat produced is higher than the heat demand, the extra heat is stored in domestic TES located inside or near the 
dwellings. In those scenarios where both the heat produced is higher than the demand and the domestic TES 
have reached their maximum storage capacity, the power not used from PV and Wind is used in another set of 
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HPs located near a seasonal TES - the long-term water tank (LTWT) - to increase the temperature of the water 
inside the LTWT to the required charging temperature. The extra heat generated by the ETSTCs not used to 
meet the domestic heat demands and/or to fill the stores is shed. 

 

Fig. 1: A schematic diagram illustrating the components and operating mode proposed for a net zero DH network. 

 

2.2. Methodology 

The methodology used to carry out the simulation of the DH system described in detail in (Pans et al., 2023), can 
be split in to two different well-defined stages: 

i) Calculation of hourly heat demand profiles for both space heating and domestic hot water by means of 
a) the number and type of buildings in a specified area and b) location specific hourly weather data. Four different 
building forms, detached, semi-detached, terraced and flats, were considered in this study. Key characteristics of 
the buildings such as floor areas, fabric form and U-values, glazing areas, orientation and occupancy were included 
in the model.  

ii) Calculation of hourly energy/heat produced by the employed different RHS types. An online tool created 
by Pfenninger and Staffell (Pfenninger and Staffell, 2016) was used to estimate the hypothetical hourly capacity 
factor for both PV and Wind energy sources and the hourly ground-level solar irradiance (needed to calculate the 
efficiency of the ETSTCs). 

Four different thermal storage systems were considered: 

a) A centralized large long term heat store (water based, called long-term water tank, LTWT);  

b) 3 types of decentralized small scale thermal stores located in the building stock: STWT, PCM-based 
stores and TCS-based stores. 

Heat losses from stores and the distribution network in addition to pumping power requirements were calculated 
for each hour.  

 

2.3. Application of the model to a residential area in Loughborough, UK 

Fig. 2 shows the two urban areas in Loughborough, UK, considered in this simulation study (namely blue and red 
areas). The total number of dwellings is 262 (173 dwellings in the blue area and 89 in the red area). The two 
different areas were divided into different sub-areas with an average of ca.10 dwellings per sub-area. Data 
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regarding the number of dwellings, type of dwelling and household type was exogenously obtained from the 
official labour market statistics for both residential areas (Pans et al., 2023). 

 

Fig. 2: Residential areas of the town of Loughborough considered for the simulations performed, illustrating the proposed layout of 
the DH network and the location of the LTWT  

The piping network proposed for the DH system located in Loughborough is presented in Fig. 2. The location of 
the LTWT was assumed to be adjacent to the residential area. Four different types of pipes with different diameters 
were used: LTWT main (dark green), main distribution (light green), branch (yellow) and dwelling pipes (red). 
The LTWT main is the pipe that connects the LTWT with the main distribution pipes; the main distribution pipes 
connect the LTWT with the two different urban areas (red and blue); the branch pipes connect the main pipes to 
the different sub-areas; and finally, the dwelling pipes connect the branch pipes to the dwellings. The black dots 
indicate joints between two or more pipes. The distance between joints was calculated using Google maps. The 
total length of the modelled piping network was 3466 m. The pipes were assumed to be made of polyvinyl chloride 
with an insulation of foam (Aluflex type). The diameters of the different pipe sections were chosen to avoid 
maximum velocities of water inside the pipes greater than ca. 1.5 m/s. The thickness of the insulation material for 
the different pipes was chosen following manufacturers recommendations. The heat losses and friction losses in 
the piping network were calculated for each hour for every pipe section (sections of the pipe between two joints) 
based on the flow rate and dimensions of each specific pipe section (Pans et al., 2023). The time-period considered 
in the simulation of the DH system was from 01/06/2018 00:00 to 31/12/2019 23:00. 

 

2.4. DH system optimization methodology 

Tab. 1 shows the values used in the simulations for the main parameters of the DH network. Optimisation was 
performed by determining the mix of installed capacities of Wind (Windcapacity) and solar PV (PVcapacity) required 
to   fully meet domestic heat demands for the whole time period of the simulation for the minimum cost per 
dwelling.   The model uses the hourly capacity factor for both PV and Wind in the town of Loughborough obtained 
exogenously from (“Renewables Ninja on-line tool,” n.d.), as explained in section 2.2. The Coefficient of 
Performance (COP) values for the two types of HPs were calculated for each hour in the simulation using the 
equation and parameters show in (Pans et al., 2023). The total number of heat pumps required to meet the loads 
was calculated at every hour by dividing i) the hourly power output from the combination of different amounts of 
PV and Wind (thus assuming that the HPs are not connected to the grid) by ii) the minimum power required to 
operate a heat pump, which was assumed 5 kW for domestic HPs and 15 kW for HPs used to boost the temperature 
of the water inside the LTWT. The sizes were chosen according to information regarding typical sizes for domestic 
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HPs, which range between 5 and 15 kW (Ecoexperts, n.d.; Evergreen energy, n.d.). In this work, a HP size of 5 
kW was used to provide heat for dwellings and 15 kW to charge the LTWT, as the amount of extra heat to be 
stored in the latter is usually much higher than the amount of heat required in individual dwellings to meet 
demands and/or the amount of heat to be stored in individual domestic TES. Once the minimum number of heat 
pumps needed in each hour was determined, the minimum number of heat pumps required for to meet loads for 
the whole time-period considered in a simulation, was the maximum of all hourly minimum-number-of-heat-
pump values. For the simulations half of the minimum number of heat pumps required were specified to be air-
source heat pumps (ASHPs) and half ground-source heat pumps (GSHPs) (for heat pumps used for boosting the 
LTWT temperature the acronyms used are ASHP-LTWT and GSHP-LTWT). The mix of heat pump types can be 
varied based on local conditions. The average area of ETSTC per dwelling was set at 2 m2.  The size of the LTWT 
was determined taking into consideration the maximum monthly heat demand predicted for the proposed DH 
system and for the full time-period of the simulation, which in this case corresponds to the heat demands obtained 
for January 2019 (625875 kWh).  A volume of 15000 m3 was specified for the LTWT to provide sufficient capacity 
to store/discharge the heat needed to satisfy the heat demands of the DH system in the coldest month of the year  
( 15000 m3 provides 696666 kWh of heat storage,  based on a charging temperature of 60°C and a return 
temperature of 20°C with a perfectly stratified store).  

 

 
Tab. 1: Main fixed parameters specified for the simulation 

  

TESsystem main parameters 

Deployment (% of dwellings with stores)  

STWT 50% 
PCM 30% 

TCS 20% 

Charging temperature (°C)  

STWT Variable (50 – 90°C) 
PCM 50 

TCS 120 

LTWT 60 

Volume   

STWT volume per dwelling (m3) Variable (0.1 – 0.4) 
PCM volume per dwelling (m3) 0.2 

TCS volume per dwelling (m3) 0.2 

LTWT (m3) 15000 

 

The selected levels of deployment of different decentralised TES systems into dwellings was based on their current 
technology readiness levels. 0.2 m3 per dwelling was specified for PCM and TCS systems. The effects of two key 
parameters in the design of the STWT systems, the volume (VSTWT) and charging temperature (Tcharging STWT) on 
a) the average total cost per dwelling and b) energy efficiency of the DH system was assessed. 

 

2.5. Assumed capital costs of the DH system components  

Only initial capital costs were considered in this work. The capital costs for the different constituent parts of the 
simulated DH network obtained from a range of sources are detailed in Tab. 2. The cost of the piping network 
includes the cost of pipes, installation work, circulation pumps and heat exchangers in dwellings. 
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Tab. 2: Costs for the different constituent parts of the DH system 

Energy and heat sources   Capital cost 

Installed PV (£/MW)((STA), n.d.)  1000000 

Installed Wind (£/MW)(Briefings for Britain, n.d.)  1290000 

ETSTC (£/m2)1   170 

ASHPs (£/kW)(Staffell et al., 2012) Capital cost (£/kWth) 

£

𝑘𝑊
= 200 +

4750

𝑘𝑊 .  

Installation cost (£) 1500 

GSHPs (£/unit)(Staffell et al., 2012) Capital cost (£/kWth) 

£

𝑘𝑊
= 200 +

4750

𝑘𝑊 .  

 Installation cost (£/kWth) 800 

TES   

TCS (£/kg)(Mahon et al., 2020)   0.2 

PCM (£/kg)(Fadl and Eames, 2019)   6 

STWT (£/0.2 m3)(Guelpa and Verda, 2019)  200 

LTWT (£/m3)(Guelpa and Verda, 2019)  50 

Network   

Piping network (£/dwelling) (Energy research 

partnership, 2016; Energy technologies institute, 2018) 

 800 

1Obtained as an average of prices found online for different ETSTCs brands. 

3. Results 

3.1. Effect of VSTWT and Tcharging STWT on the average cost of DH system per dwelling. 

The simulations show that for all different studied scenarios the minimum cost is always achieved when no PV is 
installed at the dwellings to power the domestic HPs and only wind turbines are used to generate power. The 
reason for this is that in the Loughborough area, the average capacity factor (i.e. the average power output divided 
by the maximum power capability) of wind turbines for the time-period considered in the simulations is more than 
double that for PV (as shown in Fig. 3), which results in an average higher cost required to produce the same 
amount of power when using PV compared to when using Wind turbines. 

 

Fig. 3. Capacity factor for solar PV and Wind power generation from 01/06/2018 00:00 to 31/12/2019 23:00 in the Loughborough 
area. Hourly basis (dots) and moving monthly average (lines). Results obtained using weather date from the online simulation 

software www.renewables.ninja (“Renewables Ninja on-line tool,” n.d.). 
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Fig. 4 shows the effect of VSTWT on the average cost of the DH system per dwelling for different Tcharging STWT 
values. As can be seen, higher values of VSTWT lead to an increase in the cost per dwelling. At Tcharging STWT = 50°C, 
the increase in the cost with increasing VSTWT is mainly due to an increase in the cost of the store, with the cost of 
the other components of the DH system remaining roughly constant, as can be seen in Fig. 5. As Tcharging STWT 

increases, the Wind capacity needed and number of HPs increases with VSTWT, which leads to a further increase 
of the cost. This is because with increasing VSTWT more heat can be stored in the STWT and as a consequence less 
heat is stored in the LTWT, which leads to a shortage of available heat from the LTWT at certain times of the 
year and thus to a higher Wind capacity and, as a consequence, number of HPs needed to meet demands. This can 
be seen in more detail in Fig. 6, where the hourly heat stored in the LTWT is presented for different VSTWT values 
when operating at Tcharging STWT = 80°C with a set Windcapacity = 0.4277 MW (which is the minimum Windcapacity 
required in the simulations using the minimum VSTWT value used in this work, i.e., 0.1 m3 per dwelling). As  can 
be seen in Fig. 6, the increase of VSTWT reduces the amount of heat available in the LTWT between 15/01/2019 
and 15/03/2019, as a consequence the domestic heat demands cannot be met at certain times of this period, as 
shown in Fig. 7. This results in a higher Wind capacity needed to meet the domestic heat demands for those 
specific times and dates. 

The shortage of available heat from the LTWT when increasing VSTWT can be explained by the fact that the rate 
of heat losses from heat stored in the LTWT are smaller than the heat losses per unit of heat stored in the STWT 
(due to the greater surface area to volume ratio of the STWT). Thus, at higher VSTWT more heat can be stored in 
STWT, meaning higher heat losses in the system.  

 

Fig. 4: Effect of VSTWT and Tcharging STWT on the average cost of the DH system per dwelling. 

As can be seen in Fig. 4, the increase of Tcharging STWT, leads to an increase in the cost of the system (for set volumes  
VSTWT) which is again due to the increase in both Windcapacity and minimum number of HPs required to meet fully  
domestic heat demands, as seen in Fig. 5. Similar explanations of that mentioned above when explained the effect 
of VSTWT on cost can be given here, i.e. the higher Tcharging STWT the higher storage capacity available in STWT 
which leads to less use of the LTWT and thus to a shortage of the heat stored in the LTWT in winter/autumn 
months. Further, when Tcharging STWT increases the efficiency of both HPs and ETSTC decreases which leads to less 
heat produced and stored in the STWT. Due to this, the charging of the STWT store is slower and consequently 
at certain dates and times higher Windcapacity is required, compared to the Windcapacity needed for simulations with 
low Tcharging STWT values, to meet the domestic heat demands. 
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Fig. 5: The effect of VSTWT on the cost of the different parts of the DH system when operating at Tcharging STWT values of 50,60,70 and 
80 °C. 

A minimum cost of £12,103 per dwelling was obtained for VSTWT = 0.1 m3 and Tcharging LTWT = 50°C, which is in 
the same range of cost obtained for DH networks by different authors (AECOM, 2017; Department of energy and 
climate change, 2015; Wang, 2018). Unlike these studies, the present study assumes only decentralised renewable 
heat sources, which it is assumed would result in a much higher costs than that of DH systems using centralized 
heat sources. However, the cost predicted was similar to those estimated by sources considering centralized heat 
sources which indicates the benefits of incorporating TES into DH networks supplied using only renewables in 
terms of cost and efficiency. The predicted average cost per dwelling is also less than the installation cost of a 
single GSHP and slightly higher than the cost of a single ASHP. 

 
Fig. 6: The effect of VSTWT on the heat stored in the LTWT from 01/06/2018 00:00 to 31/12/2019 23:00 when operating at Tcharging STWT 

= 80°C and Windcapacity = 0.4277 MW. 
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Fig. 7: The effect of VSTWT on the difference between i) heat demand and ii) heat produced and/or discharged by TES, from 
01/06/2018 00:00 to 31/12/2019 23:00 when operating at Tcharging STWT = 80°C and Windcapacity = 0.4277 MW. 

 

3.2. Effect of VSTWT and Tcharging STWT on ηDH. 

The overall energy efficiency of the DH network (η ) was calculated using Eq. 1: 

Eq. 1  𝜂  ( ) (%) =
 ( )

 ( )
∙ 100 

Where 𝑈𝑠𝑒𝑓𝑢𝑙 𝑒𝑛𝑒𝑟𝑔𝑦( ) is the sum of the heat used in dwellings plus the heat stored in TES, and 

𝐸𝑛𝑒𝑟𝑔𝑦 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑( ) is the sum of the i) heat produced by the different RHS ii) the heat discharged from TES 

and iii) the heat losses in STWT and PCM stores. The reason behind the inclusion of heat losses from both STWTs 
and PCM stores is that as these devices were assumed to be located inside the dwellings, the heat losses from 
these stores can act as heat gains to dwellings and be used to reduce the domestic space heat demand. 

 

Fig. 8: Effect of VSTWT and Tcharging STWT on ηDH. 
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Fig. 9: The effect of VSTWT on the heat and power shed and heat losses from different parts of the DH system for different Tcharging 

STWT values (yearly average). 

 
Fig. 10: The effect of Tcharging STWT on the heat stored in the LTWT for VSTWT = 0.5 m3. 

 

The predicted effect of both Tcharging STWT and VSTWT on the yearly average DH network energy efficiency are 
presented in Fig. 8. From Fig, 7, it is clear that for the range simulated both VSTWT and/or Tcharging STWT have little 
effect on predicted ηDH, with a maximum difference of ca. 1.8 percent between the systems with the highest and 
lowest ηDH value. When VSTWT and/or Tcharging STWT increases the overall energy efficiency of the DH system 
decreases, due mainly to the increase in both the power shed and the heat losses from the STWT devices, as can 
be seen in Fig. 9. It is important to remark here two aspects: i) first, the heat losses from STWT that affect the 
energy efficiency are heat losses that cannot be used to alleviate heat loads at certain hours, due to the absence of 
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heat demands at these hours; the power shed is power not used in HPs, but in real applications this power could 
be used somewhere else in the buildings or to be sold, so it would not be shed (so the efficiency would be 
higher).The increase in the power shed with increasing either VSTWT and/or Tcharging STWT is due to the increase in 
the minimum Windcapacity needed to fully meet the domestic heat demands. This means that, at certain times of the 
year, the amount of power generated that is not used despite the higher STWT storage capacity available and thus 
shed will be high (at those times when the LTWT is also fully charged). The greater heat losses from the LTWT 
obtained when increasing Tcharging STWT can be explained again by the higher Windcapacity needed at higher Tcharging 

STWT, which results in higher levels of heat stored in the LTWT at certain times of the year, as can be seen in Fig. 
10. The predicted yearly average ηDH obtained for the minimum-cost case-scenario, i.e. VSTWT = 0.1 m3 and/or 
Tcharging STWT = 50°C, was 86.62%, which is in the same range as those obtained in other studies (Li and Svendsen, 
2012; Zhang et al., 2021). 

4. Conclusions 

In the present work, an optimisation study of a simulated DH network for two areas in the town of Loughborough, 
UK, for the time period from the 01/06/2018 00:00 to 31/12/2019 23:00 was undertaken. This was achieved by a 
parametric analysis of the effect of operating parameters for the DH network, VSTWT and Tcharging STWT on the DH 
system cost per dwelling and the overall energy efficiency of the DH system. For each simulated case the results 
were obtained by modifying the installed capacity of both Wind and PV in order to ensure domestic heat loads 
were met for the whole time-period at the minimum cost. The predictions show that the increase of both VSTWT 
and Tcharging STWT lead to an increase in the total cost per dwelling and a decrease in the overall ηDH value, due to 
the greater amount of heat stored in the STWT which leads to a reduction in heat stored in the LTWT. This results 
in ii) more heat losses and ii) a shortage of heat from storage in the winter months and thus more Windcapacity 
needed to meet demands (meaning more power shed). 

A predicted minimum cost of £12,103 per dwelling and DH network energy efficiency of 86.62% was obtained 
at the optimum conditions found. 
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Abstract 

Decentralisation of heat supply is one option to transform and decarbonise district heating (DH) networks. 
However, the volatility and availability of the diversified heat sources also require a much more flexible operation 
of the heating networks compared to conventional operation. In a German research project “ZellFlex” 

(www.tud.de/mw/zellflex), various methods for network flexibilisation are being investigated in a simulation 
study. This paper presents latest results of the project with focus on existing district heating networks with higher 
temperature demand and centralised heat supply, as these kinds of networks are the most common among 
Germany und Europe. 

Keywords: DH network simulation, flexible operation, cell balancing, decentralised feed-in 

1. Introduction 
The desire and necessity for flexible operation arise for two reasons: on the one hand, limitations and restrictions 
in the availability of the increasingly used non-adjustable heat sources and, on the other hand, the possibility of 
increasing efficiency by minimising distribution losses and increasing efficiency of the heat transport. Essential 
elements are the demand-driven deployment of heat, the shifting or adaptation of heat load requirements to the 
heat supply on the heat sink side, and the low-loss transport and distribution of thermal energy.  

The locally scattered arrangement of decentralised heat sources as well as the different heat and temperature 
requirements of the heat consumers in parts of the network will increasingly require the evaluation of flexibility 
measures regarding smaller network sections (cells). The balancing of network sections could be conducted within 
a cellular approach, which is familiar from the electricity sector in the form of balancing groups and the assigned 
balance responsible parties. 

2. Simulation study and flexibility measures 
To quantify the effects of different flexibilisation measures, simulations studies have been done. The flexibility 
measures considered in this paper are (see Fig. 1, a-c): 

(a) Pulsating operation (see section 2): 
Cyclic operation of cells, especially in off-peak periods, to reduce heat losses 

(b) Decentralised and local heat retention (see section 3): 
Integration of decentralized heat generators (e.g., solar thermal, waste heat) in combination with 
heat storage systems to locally und temporally supply a cell 

(c) Local and temporal adaption of supply temperature (see section 4): 
Local and, if possible, temporary reduction or increase of the network supply temperature in 
cells with a different demand compared to the main network 
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Fig. 1: Flexibility measures considered for selected cells in the DH network 

The subject of the investigations is a large heating network with 556 consumer points (Fig. 2), 28.5 MW connected 
load and approx. 19 % annual heat loss in the district heating network. The network is a 2nd generation, meshed 
network (following IEA-DHC Annex X Classification). It is a representative real inner-city network in Germany, 
which was transferred into a simulation model and validated with measurement data. For most of the study, an 
annual simulation with a time-step of 15 minutes was done with real measurement data for the ambient 
temperature and solar radiation. 

The following flexibility measures were done with a handpicked selection of cells in the heating network, see Fig. 
2. The structure, size and number of consumers are different, as well as the distance to the central heat producer. 
Findings on the selection of a cell area, as well as necessary requirements and challenges, are discussed in 
section 5.  

 
Fig. 2: Structure of the 2nd generation heating network - with central heat producer und the five chosen cells with respective sum 

of the connected consumer load. 
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3. Pulsating operation 

3.1 Explanation 
Especially at off-peak times, the ratio of heat losses to transferred heat output/quantity is particularly unfavourable 
in heating networks, because as a rule almost the entire network is kept permanently "warm", although the 
individual consumers have a low heat demand over longer periods of time. Thus, especially in summer and the 
transition period, the network is permanently in an inefficient partial load range with the consequence of 
proportionally high network heat losses. This condition could be eliminated by a kind of intermittent operation - 
here called pulsating operation: a network, respectively a network section (cell), is only temporarily flown through 
and the heat distribution losses can be reduced. However, the heat supplied intermittently (pulsating) must then 
be stored decentrally and delivered with a time delay without causing further distribution losses. The temporal 
course of such pulsed operation can be seen as an example in Fig. 3 in comparison with conventional operation 
(reference). 

 
Fig. 3: Pulse operation and reference operation 

In pulsating operation, a group of consumers in a cell (defined network area or network section) is considered as 
a unit and is equipped with decentralized heat storage units (in the building). These are always loaded 
simultaneously: If one of the heating buffer storages reports a heat demand, all buffer storages within the cell are 
loaded (pulse - in Fig. 3, for example, from time 0 to 6.75 h). As soon as the last buffer storage is loaded, the cell 
is "switched off", since for the time being all consumers can cover their heat demand from the heat storage tank 
assigned to them and thus no heat has to be transported into the cell (switch-off period - in Fig. 3 e.g. from time 
6.75 to 21 h). As soon as at least one of the buffer storages in the cell is discharged again, the next pulse starts by 
fully charging all buffer storages again. The complete shutdown and thus cooling of the cell between the pulses 
aims at reducing the heat losses. The smaller the pulse length and the longer the switch-off period, the greater is 
the heat loss reduction.  

Enerpipe, a German company that builds innovative local heating networks, has been using this mode of operation 
for several years, primarily in sparsely populated areas (Euring, 2017, 2020), because pulse operation makes it 
possible to operate district or local heating networks economically in some cases, even where this would not be 
possible with conventional operation due to the low density of the heat demand. 

3.2 Pulsating Operation in large existing district heating networks 
In the German research project “ZellFlex”, this approach is now being applied to a large existing network with 
urban building density. The aim is to investigate the extent to which pulsating operation in certain cells and at 
certain times makes heat transport more efficient. The assessment is made with respect to heat distribution losses 
as well as the hydraulic energy demand of the pump(s), and factors influencing the efficiency of pulsed operation 
are evaluated.  
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Five terminal cells in the network were selected, which differ in structure, connected load, location in the network 
and route length, with the aim of determining influencing factors and restrictions for efficient operation. For an 
approach to automatic identification of cells, please refer to Mann (2020). In simulation studies, the five cells 
were each placed in pulsating operation while the rest of the network was in a common operation mode. For a 
potential analysis, a decentralized heating buffer storage with a volume of 2 m3 and standby heat losses of 
4.5 kWh/d (according to Viessmann (2021)) was assigned to each consumer. 

3.3 Heat losses and hydraulic energy 
The largest reduction in heat losses in the district heating network was observed in cell 2. The graph in Fig. 4 
compares the monthly heat losses for the reference case (without pulse operation) and with pulse operation. The 
heat losses in pulsed mode are composed of the heat losses of the network and those of the heat storage tanks. The 
heat losses can be reduced in all months by pulsed operation, whereby the effects are particularly large in summer. 
In January, 18 % of the network heat losses can be avoided, and up to 52 % in June/July. If the standby heat losses 
of the distributed storage are added, the relative reduction is still 8 to 36 %.  

 
Fig. 4: Heat losses in case of reference and pulse operation for cell 2 

This is in line with the expectations that pulsating operation can increase the efficiency of heat transport, especially 
at off-peak times. This was shown to be true for all cells considered, although to varying degrees. In cell 1, the 
reduction in network losses is lowest, at 12 to 14 % in summer. This is partly due to the shorter off-time, which 
is 5 h in summer in cell 1, compared to14.25 h in cell 2 (see Fig. 3). Cell 2 is "switched off" (no heat is supplied) 
about 68 % of the summertime, compared to 62.5 % in cell 1.  

The auxiliary energy demand of the pumps (hydraulic energy) was also considered regarding possible changes 
due to pulse operation for all periods and cells. A reduction of the hydraulic energy could be determined 
throughout by the pulse operation, even if to a lesser extent. In all cells, this is in the order of 1 to 2 % in summer. 

3.4 Factors influencing the efficiency of pulsating operation 
Within the scope of the simulation study, different pulse lengths or switch-off periods were investigated to 
quantify their influence on the reduction of heat losses. Fig. 5 shows the relative reduction of the network heat 
losses for each of the five cells in relation to the reference operation for the month of June depending on the length 
of the switch-off period. (Note: The additional standby heat losses of the storage tanks are not included here). It 
can be clearly seen that a long interruption of the heat supply (switch-off duration) is advantageous in terms of 
heat losses. When evaluating the simulations, two factors could be identified that lead to unfavourable switch-off 
periods and pulse lengths: 

• Storage capacity of the decentralised heat storage tank is too low: If the heat demand of the consumer is 
very high compared to the storage capacity, the storage tank is quickly discharged during the switch-off 
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period. This means that the storage tank must be loaded again early and the length of the switch-off 
period is thus reduced. 

• Volume flow limitation: If a consumer has a rather high heat demand during a pulse, its volume flow 
limitation might be (almost) reached. Thus, only an extremely low heat flow remains to load the storage 
tank. This leads to an exceedingly long loading time of the heat storage tank and thus a long pulse length 
and a short switch-off period. 

 

 
Fig. 5: Reduction of network heat losses compared to reference operation depending on switch-off duration 

 

3.5 Adjustment of the investigated variants 
To improve the efficiency of the pulse operation even further, the following measures are now taken - as an 
example for the month of June in cell 2: 

• Measure A: The consumer whose storage is discharged first and thus triggers the start of a new pulse is 
excluded from the 2 m³ limit, so that it only applies to the other consumers. Therefore, the switch-off 
time increases from 14.25 to 19.25 hours. The storage volume of the described consumer would have to 
be increased to 2.50 m3.  

• Measure B: For the consumer, whose storage tank has the longest loading duration, the volume flow 
limitation is increased by 50 %. This shortens the loading time of the storage tank, and the switch-off 
period is extended from 14.25 to 17.5 hours. 

The original implementation of pulse operation already resulted in a reduction of 52 % of the network heat losses 
in the month of June in cell 2. With measure A, this value can be increased to 57 %, but with measure B there is 
almost no improvement. This shows that the switch-off time is only one of several factors that influence the 
efficiency of pulse operation. In addition, it becomes clear that a significant increase in efficiency can be achieved 
through relatively simple measures (increasing the size of only one storage unit in the cell). Consequently, the 
implementation of pulse operation in real DH networks requires careful and extensive planning. 

3.6 Summary and outlook – pulsating operation 
The results of the simulation study have shown the benefits of pulse operation for certain network areas and under 
certain conditions. It became apparent that the effects differed greatly for the five cells. Therefore, the 
development of cell identification characteristics will be taken up again in the further course of the project. In 
addition, the pipe stress due to the temperature fluctuations caused by the pulsed operation will be investigated. 
Restrictions could possibly arise here, depending of the type of pipes.  
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The investigations shown here are only an initial assessment of the potential. For practical implementation, there 
are some requirements for heating networks that are not (yet) fulfilled everywhere. These include: 

• Digitalisation of the house stations (iHAST): It must be possible to control the charge of the storage tanks 
from a central point (e.g., the control room of the network operator) and track all consumers of a network 
section (cell). For this purpose, there must be a data connection including write access by the heating 
netwokr operator to the house side of the house stations (Rapp et. al., 2020).  

• Decentralised heat storage: Every consumer participating in pulsed operation needs a sufficiently large 
heat storage. It is important that this storage also enables buffering of the space heating demand, as 
otherwise pulsed operation is only possible in times with an exclusive demand for domestic hot water. 
In the studies shown here, a storage tank size of 2 m3 was assumed - an optimistic value in practice, 
which means that the economic efficiency would have to be checked. However, it should be noted that 
the storage tanks could not only be used for pulsed operation, but also for peak shaving in winter, for 
decentralised heat retention and for increasing renewable heat shares in the network. 

4. Decentralised and local heat retention 
Local heat retention is intended to distribute decentrally generated heat locally in a targeted manner. The main 
objectives are: 

• Avoiding hydraulic bottlenecks 

• Enable higher decentralised feed-in, if available 

• Possible reduction of peak loads in the overall network 

• Constant, consumption-dependent supply temperature. 

In the case of decentralised heat supply, there is a so-called supply limit. This is the point in the network up to 
which the heat supply is realised solely by the decentralised feed-in. In Fig. 6, this point is marked by an "X". In 
conventional operation, the supply limit moves quite strongly in the network depending on the feed-in power and 
the heat load of the consumers (see Fig. 6, left). Especially at times of high heat feed-in, hydraulic bottlenecks can 
occur. This is because the pipelines at connection points - especially at the ends of the lines - in existing networks 
are usually not designed to transmit high heat outputs. This means that a lot of hydraulic energy is needed for heat 
transport.  

Avoiding such hydraulic bottlenecks could be made possible by local heat retention. Here, a decentralised storage 
is used to keep the supply limit as constant as possible in the heating network (see Fig. 6 right). Demand and local 
generation combined with the storage capability form a cell. 

 
Fig. 6: Decentralised feed-in with moving supply frontiers (left) and local heat retention (right) 

In the following, the measure is demonstrated based on decentralised solar thermal feed-in. However, other 
sources of feed-in, such as waste heat or heat pumps, are also suitable. Cell 1 (see Fig. 1) is equipped with a solar 
thermal plant of different sizes and is compared with and without large-scale heat storage directly at the solar 
thermal plant.  
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In Table 1 the connected load of the consumers in cell 1, as well as the annual consumption is compared to the 
solar thermal feed-in peak load and the annual heat generation by solar yields. 

Table 1: Comparison of connected load/consumption of consumer in cell 1 with solar thermal peak load/yields for different plant 
sizes 

variant connected load 
[kW] 

consumption 
[MWh/a] 

peak load feed-in 
[kW] 

solar yields 
[MWh/a] 

consumer 1.130 1.757 - - 

ST 500 m² - - 315 264 

ST 1.000 m² - - 630 533 

ST 1.500 m² - - 945 805 

ST 2.000 m² - - 1.260 1.076 

 

As seen, the peak load of the feed-in can exceed the connected load of all consumers in cell 1. In the summertime, 
the daily amount of heat by feed-in of solar thermal power can be the multiple of the required consumer heat. 
Especially if large open spaces are available for solar thermal plants or industry with waste heat, it can happen 
that there is a significant surplus of heat available locally. This means that the excess heat must be distributed to 
the main network without shutting off, which should be avoided for efficiency reasons. For this purpose, it can be 
suitable to store the heat locally and only/mainly distribute it in a certain area, the cell. Having a look at the impact 
of variant with 1.000 m² solar thermal plant in cell 1, for hydraulic reasons a useful parameter is the mass flow at 
the entrance of cell 1. See Fig. 7, one can see the comparison of the nominal mass flow with solar feed-in without 
storage (orange) and with an additional decentral storage in the cell (dark-red). During the time of higher solar 
yields, a significantly increased mass flow into the main network can be seen in the variant without storage, due 
to an excess of heat in cell 1 (negative mass flow according to nominal flow direction). With the integration of a 
heat storage, the exchange with the main heating network can be reduced to a minimum and the heat is distributed 
in the cell with a time delay. 

 
Fig 7: Comparison of mass flow at the entry of cell 1 and solar thermal feed-in with and without storag; positive mass flow means 

nominal flow (demand in the cell) 

The local heat retention can significantly reduce the heat distribution to the main network, which can lead to a 
reduced effort for feed-in pumps. In addition, a reduction in heat losses is conceivable, since with the help of the 
feed-in and storage of the heat, the cell is independent of the main network with regard to the flow temperature. 
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5. Local and temporal adaption of flow temperature 

5.1 Temporal adaption of flow temperature 
Usually, the central supply temperature (from the central heat generator) in heating networks is controlled by 
means of a fixed, outdoor temperature-dependent operation mode. The aim is usually to ensure that a minimum 
supply temperature specified in the Technical Connection Condition (TCC) is maintained at each consumer (on 
the network side). However, usually the supply temperature actually achieved there is not evaluated/measured and 
accordingly no short-term adjustment of the centrally fed supply temperature takes place. Only longer-term 
adjustments are relatively common, for example if complaints from customers suggest that the supply temperature 
achieved at the customer's system is not sufficient. This procedure may lead to higher supply temperatures being 
operated in heating networks than would actually be necessary to comply with the TCC. If, in the future, real-time 
data of the network-side temperatures at the consumers become increasingly available due to advancing 
digitalisation, new types of possibilities for controlling the central supply temperature could arise. 

Therefore, a supply temperature operation mode was developed that uses the lowest supply temperature measured 
at the consumer substation to control the DH network temperature at the central heat generator. The point with 
the lowest supply temperature is called Temperature Index Circuit (TIC), comparable with the pressure index 
circuit usually used to control the main pump in the network. 

In Fig. 8 the TIC operation mode is illustrated. The temperatures at the TIC are usually above the minimum 
temperatures according to the TCC (see Fig. 8, left). The difference between the TIC und the required minimum 
temperature according to the TCC shows the potential for reduction of the network supply temperature. In Fig. 8 
(right) the supply temperature at the heat generator is temporally adapted considering the minimum required 
temperature of the consumers. 

 
Fig. 8: Schematic diagram of conventional network temperature control (left) and temporally adapted temperature control with 

respect to the Temperature Index Circuit (right) 

The current work deals with criteria and minimum requirements for TIC operation: 

• How many metering points are required in the network? 

• What type of consumers (e.g. commercial, residential) or consumer size is preferable from a 
measurement point of view? 

• What is the minimum flow rate that the consumer must have after a shut-off period? 

Evaluations on this will be published with the completion of the project in 2023. 
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5.2 Local adaption of flow temperature 
Another aspect of flow temperature adjustment is the local decreasing or increasing of the supply temperature. 
The local increase can be useful if there are network sections that have a higher supply temperature requirement 
than the main network. Up to now, the supply temperature for the entire network has often been raised centrally 
in order to guarantee supply. However, this leads to significantly higher network losses and inefficient operation. 
It would be conceivable to raise the supply temperature in sections, e.g. using a heat pump, waste heat or similar. 

More often, however, individual network sections have a significantly lower flow temperature requirement than 
the main network, e.g. because the network has been extended with more modern buildings. In this case, a local 
flow temperature reduction is a comparatively simple option. This can be done by mixing the return flow into the 
supply flow with a pump to overcome the pressure difference. In the case of the example network, cell 2 (see 
Fig. 2) is lowered in stages. The reduction of heat losses in the network can be seen in Fig. 9. The consumption 
of the mixing pump can be neglected in comparison to the heat losses. 

 
Fig. 9: Reduction of network heat losses by decreasing the supply temperature via a bypass at cell 2 

6. Requirements and challenges 
The cell boundaries presented in Fig. 1 have been selected manually on the basis of various criteria for the example 
network and tested and evaluated with the measures presented. However, the aim of the project is to develop 
generally applicable criteria for defining cell boundaries. As known from the electricity sector, these cells do not 
necessarily have to be fixed, but can move based on changing boundary conditions. 

An important condition for this is the spatially and temporally resolved knowledge of the heat demand and possible 
heat input. The required flow temperature of the consumers is also relevant. In this regard, studies have already 
been conducted to evaluate the use of automated clustering methods (Mann, 2020). 

Furthermore, the usually installed volume flow limitation in the consumer substations can restrict flexibility 
measures such as pulsation operation or a reduction of the flow temperature, although the energy-saving effect is 
obvious.  

The necessary measurement data from the networks are often not currently available. Knowledge about the 
condition of the entire network can often only be estimated on the basis of a few measuring points. For this reason, 
large-scale digitalisation of the heating networks is an important criterion for efficient, decentralised and flexible 
operation. 

7. Conclusion and Outlook 
A decentralised heat supply in the future, especially in existing urban heating networks, poses a major challenge 
for many energy providers. Network operation must become more flexible, considering the requirements of the 
consumers. This article has shown the first approaches to flexibilisation, which will be investigated and expanded 
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in more detail. It has been shown that the conventional operation with an overall network view can be replaced 
by a cellular operation if detailed information about the consumer behaviour is known. 

Within the research project, the approaches presented here will be further deepened and necessary requirements 
will be developed. With the advancing digitalisation of the heating networks, flexibility measures can be put into 
practice and evaluated in the future. 
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Abstract 

Adsorption heat pumps can provide cooling based on renewable district heat or waste heat, thus expanding the 
scope of district heating networks (DHN) and making better use of existing renewable heat sources. On the other 
hand, they can also provide heat while significantly reducing the return flow of the district heating network, thus 
increasing the efficiency of district heating supply. However, commercially available sorption machines are not 
designed for DHN. Therefore, new and sustainable adsorbent materials ideally suited for the temperatures and 
applications of district heating networks are developed and incorporated in a heat & mass exchanger designed for 
reversible adsorption heat pumps. The new sorption heat and mass exchanger is subjected to performance meas-
urements. The results are used to carry out simulations to demonstrate the advantages of adsorption heat pumps 
for the supply of cooling and heating in district heating networks. 

Keywords: Renewable heating and cooling, Adsorption heat pumps, Activated carbon adsorbent, Prototype test-
ing, Energy system efficiency 

1. Introduction 
Due to climate change and the ensuing rise of the outdoor temperatures, the cooling demand in buildings will 
increase in the future (Birol, 2018). Nevertheless, the heating demand in Europe will remain high in wintertime 
(Settembrini et al., 2017). In order to achieve the energy turnaround for Europe and to reduce drastically green-
house gas emissions, innovative, integrated and eco-friendly heating and cooling solutions are required to supply 
the building stock as well as processes with heating and cooling. On the one hand, the CO2 footprint of the energy 
mix during peak load in winter is high. On the other hand, during summer, large amounts of heat remain unused 
from waste incineration plants and other industrial processes because of the low heat demand during this season. 
In Switzerland, a large majority of Municipal Waste Incineration Plant (MWI) are connected to large DHN. This 
source of heat represents close to a third of the heat distributed in DHN in 20201. The MWI typical efficiency 
combining heat and electricity production in 2020 is in average around 70%2. So 30% of the heat could still be 
valorized. The thermal losses are mainly occurring in summer time where the heat demand is low. The extra heat 
unused in summer time can be estimated to around 800Wh.  This heat can be used in summer to power adsorption 
heat pumps (adHP) and supply eco-friendly and cost-effective cooling energy to various cooling consumers (e.g. 
buildings and industries) (Hassan et al., 2020). 

District heating networks (DHN) are a well-known solution to lower the carbon footprint for heating in winter and 
recover otherwise unused waste heat (Puschnigg et al., 2021). However, DHN suffers from two important draw-
backs, which limits their energy efficiency and operability: 1) Low efficiency caused by high operating tempera-
tures, especially high return temperatures. 2) Low utilization of the DHN in summer time, which leads to inefficient 
operating conditions. The impacts of those two drawbacks are reduced heat distribution capacity for a given pipe 
diameter (due to limited temperature differences), high heat distribution costs (pumping energy and heat losses) 
                                                 
1 https://www.fernwaerme-schweiz.ch/fernwaerme-franz/Verband/Jahresbericht.php 
2 https://vbsa.ch/donnees/energie-charts/?lang=fr 
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and lower energy efficiency in the heating station (more energy to produce one unit of useful heat). 

This work investigate the integration of reversible adsorption heat pumps into DHN to use untapped waste heat 
and increase the energy efficiency of district heating networks. Two particularly promising integrations of adHP 
in DHN have been identified. The DHN return temperature reduction operating mode (Figure 1 (a)) integrate an 
adHP at substations (SST) providing heat at the building level. The adHP uses the SST return flow as a heat source 
for the evaporator and thus reduces the temperature of the DHN return flow. This mode of operation increases the 
temperature difference between the forward and return of the DHN resulting saving on the pumping energy or in 
heat delivery capacity increase of a given thermal grid. Additionally, it also reduces heat losses since the return 
temperatures are lowered. The same adHP and the DHN heat supply can also supply comfort cooling (Figure 1(b)) 
to the buildings in summer time. This enables the DHN operators to offer a new energy service to their customers, 
while increasing the sale of heat in summer and thus the profitability of the DHN (40.8% and 31.8% of the heat 
distributed respectively)3. Since a major part of heat is either renewable or waste heat in Swiss DHN, this cold 
supply will also be renewable. The major challenge for this mode of operation is to dissipate and/or recover con-
densation and adsorption heat at intermediate temperature without extra cost, for with pre-heating of domestic hot 
water. 

These innovative conceptual modes of operation have been evaluated separately with numerical models reflecting 
the current state of the art of the sorption technology and with experimental work carried out on commercial units 
by (Jobard et al., 2020). It results that the commercial units currently available are not adapted for integration in 
DHN and do not meet the requirements of DHN operators, especially in terms of temperature drop at the desorber 
in cooling mode. They suffer also from low power density and low thermal efficiency. Therefore, new adsorption 
materials are needed as well as new concept for reversible DHN SSTs for heating and cooling of buildings. 

In this work, we move towards the design of such systems. In a first section, we analyze the requirements of the 
DHN applications based on surveys. Afterwards, we propose a novel sustainable adsorbent material suitable for 
the application and we analyze its performance by models and simulations. At last, we present the characterization 
methods to measure the performance of adHP prototypes. 

 
Figure 1 - Schematic view of the two applications of adHP in DHN targeted: a) return temperature reduction and b) cooling. The 

adHP are used in the substations to serve the DHN users. 

2. DHN implementation requirements 
This section presents the requirements necessary to drive the development and optimization of the adsorption 
materials for DHN applications. These requirements are the expected operating conditions for both heating and 
cooling modes. These conditions are defined with the Thot, Tcon and Teva. Thot is directly set from the supply of the 
DHN, Tcon depends on the space heating and domestic hot water distribution system; Teva depends on the space 
heating return temperature and on the cooling distribution system (radiant ceiling or air conditioning unit), respec-
tively in heating mode and cooling mode. Their ranges were derived from field surveys as well as from discussion 
with DHN operators and are gathered in Table 1. 

In the heating mode, the purpose of the substation is to satisfy the building needs in space heating and domestic 
hot water. The adHP is implemented in this configuration to reduce the return temperature to the grid. Therefore, 
the DHN efficiency and capacity are improved. The Figure 2 present the simplified hydraulic of the substation. In 
this mode, the DHN drives the adHP at a given temperature Thot and supplies heat to the space heating loop via the 

                                                 
3 https://www.fernwaerme-schweiz.ch/fernwaerme-franz/Verband/Jahresbericht.php 
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heat produced at the adsorber and condenser of the adHP. A heat exchanger is present to cool down the heat carrier 
from the desorber below the condensing temperature. This is possible with low space heating return temperature. 
For this to function the adsorption temperature Tads must be higher than Tcon. 

 
Figure 2 - Simplified hydraulic diagrams with example of possible temperature levels of each loop for the heating mode (left) and 

the cooling mode (right) 

For implementation in existing DHN, the substation has to follow prescription given by the operators of the net-
work that ensure a coherent integration and the supply temperature is fixed. Since DHN must supply temperature 
high enough for Domestic Hot Water (DHW) preparation at 60°C, as reported by (Quiquerez, 2017) supplied 
temperature are usually above 70°C and smaller than 110°C. Higher temperatures might in general be needed 
improve the COP of the machine and cooling power at the evaporator, especially considering that the desorption 
temperature must be below the hot source temperature to guarantee effective heat transfer. However, selecting the 
right adsorbent material can guarantee successful desorption. The temperature for the space heating loop is given 
by the characteristics of the building i.e., its energy standard and heat emission system. High temperature radiators 
with temperature need above 60°C are excluded because the needed temperature is to close from the supply tem-
perature. Supply temperature of the space heating loop can be as low as 30°C for floor heating system in well 
insulated buildings. The evaporating temperature depends on the space heating return temperature and the pinch 
of the heat exchanger assumed at 5K. These are estimated with the temperature drop possible in the space heating 
loop. For radiators with supplied temperature of 65°C, a temperature drop of 10K and a pinch 5K induces a tem-
perature at the evaporator inlet of 50°C. For floor heating, the temperature drop can only be of 5K, resulting in 
20°C. 

In the cooling mode, the adsorption pump in the substation is used to cool down buildings. In order to be able to 
operate in cooling mode without dry cooler to get rid heat rejection, different strategies have to be evaluated in 
order to valorize the rejection heat locally. One of the most promising local application for heat rejection valori-
zation is DHW preheating. Alternatively, the heat rejected could be used as cold source for a heat pump for DHW 
preparation. The challenge with this local heat valorization is that the DHW need consumption affects the amount 
of cooling which can be produced by the AdHP. In order to operate successfully AdHP using heat supplied by a 
DHN, it is necessary to enlarge the temperature difference on the primary side and simultaneously to use heat at 
the lowest possible temperature. This represents a challenge as most of the adsorption chiller commercially avail-
able today are operated with a maximum 5°C difference and needs heat at minimum 60-65°C. This application 
could be interesting for DHN operators. It will intensify the heat demand in summer time when the DHN infra-
structure are underused. Moreover, as most of DHNs today use a large fraction of renewable heat in their energy 
mix, this new application will make available renewable heat in dense urban area.  

Figure 2 shows a possible hydraulic integration of an AdHP in cooling mode in a substation where the heat rejected 
is valorized to preheat DHW. This configuration is interesting as it eliminates the need of a dry cooler. On the 
other hand, it has to be operated with an important constraint: there must simultaneously cooling and DWH. Con-
sequently, it will not be possible to produce cooling when there is no DHW demand. A compression HP could be 
integrated between the heat rejected by the AdHP and the DHW tank to give a bit more operating flexibility. 

The Table 1 shows the operating conditions of the AdHP in cooling mode. Those conditions are derived from 
exchange with various DHN operators. The cooling is produced between 6 and 15°C. The forward temperature 

 
E. Piccoli et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

314



must be at least 60°C in order to reduce too much the cooling COP. In addition, as mentioned above, it is important 
to insure a large temperature difference between the DHN forward and return stream for not deteriorating the DHN 
distribution losses and pumping energy consumption. 

Table 1 - DHN temperature requirements in heating and cooling modes. 

Scenario 
Heating Mode Cooling Mode 

𝑻𝑻𝒉𝒉𝒉𝒉𝒉𝒉 𝑻𝑻𝒄𝒄𝒉𝒉𝒄𝒄 𝑻𝑻𝒆𝒆𝒆𝒆𝒆𝒆 𝑻𝑻𝒉𝒉𝒉𝒉𝒉𝒉 𝑻𝑻𝒄𝒄𝒉𝒉𝒄𝒄 𝑻𝑻𝒆𝒆𝒆𝒆𝒆𝒆 
min-max 343-383 K 303-338 K 293-323 K 333-363 K 303-338 K 279-288 K 

3. Adsorbent Material Development 
Current state-of-the-art activated carbons (AC) are synthesized mostly by a bottom-up approach using toxic chem-
icals such as resorcinol and formaldehyde to form porous networks (Alshrah et al., 2017) which are then pyrolyzed 
and activated (Huber et al., 2016). The corresponding activated carbons can display a variety of microstructures 
and properties, making them interesting for different applications – including water sorption (Civioc et al., 2020; 
Huber et al., 2019). In the existing literature, green alternatives to petroleum-derived phenolic networks have been 
thoroughly studied to great avail (Nowicki et al., 2010; Prauchner and Rodríguez-Reinoso, 2012). However, none 
of them displays the array of properties required in our current work (e.g. able to adsorb and desorb in both heating 
and cooling mode).  

Therefore, we herein study an alternative starting material:  an activated carbon derived from spent coffee grounds 
(SCG). The properties and microstructure of the corresponding pyrolyzed material, arising from a more sustainable 
feedstock (thus greatly improving the carbon footprint of the adsorption heat pump) are studied. Its water adsorp-
tion characteristic is comparable with the one from more traditional resorcinol-based activated carbons; retaining 
an optimal performance is crucial for the efficiency of the project overall.  

However, one of the main advantages of traditional resorcinol-based ACs is their monolithicity; they can be tai-
lored thanks to the bottom-up synthesis approach by pouring the sol into a box of the desired shape. In this regard, 
SCG are more restrictive because of their granulated nature. Therefore, in this work we opted for a minimal usage 
of resorcinol and formaldehyde as a binder, effectively forming a matrix around SCG. It allows the materials to 
reach a monolithic state while being mostly sustainable. Importantly, this does not compromise the water adsorp-
tion performance of the materials. 

Our synthesis protocol involves the collection of spent coffee grounds, which are then mixed with a minimal 
amount of resorcinol and formaldehyde. Typically, 30g of dry SCG and 25 mL of ethanol are mixed with 6g of 
resorcinol and 12 mL of commercial formaldehyde aqueous solution. A catalytic amount of ammonia in the form 
of an aqueous solution, around 1 mmol, is then added to the mixture. It is then poured into polypropylene boxes 
of the desired shape. The materials are left to cure and dry in a convection oven before being pyrolyzed and phys-
ically activated in a one-step heat treatment within a tube furnace – at 800 °C for 4 hours under a CO2 atmosphere. 
The result is a monolithic activated carbon, depicted in Figure 3, which can be characterized as necessary and is 
ready for water sorption applications. 

As a finer particle size of the AC could be beneficial from the mechanical standpoint, it was decided to test the 
AC obtained from the fraction of the green body with the smaller diameter. Before synthesis, SCGs were sieved 
and only the fraction whose diameter did not exceed 200 micrometers was used – resulting in a drastic improve-
ment of the adsorption characteristic (60% more water capacity) , as visible in Figure 4. This result, which sur-
passes the state-of-the-art carbons, opens very promising applications and should be further investigated, espe-
cially given the low desorption temperatures required. However, the material evaluation was performed on the 
basis of the more complete information available for the AC obtained from the not sieved SCG. 

The ACs are currently sporting a slab shape. Therefore, envelope density 𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒 was calculated using a caliper to 
measure the dimensions of the materials. Subsequently, skeletal density 𝜌𝜌𝑠𝑠𝑠𝑠𝑒𝑒𝑠𝑠  was measured by means of helium 
pycnometry (Accupyc, Micromeritics). This calculations allows for the determination of the entirety of the pore 
volume within the materials, including their microporosity mesoporosity, and macroporosity (d > 50 nm) without 
further quantitative information.  
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The porosity of those materials was further characterized using nitrogen physisorption and carbon dioxide phy-
sisorption. For nitrogen sorption, an NLDFT kernel based on (Tarazona, 1985) was chosen. For CO2 sorption, an 
NLDFT kernel based on (Olivier, 1995) was used. The as-obtained isotherms are subsequently merged using the 
3Flex software from Micromeritics. Thus, the microporosity 𝑣𝑣𝜇𝜇 (diameter < 2nm) and mesoporosity 𝑣𝑣𝑚𝑚 (2 nm < 
diameter < 50 nm) of the materials was characterized both qualitatively and quantitatively, assuming respectively 
a slit and a cylindrical geometry. The amount of macroporosity was then determined by subtracting those two 
values from the total pore volume calculated as in Eq. 1. The volumetric pore fraction of the material 𝜀𝜀 can be then 
calculated as in Eq. 2. 

𝑣𝑣𝑡𝑡 = 1
𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒

− 1
𝜌𝜌𝑠𝑠𝑠𝑠𝑒𝑒𝑠𝑠

   Eq. 1,    𝜀𝜀 = 𝑣𝑣𝑡𝑡 ∙ 𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒  Eq. 2 

The wet thermal conductivity 𝑘𝑘50 of the ACs was determined using a custom-made guarded hot plate device (Stahl 
et al., 2012) at 30 °C and 50% relative humidity. Finally, dynamic water sorption isotherms were recorded on an 
isothermal gravimetric device (VTI-SA+ Water Vapor Sorption Analyzer, Porotec) between 5% and 80% relative 
humidity. For the ACs under analysis, the water adsorption characteristic be described following the Dubinin-
Astakhov model (Dubinin and Astakhov, 1971): 

𝑤𝑤 = 𝑊𝑊 ∙ exp �− �𝐹𝐹
𝐶𝐶
�
𝑁𝑁
�  Eq. 3,   𝐹𝐹 = − 𝑅𝑅

𝑀𝑀
∙ 𝑇𝑇 ∙ ln � 𝑝𝑝

𝑝𝑝𝑠𝑠𝑠𝑠𝑠𝑠
�  Eq. 4 

The results are gather in Table 2. For the sieved SCG+RF AC, the water adsorption parameters were found to be 
𝑊𝑊 = 0.48, 𝐶𝐶 = 186, 𝑁𝑁 = 2.4, which means that the total capacity was enhanced without changing the type of 
adsorption sites. 

The thermophysical properties of the AC strongly influence the performance of the adHP.  To estimate the achiev-
able performance of the SCG-based adsorbent monoliths, a dynamic model was used to calculate the energy effi-
ciency and the power that the materials can deliver under the working conditions defined in Section 2. The model 
was developed in OpenModelica, following the lumped-parameter approach described in (Piccoli et al., 2021). 
Using such an approach assumes that the global adsorption dynamic can be sufficiently well described as if hap-
pening a single effective thermodynamic state (temperature, pressure, loading), instead of simulating all the local 
thermodynamic states developing within the adsorbent. Such a model includes only the heat and mass transfer 
within the material itself, therefore can be used as a term of comparison for different materials, boundary condi-
tions and geometries, and not as a reference for whole adHPs. 

The model is composed by a temperature boundary condition (representing the HEx fin temperature), a heat trans-
fer resistance (representing the conduction within the AC), a heat and mass balance (representing the adsorption 
reaction in the pores), a mass transfer resistance (representing the vapour diffusion in the pores), one pressure 
boundary conditions (representing the evaporator/condenser). All these elements are connected in this order, such 
that the adsorption dynamics calculated in the heat and mass balance depend on the materials properties and on 
the boundary conditions. 

 
Figure 3 – SCG+RF monoliths before (left) and after (right) pyrolysis 
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Figure 4 – Water adsorption isotherms at 30°C of not sieved (a) and sieved (b) SCG+RF AC and of RMF AC (c). 

Table 2 – Thermophysical properties of the SCG+RF AC monoliths 

Prop-
erty 

𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒 𝜌𝜌𝑠𝑠𝑠𝑠𝑒𝑒𝑠𝑠  𝑣𝑣𝑀𝑀 𝑣𝑣𝑚𝑚 𝑣𝑣𝜇𝜇 𝜀𝜀 𝑘𝑘50 𝑊𝑊 𝐶𝐶 𝑁𝑁 

Value 
0.56 

[g/cm3] 
1.6 

[g/cm3] 
0.83 

[cm3/g] 
0.03 

[cm3/g] 
0.30 

[cm3/g] 
66 

[%] 
0.092 

[W/m/K] 
0.29 
[g/g] 

185 
[J/g] 

2.6 
[ ] 

 

The temperature and pressure boundary conditions are modelled as square waves oscillating between the adsorp-
tion and the desorption heat transfer fluid temperatures and evaporator and condenser pressure, respectively. More-
over, a control mechanism forbids flow reversal for the pressure boundary condition. 

The heat transfer resistance 𝑅𝑅ℎ𝑒𝑒𝑒𝑒𝑡𝑡  within the monolith is modelled as transient 1-D conduction: 

𝑅𝑅ℎ𝑒𝑒𝑒𝑒𝑡𝑡 = (2∙𝑠𝑠)2

𝜋𝜋2∙𝛼𝛼∙𝑉𝑉𝑠𝑠∙𝑐𝑐∙𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒
∙ �1 − 0.3 ∙ exp �− 𝜏𝜏

8.9𝑒𝑒−4
� − 0.7 ∙ exp �− 𝜏𝜏

1.3𝑒𝑒−2
��       Eq. 5 

The adimensional time 𝜏𝜏, determining the transient term, is the equivalent of the Fourier Number in absence of 
adsorption. However, the adimensional time is stretched due to the additional adsorption energy terms in the heat 
balance and by its entanglement with the mass transfer. To compensate for this, it is implicitly extracted from the 
state of the material: 

𝑇𝑇−𝑇𝑇𝑖𝑖
𝑇𝑇𝑓𝑓−𝑇𝑇𝑖𝑖

= 1 − 0.82 ∙ exp �− 𝜏𝜏
1.0𝑒𝑒−1

� − 0.18 ∙ exp �− 𝜏𝜏
4.6𝑒𝑒−3

�                      Eq. 6 

Similarly, the mass transfer resistance within the monolith is modelled as microscopic surface diffusion and a 
transient 1-D macroscopic diffusion: 

𝑅𝑅𝑚𝑚𝑒𝑒𝑠𝑠𝑠𝑠 = 𝑟𝑟𝜇𝜇
3∙𝐷𝐷𝜇𝜇∙𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒∙𝑠𝑠∙𝑒𝑒𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓∙𝐴𝐴𝑠𝑠

+ 𝑠𝑠
𝐷𝐷𝑀𝑀∗𝐴𝐴𝑠𝑠

∙ �0.3 ∙ exp �− 𝜏𝜏
8.9𝑒𝑒−4

� − 0.7 ∙ exp �− 𝜏𝜏
1.3𝑒𝑒−2

��                   Eq. 7 

Eq. 3 implies that the size of the bigger porosity is not limiting the gas mean free path and therefore no major 
difference among more or less porous materials should be expected. Furthermore, given the characteristic lengths 
at play in the microscale and in the macroscale (𝑟𝑟𝜇𝜇~1 𝜇𝜇𝜇𝜇 and 𝑠𝑠~1 𝜇𝜇𝜇𝜇) the macroscopic diffusion is by far the 
limiting mechanism, especially at low values of 𝜏𝜏. This is similar to the trends observed for coatings (Ammann et 
al., 2019). 

In Eq.1, Eq. 2 and Eq.3 the exponential equations are numerically derived from the analytical solutions (Carslaw 
and Jaeger, 1959) of the average thermal resistance and of the average temperature of infinite slabs, respectively. 
It can be noticed how the transient term of the heat and mass transfer resistances are complementary. The reason 
is that the effective state of the material represents also the position in the monolith in which the adsorption is 
occurring. At the beginning of each step, the adsorption is temperature driven, so it happens at a minimum distance 
from the fin surface and at a maximum distance from the vapour interface (𝑅𝑅ℎ𝑒𝑒𝑒𝑒𝑡𝑡  is small and 𝑅𝑅𝑚𝑚𝑒𝑒𝑠𝑠𝑠𝑠 is big), while 
at the end of the step, the opposite will happen. 

The essence of the heat and mass balance consists in two equations, entangled by the water loading 𝑤𝑤: 
𝑇𝑇𝑓𝑓−𝑇𝑇

𝑅𝑅ℎ𝑒𝑒𝑠𝑠𝑠𝑠
+ 𝜇𝜇𝑒𝑒̇ ∙ (ℎ𝑒𝑒𝑒𝑒𝑡𝑡 − ℎ𝑖𝑖𝑒𝑒𝑡𝑡) = (𝜇𝜇𝑠𝑠 ∙ 𝑐𝑐𝑠𝑠 + 𝜇𝜇𝑒𝑒 ∙ 𝑐𝑐𝑒𝑒) ∙ 𝜕𝜕𝑇𝑇

𝜕𝜕𝑡𝑡
− 𝐻𝐻 ∙ 𝜇𝜇𝑠𝑠 ∙

𝜕𝜕𝜕𝜕
𝜕𝜕𝑡𝑡

+ 𝜇𝜇𝑒𝑒 ∙
𝜕𝜕ℎ𝑖𝑖𝑒𝑒𝑠𝑠
𝜕𝜕𝑡𝑡

+ ℎ𝑖𝑖𝑒𝑒𝑡𝑡 ∙
𝜕𝜕𝑚𝑚𝑒𝑒
𝜕𝜕𝑡𝑡

 Eq. 8 
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𝛾𝛾𝑒𝑒𝑒𝑒𝑠𝑠−𝛾𝛾𝑖𝑖𝑒𝑒𝑠𝑠
𝑅𝑅𝑚𝑚𝑠𝑠𝑠𝑠𝑠𝑠

= 𝛾𝛾𝑖𝑖𝑒𝑒𝑡𝑡 ∙
𝜕𝜕𝑉𝑉𝑒𝑒
𝜕𝜕𝑡𝑡

+ 𝑉𝑉𝑒𝑒 ∙
𝜕𝜕𝛾𝛾𝑖𝑖𝑒𝑒𝑠𝑠
𝜕𝜕𝑡𝑡

+ 𝑉𝑉𝑡𝑡 ∙ 𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒 ∙
𝜕𝜕𝜕𝜕
𝜕𝜕𝑡𝑡

      Eq. 9 

The state of the AC is determined by its properties, namely thermal diffusivity 𝛼𝛼, specific heat capacity 𝑐𝑐, envelope 
density 𝜌𝜌, thickness 𝑠𝑠 and water adsorption characteristic 𝑤𝑤 = 𝑤𝑤(𝑝𝑝,𝑇𝑇). As stated above, one of the advantages of 
using ACs as adsorbent material is the possibility of tailoring their properties to a given application. In particular, 
for SCG this can be controlled by changing the pyrolysis process to have more or less microporosity and 
macroporosity. This will influence the adsorption characteristic, the density and the thermal diffusivity. In order 
to understand how the different pyrolysis conditions (CO2 flowrate, max temperature and time above the critical 
temperature of the coffee) affect these properties, a Design of Experiment based on a central composite design was 
performed on the SCG. Regarding the adsorption characteristic and the density, we established that the flow of 
CO2 does not have a significant influence within the range studied, while the maximum temperature and the py-
rolysis time have a great influence. The thermal diffusivity, instead, strongly depends on the process of creation 
of the monolith from the AC powder. As this would add more parameters to the analysis, it was not included and 
the reference thermal conductivity of 0.067 W/m/K (obtained for a highly macroporous RMF AC monolith) was 
used instead. This means that the thermal resistance might be overestimated for the denser samples. Moreover, the 
specific heat capacity was assumed to be similar to the one measured for the RMF AC (Piccoli et al., 2021). 

In general, each material property 𝑃𝑃 can be described as a function of the maximum pyrolysis temperature 𝑇𝑇 ∈
[632,968 °𝐶𝐶] and the duration of the pyrolysis above 300°C 𝐷𝐷 ∈ [244,429 𝜇𝜇𝑚𝑚𝑚𝑚]: 

𝑃𝑃 = 𝑎𝑎 ∙ 𝑇𝑇 + 𝑏𝑏 ∙ 𝐷𝐷 + 𝑐𝑐 ∙ 𝑇𝑇 ∙ 𝐷𝐷 + 𝑑𝑑        Eq.10 

Table 3 summarizes the results obtained for the SCG AC powder.  

Table 3 – Description of SCG AC properties as a function of the pyrolysis parameters 

Material Prop-
erty Symbol [Units] Temperature 

coeff. 𝒆𝒆 
Time        co-

eff. 𝒃𝒃 
Temp./Time 

coeff. 𝒄𝒄 
Constant co-

eff. 𝒅𝒅 
Saturation Wa-

ter Capacity 
𝑊𝑊 �

𝑔𝑔𝜕𝜕
𝑔𝑔𝑠𝑠
� 0 -1.3e-3 2.4e-6 0 

Char. Energy of 
Adsorption 

𝐶𝐶 �
𝐽𝐽
𝑔𝑔
� 0.43 1.2 -2.0e-3 0 

Ads. Curve 
Shape Factor 𝑁𝑁 [−] 0 0 0 2.0 

Skeletal Den-
sity 

𝜌𝜌𝑠𝑠𝑠𝑠𝑒𝑒𝑠𝑠  �
𝑔𝑔
𝑐𝑐𝜇𝜇3� 0 -2.1e-3 2.9e-6 1.7 

Envelope Den-
sity 

𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒  �
𝑔𝑔
𝑐𝑐𝜇𝜇3� 5.6e-4 1.4 2.4e-6 0 

 

 Given the requirements of DHN for heating and cooling purposes, the performance of the SCG ACs should be 
tailored accordingly. Therefore, we used the dynamic adsorption model to simulate the Key Performance Indicator 
(KPI) of the material in a range of process, material and application parameters. The KPI was selected to be a 
tradeoff between energy efficiency and specific cooling power reached by an adsorption/desorption cycle in steady 
state (i.e. after 50 cycles): 

𝐾𝐾𝑃𝑃𝐼𝐼ℎ𝑒𝑒𝑒𝑒𝑡𝑡𝑖𝑖𝑒𝑒𝑒𝑒 = (𝐸𝐸𝑐𝑐𝑐𝑐𝑒𝑒+𝐸𝐸𝑠𝑠𝑎𝑎𝑠𝑠)2

𝐸𝐸ℎ𝑐𝑐𝑠𝑠∙𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑠𝑠𝑒𝑒
  Eq. 11,   𝐾𝐾𝑃𝑃𝐼𝐼𝑐𝑐𝑐𝑐𝑐𝑐𝑠𝑠𝑖𝑖𝑒𝑒𝑒𝑒 = (𝐸𝐸𝑒𝑒𝑒𝑒𝑠𝑠)2

𝐸𝐸ℎ𝑐𝑐𝑠𝑠∙𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑠𝑠𝑒𝑒
  Eq.12 

In order to ensure a feasible heat exchange to with the heat transfer fluid, the desorption temperature is assumed 
to be 5 K below 𝑇𝑇ℎ𝑐𝑐𝑡𝑡  and the adsorption temperature is assumed to be 5 K above 𝑇𝑇𝑐𝑐𝑐𝑐𝑒𝑒. To minimize the number of 
simulation required, the working temperatures 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 ,𝑇𝑇𝑐𝑐𝑐𝑐𝑒𝑒 ,𝑇𝑇ℎ𝑐𝑐𝑡𝑡 were fixed to 293, 308, 368 K for the heating mode 
and to 288, 303, 363 for the cooling mode respectively. Firstly, the best pyrolysis conditions for the (improvable) 
not sieved SCG+RF AC were defined by calculating the KPI for long cycles (reaching full equilibrium). The best 

material was selected for 3 scenarios, for which the total KPI was calculated as 𝐾𝐾𝑃𝑃𝐼𝐼𝑡𝑡 = � 𝜑𝜑ℎ
𝐾𝐾𝐾𝐾𝐼𝐼ℎ𝑒𝑒𝑠𝑠𝑠𝑠𝑖𝑖𝑒𝑒𝑒𝑒

+ 𝜑𝜑𝑐𝑐
𝐾𝐾𝐾𝐾𝐼𝐼𝑐𝑐𝑐𝑐𝑐𝑐𝑠𝑠𝑖𝑖𝑒𝑒𝑒𝑒

�
−1

: 
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• Current Demand (CD), serving only heating, with 𝜑𝜑ℎ = 1,𝜑𝜑𝑐𝑐 = 0 
• Moderate Cooling (MC), where the cooling demand is less important than the heating demand, 
with 𝜑𝜑ℎ = 0.67,𝜑𝜑𝑐𝑐 = 0.33 
• High Cooling (HC), where cooling demand is as important as the heating demand, with 𝜑𝜑ℎ =
0.5,𝜑𝜑𝑐𝑐 = 0.5 

The pyrolysis conditions delivering the ideal materials for the three scenarios are listed in Table 4. The material 
design is clearly limited by space in which they were investigated: higher temperature and lower duration of py-
rolysis would be beneficial. Moreover, the cooling mode is by far the most constraining and it dominates the choice 
for MC and HC scenarios.  

Table 4 – Optimal pyrolysis parameter for the different application scenarios 

Parameter Current Demand  Moderate Cooling High Cooling 
T 968 °C 968 °C 968 °C 
D 275 min 244 min 244 min 

For the investigation of the optimal material thickness and cycle time, the material for MC and HC was used. 
When simulating different monolith thicknesses, thinner materials were able to produce much higher power, and 
therefore preferred. For example, a thickness of 1 mm (one order of magnitude higher than conventional coatings), 
delivered maximum KPI with a full cycle time of about 25 s, that is at the limit of the capacity of conventional 
heat exchangers, which have important thermal inertia. This means that for thin coatings, work should be done 
towards fast heat exchangers design. For 2 mm monoliths, however, the ideal cycle time increase to 100 s, as 
shown in Figure 5. The achieved thermal coefficient of performance reached 0.79 and the 𝐾𝐾𝑃𝑃𝐼𝐼𝑐𝑐𝑐𝑐𝑐𝑐𝑠𝑠𝑖𝑖𝑒𝑒𝑒𝑒 1.4 kW/kg. 
This means that the monolithicity of the adsorbent offers a great advantage in the design of the heat exchanger. 

 
Figure 5 - Steady state cooling cycle for a 2 mm monolith. The adsorption temperature (left) increases fast due to the locality of the 

heat transfer. The adsorption on the materials (right) happens at a fast rate throughout the cycle. 

4. Adsorption Heat and Mass Exchanger Characterization 
For an adHP design in the power range of several kW, small-scale adsorber-desorber heat exchanger (A-D HEx) 
cyclic experiments around 1 kW open the possibility to investigate and optimize the HEX design. The design and 
manufacturing of the AC-based A-D HEx unit is one of the key tasks in the development of an adHP (Moham-
madzadeh Kowsari et al., 2018). To characterize the A-D HEx efficiency, the sorbate mass is measured dynami-
cally in-situ for both half cycles (adsorption and desorption). By knowing the dry mass and the adsorption potential 
(pressure/temperature conditions) in function of the sorbate loading on the adsorbent material, the adsorbed sorbate 
acts as a reference for the power (i.e. the external heat transfer loop efficiency). 

In the adsorber - desorber characterization the mass uptake w(t) in the adsorption and mass loss in the desorption 
cycling is measured. The amount of w(t) multiplied by the heat of evaporation 𝐿𝐿 of the sorbate is used as a bench-
mark for the efficiency of the heat and mass exchanger. 𝐿𝐿 is a function of temperature T and in case of water 𝐿𝐿 (20 
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°C) = 2537.5 kJ/kg (VDI-Wärmeatlas, Springer-Verlag Berlin Heidelberg 2013). 

Therefore, the measurement setup of the SNF THRIVE project (Gantenbein et al., 2017) was modified. This com-
prised the modification of the external heat transfer fluid loops and additional sensors – like a new balance beam 
(HBK Plattformwägezelle 1-SP4MC6MR/7KG-1) of a higher resolution (mass m +/- ∆m of 0.5 g). 

Figure 6 shows the graphical user interface (GUI) of the NI LabVIEW data acquisition system. The principle of 
the setup with heat sources and heat sinks can be seen. Therefore, 3 thermostatic baths are used to perform adsorp-
tion and desorption (with the A/D HEX) as well as evaporation (evaporator) and condensation (condenser) of 
sorbate in the cycles. With a 4th thermostat the double jacked is thermostated to avoid heat transfer from and to the 
environment (the inner vacuum envelope surface) from and to the A/D HEX. In Figure 8 part of the open single 
chamber with the installed A/D HEX I (suspended at the beam balance) is shown and the right of this figure shows 
a section of the activated carbon sorbent disks stack. 

Prior to cyclic adsorption and desorption measurements with sorbate, a calibration procedure without sorbate has 
to be performed for each cycle time tcycle. These calibrations account for all “virtual” mass changes induced by 
thermal expansion of the A/D HEX, pressure oscillations in the heat transfer fluid and any heat input from the 
surrounding. Figure 7 shows weight measurement data for both adsorption and desorption. At the onset of adsorp-
tion (resp. desorption) the behaviour with a high mass uptake (resp. decrease) per time can be seen. In the curve 
fitting the coefficients al, dk and the indices l, k have to be determined for each temperature quadruple and cycle 
time. After this procedure the functions can be used to parameterise a sorption heat pump model. 

After the measurements with the sorbent-sorbate combination, an appropriate data procedure follows to determine 
the efficiency parameters.  The power of the A/D HEX I was determined by the sorbate mass uptake w(t) and mass 
loss through the adsorption desorption cycles. Although the sorbent shows a high kinetic behavior (steep increase 
of the mass uptake at the onset of adsorption) a low power in the range of 100 W was reached (SCP: 300 W/kg) 
due to a long cycle time tcycle. A close look to the mass curve w(t) indicates to shorten the tcycle down to approx. 
one half – and therefore nearly a double of the SCP would be reached. An even higher SCP is expected with unaged 
sorbent material and an unaged A/D HEX (no peeling/dissolution of sorbent from the heat conduction Copper 
fins). In fact, the sorbent aging depends of the interaction with the sorbate and should not occur in normal operating 
conditions. 

Based on the defined temperatures of the scenarios the sorbate vapor pressure ps is in the range of 17.1 mbar 
(15 °C) and 42.5 (30 °C) sub-atmospheric pressures. The understanding of the sorption kinetics in the 1 kW power 
range allows for the scaling of results to a several kW (heating and cooling) power adsorption heat pump (Dague-
net-Frick et al., 2017). 

 
Figure 6 - graphical user interface (GUI) of the NI LabVIEW data acquisition system: 4 thermostatic baths as heat sources and 

heat sinks (left), single chamber setup with double jacket envelope and installed evaporator and adsorber/desorber (right), tubing 
and sensors. The original condenser is not installed – but the evaporator has a double function for evaporation and condensation. 
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Therefore, the evaporator is partly immersed in the liquid sorbate (blue color and temperature sensor T_ee_sump). While the 
lower part acts as an evaporator, the upper part acts as a condenser. 

 
Figure 7 - Measurement data: adsorption (left) resp. desorption (right) curve over the half cycle time (a. u. = arbitrary units) and 

concept of data curve analysis with peace wise fit functions.  

 
Figure 8 - SHEC and installed activated carbon sorbent disks stack: photo of the open single chamber measurement setup (left) 

and a section of the A/D HEX I with clamped Pt 100 temperature sensors (right). The sorbent disks sandwich the heat conducting 
Copper fins. 

 
Figure 9 - sorbent ageing and peeling of the Copper fins: the sorbent shows an intrinsic ageing behavior after a 3 years exposure to 
sorbate vapor (left graph with the adsorbate loading in function of the age of the sorbent) and the sorbent disk peeled of the copper 

fin due to ageing of the glue (right picture). 

5. Conclusions 
In this work, we presented relevant progress obtained towards the design of adsorption heat pumps capable of 
improving district heating network efficiency in both heating and cooling mode. Firstly, the needs of DHN opera-
tors are examined and the most useful applications were selected. Specifically, in the heating mode the adHP can 
reduce the return temperature of the network, while in cooling mode the waste heat usage is increased. 
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The adsorbent material developed, an activated carbon (AC) obtained from spent coffee grounds, is a much more 
sustainable material than state-of-the-art ACs. The obtained adsorbent delivers satisfactory performance for the 
application studied. In particular, the pyrolysis process gives a good control over the adsorption characteristic 
curve, and should be further explored for sieved green body and towards higher temperatures and lower durations. 
Moreover, the models and the simulations of the AC gave useful insight on further development. Thin monoliths 
(<1mm) can be more performant than thicker ones, but they will be limited by the HEx design. Thicker monoliths 
are compatible with conventional HEx and are therefore very promising, as they provide a unique solution for 
effective HEx are usage. 

Lastly, we built and tested a 1kW-prototype characterization setup with increased capacity and accuracy, which 
will be fundamental for further development of the adHP. In this setup, we could evaluate the effects of bad ma-
terial handling and ageing. 
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7. Nomenclature 
Quantities 

Quantity Symbol Unit Quantity Symbol Unit 
Specific heat c J/kg/K Area A m2 

Thermal conductivity k W/m/K Specific area a m2/g 
Diffusion coefficient D m2/s Enthalpy h J/kg 
Sat. water capacity W g/g Mass m kg 
Char. ads. energy C J/ g Heat E J 

Thermal diffusivity α m2/s Mass flow rate  kg/s 
Ads. char. shape factor N  Heat transf. resistance Rheat K/W 

Porosity ε  Heat flow rate Q W 
Specific pore volume v cm3/g Mass transf. resistance Rmass s/m3 

Density ρ kg/m3 Temperature T K 
Time t s Pressure p Pa 

Adimensional time τ  Gas concentration  γ kg/m3 

Radius r m Volume V m3 
Specific ads. loading w g/g Thickness s m 
Adsorption energy H J/kg Adsorption energy F J/g 

Evaporation enthalpy L J/kg    
Subscripts 

Quantity Symbol Quantity Symbol 
Fin f Skeletal skel 

Saturation sat Adsorbate a 
Evaporator eva Adsorbent s 
Condenser con Vapour v 
Adsorption ads Macroscopic M 
Hot source hot Microscopic μ 

Internal int Mesoscopic m 
External ext Initial i 
Envelope env   

m
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Summary 

This study quantifies the savings potential of fossil district heat for the case study of the architecture 
building of the Technische Universität Darmstadt by directly using excess heat of a high performance 
computer (HPC). It is based on the already implemented demonstrators of a hot-water-cooling system 
for the new HPC and on the integration of low temperature ceiling heating systems in the otherwise 
unrenovated architecture building. As a result, with an excess heat utilization rate of 52 %, more than 
60 % of the fossil building’s district heating demand can be saved. 

Keywords: excess heat utilization, low temperature heating, high performance computer, building 
renovation 

1. Introduction 

For the decarbonization of the building sector, there is no alternative to reducing the demand for fossil 
fuels. Currently, about 75 % of the German building stock is heated with natural gas or oil (dena, 2021). 
The current energy crisis has further increased the urgency of substituting fossil fuels. Accelerated and 
comprehensive implementation of alternative heat supply concepts through increased use of renewable 
energies and excess heat in buildings is a key to this. Whereas new buildings have very good energetic 
properties, existing buildings often have high specific heat demands and make up the majority of the 
current building stock. Additionally, old buildings also require high supply temperatures, thus it is 
difficult to supply them with renewable heat that can mainly only be used efficiently at lower 
temperatures.  

The advancing digitalization leads to an increasing growth of data center capacities, resulting in an 
increasing demand for electric energy (Hintemann, 2020). The resulting excess heat is mainly 
dissipated to the environment. This increasing potential can be used as a valuable resource to cover the 
heat demand of adjacent buildings. To balance the differences between demand and supply and to 
increase the potential of excess heat utilization, low-temperature district heating networks are well 
suited. In existing district heating networks, the connected buildings have to be addressed first to reduce 
the temperature levels (Averfalk et al., 2021). 

2. HPC excess heat utilization 

Data center excess heat temperatures depend strongly on the implemented cooling technologies, which 
can be divided into four different approaches. The most common is server cooling via the data center 
room air, using computer room air handlers or computer room air conditioners. The second method 
cools the air locally at the server through rear door air-water heat exchangers. The third method is a 
combination of direct water-cooling of the hottest server components and air-cooling for the remaining 
parts. The last approach is to fully emerge the server in a dielectric fluid. While the most widespread 
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heat transfer medium is air, water-cooling offers many advantages. It reduces the additional energy 
required for cooling, enables higher power densities, and allows higher excess heat temperatures 
(Davies et al, 2016). 

According to Ebrahimi et al. there are several possibilities to utilize data center excess heat: space 
heating and hot water preparation, district heating, power plant co-location to preheat boiler water, 
absorption refrigeration, Organic Rankine Cycles, piezoelectrics, thermoelectrics, biomass co-location 
and desalination. When using the excess heat to supply buildings, heat pumps are often used to raise 
the temperature level to meet the building's requirements. In newer buildings, direct excess heat 
utilization without heat pumps is usually possible (Ebrahimi et al., 2014).  

In this work, only excess heat utilization for the provision of space heating is investigated, since the 
HPC is located in close vicinity to larger university buildings. In addition, direct excess heat utilization 
without the use of heat pumps is particularly energy efficient. 

3. Temperature reduction in buildings  

Decarbonization of the heat demand in existing buildings can be achieved by saving heat through 
measures to improve the energetic quality of the building envelope. This has been sufficiently 
researched and is state of the art. However, if an increased substitution of heat demand with renewable 
heat is aspired, the level of system temperatures is the key target. Renewable excess heat potentials, 
which are often at a low temperature level, can only be used efficiently by reducing the temperature in 
the building heating system. 

In order for renewable heat to be efficiently integrated into building energy systems, it is important that 
the return temperature is as low as possible in addition to the level of the supply temperature. Various 
structural and operational measures can be used to reduce system temperatures in building heating 
systems to different degrees. A low-investment measure is the installation of string-balanced valves 
and pre-set radiator valves including a hydronic balancing of the heating system (Schmidt et al., 2017). 
Based on this, the heating curve can be lowered step by step. By replacing critical or undersized 
radiators, the supply and return temperature for the entire building can be reduced (Østergaard et al., 
2016). A great temperature reduction can be achieved once by refurbishing the building envelope and 
thus reducing the heating load. Another strategy is to increase the heating surfaces by installing surface 
heating systems, which allows the same heating load to be delivered at a lower temperature (Lund et 
al., 2014; Sauerwein et al., 2023). The implementation of surface heating systems in new buildings is 
state of the art. Particularly for the use of ceiling heating systems in the unrenovated non-residential 
building stock, there are often concerns regarding negative effects on thermal comfort.    

4. Implementations at Technische Universität Darmstadt  

As part of the "EnEff:Stadt Campus Lichtwiese" research project, a concept for the excess heat 
utilization of the HPC located on the campus “Lichtwiese” of Technische Universität Darmstadt was 
developed (Oltmanns et al., 2020) and subsequently implemented. To ensure high excess heat 
temperatures, the HPC is cooled via hot-water-cooling (Fig. 1 left). The excess heat is further upgraded 
via a heat pump and eventually fed into the return line of the university’s district heating network. This 
setup needs additional electric energy to use the excess heat, but because of the high excess heat 
temperatures, the operation of the heat pump is very efficient. Since the excess heat utilization went 
into operation in the beginning of 2021, an average COP higher than 5 could be achieved (Feike et al., 
2021).  

To analyze and optimize this concept, an additional monitoring system was implemented. Among other 
parameters, the available excess heat of the HPC as well as the corresponding temperatures are 
measured, which fluctuate depending on the computational load of the HPC (Fig. 2 left). The excess 
heat varies quite strongly between 160 kW and 410 kW with an average output of 351 kW. The 
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fluctuation of the excess heat temperature is relatively small in a range between 45 °C and 52 °C with 
an average value of 47.2 °C. 

Fig. 1: Hot-water-cooling on a server blade (left), listed architecture building (source: Jakob Philipp Weise) (middle), integration of 
ceiling heating panels (right)  

In another part of the research project, the potential for temperature reduction in unrenovated existing 
buildings by installing a low-temperature heating system inside the listed architecture faculty building 
(Fig. 1 middle) is investigated. Space heating is covered by ceiling heating panels (Fig. 1 right) together 
with the existing radiators at the same temperature level. This makes it possible to achieve a high level 
of thermal comfort even for workplaces close to the facade: In addition to a reduced cold air drop in 
the window area, the radiation temperature asymmetry between the cold facade and the warm ceiling 
is effectively limited. In operation, it was possible to reduce the supply temperature by more than 30 K 
to 45 °C at very low outside temperatures (Fig. 2 right), while complying with normative thermal 
comfort requirements (ISO 7730).  

Fig. 2: Supply side: Excess heat HPC (left), Demand side: Heating-curve architectural building (right) 

5. Direct utilization of excess heat  

Based on measured data during the operating phase regarding the excess heat potential of the HPC and 
the low-temperature compatibility of the architecture building, the interconnection of supply and 
demand by a direct excess heat utilization shall now be investigated (Fig. 3).    
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For this purpose, the share  of usable excess heat  in the available excess heat  and the share 
 of usable excess heat  in the total heat demand of the building  is quantified in the following 

according to (eq. 1) and (eq. 2). 

 (eq. 1) 

 (eq. 2) 

On the supply side, a temperature loss of 2 K per heat exchanger and distribution losses in the pipes of 
5 % are assumed. This reduces the average heat output on the building side to 334 kW at 43 °C. For 
the demand side, an annual load curve, mass flows and system temperatures are thermally simulated in 
hourly resolution using a validated building model in the software IDA-ICE 4.8. The heating loads are 
primarily covered by excess heat. If the temperature level of 43 °C is not sufficient, or the heating load 
exceeds the available excess heat capacity, the remaining heat demand is covered by district heating 
(Fig. 3). The calculations were first carried out with the average values of the excess heat power and 
temperature and in the next step with the dynamic, fluctuating measured values. For this purpose, an 
annual profile was extrapolated from the measured data for June and July 2022, because the HPC was 
operated as intended during this time period.   

Fig.  3: Energy concept and research design of direct excess heat utilization in the architecture building 

6. Evaluation and conclusion  

The results show that approximately 63 % ( ) of the total annual heat demand can be substituted 
directly by usable excess heat of 1,527 MWh/a. The remaining demand of 910 MWh/a (37 %) must be 
covered by fossil district heating. Due to the seasonal discontinuity of the heat demand approximately 
52 % ( ) of the available excess heat of the HPC can be used (Fig. 4 left). In winter,  reaches 98 %, 

but in summer  drops to 0 % because of non-existent heat demand. In this case, the available 
excess heat has to be dissipated to the environment via free cooling. In the comparison between 
the calculation approach with average or fluctuating values for the excess heat power and temperature, 
only marginal differences of less than 0.5 % are found. 

Considering the unrenovated building envelope and the unchanged high heating loads, the result of this 
study is encouraging: By integrating low-temperature ceiling heating systems, excess heat can be 
efficiently integrated into the heat supply at a low temperature level and more than half (63 %) of the 
demand for fossil district heating can be replaced. 
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Fig. 4: Excess heat utilization from HPC (left), demand side load profile & supply temperatures (right) 

The results also show, that for the decarbonization of heating networks through increased integration 
of renewable (excess) heat, the temperature reduction potential on the building side should also be 
considered. A holistic planning of district energy systems should integrate actors from the energy 
supplier side as well as from the building side into the planning process at an early stage. 

In this case, a static calculation based on mean values is legitimate for quantifying the share of excess 
heat utilization and the share of heat demand covered by excess heat. The calculation considering a 
dynamic profile has less impact on the characteristic values than initially expected. In times of high 
heat demand, which have a particularly dominant effect on the characteristic values, the complete 
excess heat can be used regardless of whether it has a constant or fluctuating character.  

Compared to solar thermal potentials, the results show a comparatively high excess heat utilization 
potential, since the supply profile does not show any seasonal characteristics. 

7. Outlook  

The knowledge gained from this study will be used to implement direct excess heat utilization of the 
HPC in the nearby test halls in the next phase of the research project and to determine the actually 
usable excess heat potential. Furthermore, it is of interest to what extent the district heating demand 
can be additionally reduced by increasing the degree of excess heat utilization through load shifting 
measures during the transitional seasons. 

In the context of the rapid expansion of data center capacities, their excess heat should also be 
increasingly used to heat buildings. The implementation of hot-water-cooling significantly improves 
the possibility to do so. 

More surface heating systems should be installed, especially in existing buildings, in order to be able 
to integrate more local renewable (excess) heat. This should also be done if a facade renovation is not 
(yet) possible. In the sense of a strategy of "small steps" this can be a cost-effective option on the way 
to complete renovation. 

As an alternative to the concept described here, buildings that still require very high supply 
temperatures can be supplied by decentralized heat pumps that use excess heat as a heat source. This 
could lead to a complete substitution of fossil fuels.  

Considering the excess heat availability outside the heating season, the use of a seasonal low-
temperature heat storage could also increase the coverage rate of the heat demand. 

0

5

10

15

20

25

30

35

40

45

0

200

400

600

800

1000

1200

1 25 49 73 97 121 145 169 193 217

S
up

pl
y 

te
m

pe
ra

tu
re

[°
C

]

T
he

rm
al

 p
ow

er
 [

kW
]

98
%

94
%

76
%

60
%

20
%

0% 0% 0% 28
% 63

% 92
%

98
%

0

100

200

300

400

500

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

T
he

rm
al

 e
ne

rg
y

[M
W

h]

Qdot_HLR_nutz Qdot_FW Qdot_HLR

1.2. 2.2. 3.2. 4.2. 5.2. 6.2. 7.2. 8.2. 9.2.

Residual (fossil) district heat demand
Usable excess heat of HPC
Available excess heat of HPC (100%) Available supply temperature of excess heat

Demand side supply temperature acc. to heating curve

. %

. % Excess heat
temperature
not sufficient

Residual district heat
demand needed

Available excess
heat not usable

Excess heat utilization from HPC Demand side load profile & supply temperatures (01.-09. Feb.)

Share of usuable excess heat in the available excess heat
Share of usuable excess heat in the total heat demand

 
D. Sauerwein et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

328



8. Acknowledgements 

Technische Universität Darmstadt is funded for this research by the Federal Ministry of Economic 
Affairs and Climate Action (BMWK) in the project “EnEff:Stadt Campus Lichtwiese” (03ET1638). 

9. References  

Averfalk, H. et al., 2021. Low-Temperature District Heating Implementation Guidebook. IEA DHC 
Report 

Davies, G., Maidment, G., Tozer, G., 2015. Using data centres for combined heating and cooling: An 
investigation for London. Applied Thermal Engineering. 94 (2016), 296-304.  
doi: 10.1016/j.applthermaleng.2015.09.111 

Deutsche Energie-Agentur GmbH (dena), 2021. Dena-Gebäudereport 2021-Fokusthemen zum 
Klimaschutz im Gebäudebereich, Berlin. 

Ebrahimi, K., Jones, G.F., Fleischer, A.S., 2014. A review of data center cooling technology, 
operating conditions and the corresponding low-grade excess heat recovery opportunities. Renewable 
and Sustainable Energy Reviews 31. 622-638. doi: 10.1016/j.rser.2013.12.007 

Feike, F., Oltmanns, J., Dammel, F., Stephan, P., 2021. Evaluation of the excess heat utilization from 
a hot-water-cooled high performance computer via a heat pump. Energy Reports 7, 70-78. doi: 
10.1016/j.egyr.2021.09.038 

Hintemann, R., 2020. Rechenzentren 2018. Effizienzgewinne reichen nicht aus: Energiebedarf der 
Rechenzentren steigt weiter deutlich an. Online. https://www.borderstep.de/wp-content/uploads/ 
2020/03/Borderstep-Rechenzentren-2018-20200511.pdf 

Lund, H., Werner, S., Wiltshire, R., Svendsen, S., Thorsen, J., Hvelplund, F., Mathiesen, B., 2014. 
4th Generation District Heating (4GDH): Integrating smart thermal grids into future sustainable 
energy systems. Energy. 68, 1–11. doi: 10.1016/j.energy.2014.02.089. 

Oltmanns, J., Sauerwein, D., Dammel, F., Stephan, P., Kuhn, C., 2020. Potential for waste heat 
utilization of hot-water-cooled data centers: A case study. Energy Science & Engineering. 2020 8, 
1793-1810. doi: 10.1002/ese3.633 

Østergaard, D. S., Svendsen, S., 2016. Replacing critical radiators to increase the potential to use 
low-temperature district heating – A case study of 4 Danish single-family houses from the 1930s. 
Energy. 110, 75–84. doi: 10.1016/j.energy.2016.03.140. 

Sauerwein D., Fitzgerald N., Kuhn C., 2023. Experimental and Numerical Analysis of Temperature 
Reduction Potentials in the Heating Supply of an Unrenovated University Building. Energies. 16(3), 
1263. doi:10.3390/en16031263 

Schmidt, D., Kallert, A., Blesl, M., Svendsen, S., Li, H., Nord, N., Sipiläf, K., 2017. Low 
Temperature District Heating for Future Energy Systems. Energy Procedia. 116, 26–38.  
doi: 10.1016/j.egypro.2017.05.052. 

 

 

 
D. Sauerwein et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

329



  

Low Temperature District Heating as a Key Technology for a 
Successful Integration of Renewable Heat Sources in our Energy 

Systems 

Dietrich Schmidt1 and Kristina Lygnerud2 

1 Fraunhofer Institute for Energy Economics and Energy System Technology IEE, Kassel (Germany) 

2 IVL Swedish Environmental Research Institute, Gothenburg (Sweden) 

 

Abstract 

Low temperature district heating is a heat supply technology for efficient, environmental friendly and cost 

effective community supply. Moreover, it is recognized as a key technology for transforming and decarbonating 

heat energy systems by efficient integration of renewable energy sources as solar thermal, geothermal and other 

waste heat sources.  

The results from the international cooperation activity IEA DHC Annex TS2 on “Implementation of Low-

Temperature District Heating Systems” provide advice and recipes for obtaining lower network temperatures as 

well as information on other features to include in existing and new district heating systems (Averfalk et al. 2021). 

Accomplished by summarizing the economic benefits of low-temperature district heating and gained experiences 

from early adopters in various urban areas throughout Europe. Lessons learned can be applied in new and 

expanding district heating systems and are presented in this paper. We discuss economic benefits, temperature 

levels in buildings, temperature levels in district heating systems,  an applied case, competitiveness of low 

temperature district heating and transition strategies for cities with existing district heating systems. 

Keywords: Low temperature district heating, 4th generation DH, energy transition, integration of renewable heat 

sources 

 

1. Introduction 

In many urban areas, district heating systems are used to move heat through pipes from available heat sources to 

buildings and processes that require heat. Major heat sources include recycled heat from processes that have 

considerable amounts of residual heat (e.g. thermal power plants and industrial processes generating an excess of 

heat) but some heat is obtained from renewable energy sources (e.g. solar thermal systems or geothermal wells). 

Fossil fuels have continued to be used as a primary energy source for combustion. Future district heating systems 

will have market conditions that differ from those of current systems where the omission of fossil fuels is one. 

It is expected that energy efficiency measures will reduce the heat demand and on the supply side, renewables and 

heat recycling will replace current energy generation systems that rely on processes having fossil fuels as primary 

energy sources. Hence, future systems will have to use upgraded district heating technology to accomplish 

decarbonization. An integration of renewable heat sources into the systems is an important step. To ensure 

efficient, renewable systems, lowering heat distribution temperatures is key. 

During the last decade, the collective label ‘fourth-generation district heating’ (4GDH) has been used to describe 

these enhanced district heating systems. The overarching goal with these systems is to obtain fully decarbonized 

district heating systems (Frederiksen & Werner 2013). According to the 4th generation definition (Lund et al. 

2014), such systems should have the following abilities: 

• To supply low-temperature district heating for space heating and hot water preparation  

• To distribute heat with low grid losses 

• To recycle heat from low-temperature sources 

International Solar Energy Society EuroSun2022 Proceedings

 

© 2022. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientiic Committee
doi:10.18086/eurosun.2022.04.12 Available at http://proceedings.ises.org330



 
• To integrate thermal grids into a smart energy system 

• To ensure suitable planning, cost and motivation 

The transition from traditional district heating systems to completely decarbonized systems will support 

international, national, and local ambitions for decarbonization by obtaining lower CO2 emissions. The conclusion 

from the EU carbon dioxide emissions reduction path is that the rate of change up to 2030 should increase more 

than five times compared to the previous goal for 2020 (illustrated below). Hence, the increased usage of low 

temperature district heating networks is important and desirable. 

 

Fig. 1: Three paths for reduction of the EU carbon dioxide emissions until 2020 and 2030. 

The IEA-DHC Annex TS2 definition of low temperature district heating applies to all new technological 

features and concepts using low temperatures, which are considered best available from 2020 onward. As 

experienced in previous technology generations, a wide diversity of technology choices is expected. Hence, 

cold district heating systems are also included in our definition of low temperature. The corresponding 

technology comprises all heat distribution technologies that will utilize supply temperatures below 70 °C as 

the annual average. 4GDH technology is a family of many different network configurations for heat 

distribution. Notably, cold and warm networks are siblings in this family of configurations. 

2. Gains from low temperature 

Heat distribution with supply temperatures below 70 °C will increase the profitability of implementing 

geothermal heat, heat pumps, industrial excess heat, solar collectors, flue gas condensers, and heat storage 

options into district heating systems.  

At lower distribution temperatures, the economic benefits of renewables and recycled heat are based on the 

following nine efficiency gains: 

1. More heat extracted from geothermal wells since lower temperatures of the geothermal fluid can be 

returned to the ground. 

2. Less electricity used in heat pumps when extracting heat from heat sources with temperatures below the 

heat distribution temperatures since lower pressures can be applied in the heat pump condensers. 

3. More excess heat extracted since lower temperatures of the excess heat carrier will be emitted to the 

environment. 

4. More heat obtained from solar collectors since their heat losses are lower, thereby providing higher 

conversion efficiencies. 

5. More heat recovered from flue gas condensation since the proportion of vaporized water (steam) in the 

emitted flue gases can be reduced. 

6. More electricity generated per unit of heat recycled from steam combined heat and power (CHP) plants 

since higher power-to-heat ratios are obtained with lower steam pressures in the turbine condensers. 

7. Higher heat storage capacities since lower return temperatures can be used in conjunction with high-
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temperature outputs from high-temperature heat sources. 

8. Lower heat distribution losses with lower average temperature differences between the fluids in heat 

distribution pipes and the environment. 

9. Ability to use plastic pipes instead of steel pipes to save cost. 

Additional benefits include a reduced risk of low-cycle fatigue for steel pipes (due to less variation in supply 

temperatures); smaller temperature drop in the flow direction, allowing for lower supply temperatures from heat 

supply plants (since less heat will be lost), and a lower risk of scalding during pipe maintenance (lethal accidents 

have occurred in high-temperature systems).  

To quantify the cost reductions related to lower temperatures for various heat supply technologies, a key 

performance indicator called ‘cost reduction gradient’ (CRG) is used (Averfalk & Werner, 2020). Examples of 

CRG for different heat supply technologies are presented in Table 1. 

Tab. 1: Overview of assessed economic effects, indicated with the cost reduction gradient (CRG) in euro/(MWh·°C), of reduced 

system temperatures 

Assed heat supply technology  

(either by itself or dominating in a system) 

Cost reduction gradient (CRG) in €/(MWh.K) 

Investment cases when 

investment costs are 

reduced 

Existing cases when 

operating costs are 

reduced 

Low-temperature geothermal heat 0.45-0.74 0.67-0.68 

Heat pump 0.41 0.63-0.67 

Low-temperature waste heat 0.65 0.51 

Solar thermal – flat plate collector 0.35-0.75 Not available 

Solar thermal – evacuated tube collector 0.26 Not available 

Biomass-boiler with flue gas condensation  Not available 0.10-0.13 

Biomass-CHP with back-pressure turbine Not available 0.10-0.16 

Biomass-CHP with extraction turbine Not available 0.09 

Waste-CHP with flue gas condensation Not available 0.07 

Daily storage as tank thermal storage 0.01 0.07 

Seasonal storage as pit thermal storage 0.07 0.07 

Heat distribution losses  Not available 0-0.13 

 

Table 1 reveals that traditional combustion processes in CHP plants without flue gas condensation have CRGs 

between 0.10 and 0.13 euro/(MWh·°C). In addition, corresponding CRGs for low-temperature heat sources, such 

as geothermal, heat pumps and waste heat, are between 0.5 and 0.7 euro/(MWh·°C). Hence, these new low-

temperature heat sources have CRGs that are approximately five times higher than those for traditional heat 

supply. 

Therefore, the cost savings for European low-temperature district heating systems is forecasted to be roughly 0.5 

euro/(MWh·°C), which results in a total cost reduction potential of 14 billion euro per year, assuming the future 

annual EU district heat sales of 950 TWh and a temperature reduction of 30 °C. This cost reduction represents a 

net present value of more than 200 billion euro. 

To arrive at low temperatures in the district heating systems both building and network configurations need 

updating. Lower temperatures in buildings is addressed first (3) then temperatures in networks (4). 

3. Lower temperatures inside buildings 

In most cases, district heating temperatures are higher than needed to comply with national temperature 

requirements to control the Legionella risk and typical comfort requirements for space heating. The main obstacles 

to lower district heating temperatures are the occurrences of simple malfunctions and faults in the district heating 

substations, and which, therefore, need to be eliminated. Additionally, proper maintenance and automatic fault 

detection in building substations should be applied in district heating systems (see also Averfalk et al 2021).  

Legionella treatment is an area of focus when discussing low-temperature operation (Euroheat & Power, 2008; 
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HOFOR, 2019). The main risk of Legionella growth is often due to the poor design or operation of internal 

building installations. Alternatives to thermal treatment of Legionella are available, but in most existing buildings, 

district heating companies must rely on frequent wireless readings of energy meters to ensure the district heating 

supply temperature on entry to each customer is high enough to meet national requirements for the thermal 

treatment of Legionella in domestic hot water installations.  

For the long term, energy renovations will enable lower district heating temperatures by reducing the heat demands 

in existing buildings and, therefore, reducing the space heating temperatures needed in commonly over-sized 

existing heating systems. The clever design of new heating installations (in existing and new buildings) using 

robust components will allow for lower temperatures in the future (Østergaard & Svendsen 2016, Østergaard & 

Svendsen 2017). 

Longer thermal lengths in heat exchangers (Averfalk & Werner, 2017). Legionella-safe supply of domestic hot 

water and the automatic balancing of space heating systems are crucial for low temperature heating. Current, best-

available technologies in this regard include externally accessible flat stations for domestic hot water supply and 

smart return temperature thermostats with automatic balancing functionalities.  

For the design of new space heating systems and domestic hot water installations, new standards are needed to 

address the use of low-temperature heating based on renewable heat sources in the future. Research is needed to 

develop more solutions to provide Legionella-safe and comfortable domestic hot water without the current high 

heat requirement (Schmidt et al. 2017). 

4. Lower temperatures in heat distribution 
networks 

Five major takeaways have been identified in regards to lower temperatures in heat distribution networks 

(Averfalk & Werner 2018, Averfalk et al. 2021).   

(1) Before investing in any improvement measure, it is necessary to compare customer supply temperatures 

requirements with the primary supply side temperatures. In some cases, the critical supply temperatures 

needed by customers and those provided by the district heating network do not match. This happens 

because the district heating operator does not know the exact supply temperature required by customers 

and, thus, ensures that the temperature supplied is never below that needed to guarantee comfort.  

(2) When replacing existing substations or when designing new ones, heat exchangers with longer thermal 

lengths should be preferred as these will enable to obtain low supply and return temperatures.  

(3) Many systems have already started their transformation to lower temperatures, demonstrating the wide 

range of possibilities and proven solutions that exist. However, it is important to maintain focus to avoid 

undermining improvement efforts.  

(4) All temperature reduction experiences should be utilised; this means taking advantage of the lessons 

learned by forerunners and the knowledge transfer that occurs within the district heating community.  

(5) Low-temperature systems contribute to the reduction of greenhouse gas emissions. Targeted policy 

instruments and effective subsidies enable accelerated transformation. It is particularly important to raise 

awareness and sensitize political decision-makers to the necessity of low-temperature systems, especially 

given current energy policy frameworks hardly address their importance. 

5. Darmstadt applied study 

An applied study of temperature reduction in the district heating network at TU Darmstadt’s Campus Lichtwiese 

served as a showcase of an existing district heating system and is equally applicable to many other district heating 

systems. The study shows that operational errors within the building heating infrastructure lead to considerable 

increases in the network temperatures and that problems in a few buildings can have a significant impact on the 

entire network. In addition, addressing the most critical issues helps to reduce network temperatures considerably, 

especially on the return side (Oltmanns et al. 2018). 

The study also reveals a major barrier: as long as the heat generation in a district heating system is realized via 
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CHP plants and boilers, reduced network temperatures will not immediately improve cost because many benefits 

presented in Section 2 do not apply to a fossil- based energy system. Additionally, renewable heat sources, such 

as geothermal, solar thermal or local waste heat, are low-temperature heat sources, which are neither economically 

nor energetically feasible in high temperature district heating systems. In a high-temperature district heating 

network, low-temperature renewable heat can only be integrated using a heat pump at low efficiencies, resulting 

in high electric energy demands. For an effective transition from fossil-based to renewable district heating, a 

transition from high-temperature district heating to low-temperature district heating is first necessary (Oltmanns 

et al. 2020). 

6. Competitiveness of low-temperature district 
heating 

Increased operational efficiency from lower system temperatures and optimized technical configurations for low-

temperature heat distribution are frequently discussed. Less discussed are the competitive advantages of low-

temperature solutions. Therefore, this paper addresses how a stand-alone low-temperature district heating 

solution, or a combination of conventional district heating and low-temperature solutions can increase the overall 

competitiveness of the district heating business case. First, an overall business model perspective and a national 

viewpoint are presented. The discussion is concluded with a more detailed analysis of the heat distribution cost in 

the low-temperature district heating context. 

From an overall perspective, traits in low-temperature district heating business models can be complementary to 

the conventional district heating model. The selling point of a combination for an existing district heating system 

or of a stand-alone solution in greenfield investments is that local resources are used, minimizing the carbon 

footprint. In an era of increased digitalization, engaging in dialogue and establishing long-term relationships are 

valuable, an upside for the low temperature district heating prosumer relationship (Lygnerud, 2019). 

The market maturity of low-temperature district heating is low, and as such, an emphasis is placed on ensuring 

functional, technical solutions rather than a simultaneous development of the business case. For future 

installations, tandem development is recommended. 

Retaining heat distribution costs in district heating systems at feasible levels is vital to maintain competitiveness. 

The most significant component of the heat distribution cost is the specific capital cost that is higher in low heat 

density areas. Second is the cost of the heat distribution loss. But only the latter cost can be considerably reduced 

by low-temperature heat distribution, since only the ability to use plastic pipes can reduce the capital cost for 

LTDH. 

Furthermore, LTDH should be able to be supplied (input at heating plants) with heat from low-temperature heat 

sources, which are expected to yield a lower heat generation cost. In low heat density areas, lower heat generation 

costs and lower heat distribution losses obtained by LTDH cannot completely compensate higher specific capital 

costs. Hence, it is impossible to increase the total competitiveness of district heating with LTDH in low heat 

density areas. 

7. Practical implementation of low-temperature 
district heating 

The introduction and application of new concepts and technologies, such as low-temperature district heating, often 

face concerns of feasibility and reliability. The earlier sections discuss measures to be taken on a building and 

system level and show the various technical and economic benefits of low-temperature district heating. This 

sections highlights that many innovative low-temperature district heating systems have already been built and 

operate successfully.  

The demonstrators considered in this paper include various system configurations and different boundary 

conditions such as already realized low temperature community energy system concepts as well as planned or 

designed systems. Furthermore, projects showing an innovative use or operation of buildings, advanced 

technologies and the interaction between components within a system are included. 

In total six classes of demonstrators have been identified. As they are:   
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• realized demonstration project on existing or conversion areas with an existing  heating network            
 

• realized demonstration project on existing or conversion areas with a new heating network            
 

• realized demonstration projects on new constructed areas with a new heating network                    
 

• simulation and design studies on areas                                                   
 

• realized demonstration projects on the single building scale                
 

• demonstrators on a laboratory scale                                                             
 

15 selected demonstration activities out of 40 within Europe were analyzed in detail. Cases from other countries 

are included in the guidebook (Averflak et al. 2021). Figure 1 shows all collected demonstration cases within 

Europe. Additionally to that, a gross list with approx. 150 realized low temperature district heating systems all 

over the world were collected (see Averfalk et al. 2021). This impressively proves the feasibility and applicability 

of LTDH technology. 

 

Cases analysed in detail and presented (see table 2) 

⚫Cases analysed in detail in this project (see Averfalk et al 2021) 

 Cases described in the gross list of low-temperature initiatives (see Averfalk et al 2021)  

Fig. 1: Locations of the regarded demonstrator cases. © Fraunhofer IEE, own representation. Map taken from Eurostat: 

https://ec.europa.eu/eurostat 
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Tab. 2: Selected and described demonstrators for the implementation of low temperature district heating systems. 

City and Area Country Class Temp. level1 Heat Supply System size2 

Gleisdorf 

Transition strategy  
Austria 

 

Warm 

(80/50°C) 

biomass & gas boilers, 

solar collectors 

Medium 

(6,374 m) 

Wüstenrot 

Weihenbronn 
Germany 

 

Warm  

(70/40°C) 

Biomass boiler, solar 

collectors 

Micro 

(371 m) 

Darmstadt 

Lichtwiese 
Germany 

 

Warm 

(88/58°C) 

District heating-cooling 

with absorption chiller 

Medium  

(4,200 m) 

Heerlen 

Parkstad Limburg 

The 

Netherlands  

Cold 

(28/16°C) 
Mine water 

Big  

(40 km) 

Zürich 

FGZ 
Switzerland 

 

Cold 

(<25°C) 
Data centre 

Small 

(2,125 m) 

Salzburg 

Lehen 
Austria 

 

Warm  

(65/40°C) 

Solar collectors, heat 

pump, district heating 

Small 

(680 m) 

Graz 

Reininghaus 
Austria 

 

Warm  

(69/43°C) 

Industrial excess heat, 

heat pump 

Medium 

(6,000 m) 

Braunschweig 

Rautheim 
Germany 

 

Warm  

(70/40°C) 
Data centre 

Small  

(2,750 m) 

Lund 

Brunnshög 
Sweden 

 

Warm  

(65/35°C) 

Excess heat from 

research facilities 

Medium  

(6.5 km) 

Kassel 

Feldlager 
Germany 

 

Cold 

(40/30°C) 

ATES, GSHP and solar 

collectors 

Medium  

(5.7 km) 

Bamberg 

Lagarde 
Germany 

 

Cold & Warm 

(1- -2/80-50) 

GSHP, sewage, CHP, 

district heating  

Small  

(1,200 m) 

Bjerringbo 

Tyttebærvej 
Denmark 

 

Warm 

(50/30°C) 

Industrial excess heat, 

ATES, heat pump 
n.a. 

Viborg 

Multifamily home 
Denmark 

 

Warm 

(68/40°C) 
District heating 

Big 

(344.8 km) 

Frederiksberg 

Multifamily home 
Denmark 

 

Warm 

(80/48°C) 
District heating 

Big 

(181.5 km) 

Kassel 

District LAB 
Germany 

 

Cold & warm 

(5-130/varying°C) 
Heat pump, boiler 

Micro 

(390 m) 

 

Core objective for the description of case studies was to identify and collect innovative demonstration concepts 

as examples of success stories for communities interested in developing LTDH systems. There was a total of 40 

case studies from Austria, Denmark, Germany, Ireland, Norway, Switzerland, Sweden, The Netherlands and 

United Kingdom (see Averfalk et al. 2021). The district heating systems were of very different sizes, from 

miniature to city wide systems. Network lengths were from approx. 370 m to more than 340 km. The connected 

buildings were detached, terraced and block houses, and many low energy or passive houses. Sources of heat were 

solar collectors, heat pumps, CHP plants, excess heat from industry or the systems were connected to a larger 

network close by with heat exchangers. The temperature levels recorded were typical for cold and low-temperature 

systems, varying from -2 to 88 °C in supply and 16 to 58 °C in return. Savings and increased efficiencies were 

observed in every case studied.    

Particularly from the displayed case studies, the following main conclusions can be drawn: 

• From a technical point of view, the large variety of system configurations shows the flexibility in the 

implementation and realization of low-temperature district heating systems. For the operation, a 

sufficient monitoring and management system secures the success of the project. For the integration of 

multiple heat sources and more complicated systems, a wider digitalization of the processes is needed. 

• The regulatory boundary conditions are not always beneficial. So, for example, the integration of 

geothermal heat requires a long (or too long) approval process, which can potentially derail the 

implementation. Furthermore, real cross-sectoral energy systems are not foreseen with today’s rules, 

which makes a realization complicated.  

 

 
1 Typical/mean supply and return temperature 
2 Trench length 
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• The cases clearly show that a high connection rate and support from the customer could be gained when 

the system is owned by the municipality or a cooperative. 

• From a business point of view with the above-mentioned ownership issue, interest rates might be lower, 

and long payback times are manageable. Some cases show that a transition to low-temperature district 

heating systems is economically feasible; some cases indicate the price level for the heat supply could 

be up to 10% lower compared to a conventional solution, even without accounting for future damage 

cost from global warming. 

These conclusions prove that low-temperature district heating is a market-ready heat supply technology that can 

operate under various boundary conditions. Furthermore, case experiences show the need for digitalization 

measures to secure a successful operation under the new boundary conditions, such as the integration of fluctuating 

renewable or waste heat sources or changed network (bidirectional) operation. 

8. Transition strategies 

The essence of conversion, transformation and transition is that all humans are capable of profound change. 

Required changes in our communities can be initiated, communicated, and implemented by three steps – (1) 

visions, (2) strategies and (3) planning measures. Changes to our energy system should also be identified at all 

levels in our global community. Although changes are necessary and inevitable in all areas, they are often 

accompanied by concerns. The eighth chapter shows how local transition strategies have addressed these 

apprehensions in some urban areas. 

Adopted visions, strategies, and planning measures from five urban areas are presented when the heat distribution 

temperature issue is properly identified within the decarbonization context (Stadt Gleisdorf, 2012, AEE INTEC, 

2020, Abildgaard, 2017, Regieringsrat des Kantons Basel-Stadt, 2017, Küng, 2019, Secretariat du Grand Conseil, 

2013, Quiquerez et al. 2017, Durandeux, 2019, Henke et al. 2015, Frey & Miller, 2017, Stadtwerke München, 

2017, Theis, 2019). The three steps are vital to implementing district heating and cooling systems based on 

renewable or recycled heat or cold in every urban area. Additional university examples are briefly provided since 

some universities are forerunners in low-temperature district heating. 

The major conclusions concerning visions, strategies, and planning measures within the local transition strategies 

are the following: 

• Lower distribution temperatures are necessary in transition strategies for the decarbonization of district 

heating systems. 

• Cooperation with research organizations should be considered when new technologies are implemented 

in local district heating systems. 

• University campuses are often forerunners with new technologies for heat distribution. 

9. Conclusions 

Conclusions about technological development, nontechnical aspects, and policy implications, along with 

recommendations, are summarized here. 

Tangible proper technologies and methods are available for the implementation of low-temperature district 

heating. Early adopters have tested and implemented lower temperatures in existing and new heat distribution 

networks. Building owners can and should adopt the technology now for the utilization of lower temperatures in 

the future. Reductions of specific heat demands will also facilitate lower temperatures. However, current 

technologies and methods can be further elaborated and refined by research and development. 

The primary non-technical barrier to undertaking a low-temperature district heating investment is the resistance 

to change. One major factor that can explain the limited interest in future-proof low-temperature district heating 

technology is that the risk of limited heat supply in 2050, since current fossil fuels will not be available, has not 

yet become apparent for most end users and heat providers. 

The economic benefit of low-temperature district heating can reduce the levelized cost of heat from future district 

heating systems, but the savings in current systems is limited. Hence, this advantage is not now strong enough 
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alone to encourage a transition towards more decarbonized district heating systems. Carbon pricing or other 

efficient policy drivers must be used as strong parallel economic drivers for incentivizing decarbonization. In 

addition, old institutional rules require proper revision for better alignment with low-temperature district heating. 

Low-temperature district heating is easier to implement than many people fear, but adequate organization is 

required. In the transition work, long term visions express the future direction for the decarbonization, short and 

long term strategies identify what to do, and short and long term planning measures outline the steps to take. 

The three main conclusions from the published guidebook from IEA DHC Annex TS2 (Averfalk et al 2021) are 

the following: 

• Low-temperature district heating together with expected national carbon pricing schemes are major 

economic drivers for the decarbonization of the European district heating systems. 

• The implementations of low-temperature district heating are possible since several early adopters have 

provided clear evidence for its suitability. 

• However, the hurdles to start the transition are old habits and lock-in effects from application of current 

technology together with a lack of understanding of how to efficiently link stakeholders to each other. 
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Abstract 

For the direct integration of solar thermal systems into district heating networks many collectors with different design 
and thermal behavior are possible. This paper investigates four suitable collectors under different operating 
temperatures (TDH,sup = 95…140 °C) representing different generations of district heating networks. A flat-plate 
collector, a compound parabolic concentrator (CPC) collector and two parabolic trough collectors (PTC) were 
modeled in TRNSYS and simulated over a period of one year in three different scenarios and with different collector 
row distances. To determine a favorable collector, the heat production cost was calculated for the four collectors. 
The results show that in the investigated temperature range the CPC collector is the most suitable one. Depending on 
the defined scenario the CPC collector provides a specific annual yield (based on gross area) of 
460…565 kWh m-2 a-1 with heat production cost of 33.41…40.85 € MWh-1. This indicates that for most district 
heating applications the CPC collector is favorable.  

Keywords: solar thermal, collector, field, shading, district heating, simulation, cost, floor space utilization 

1. Introduction 
Integration of collector fields into district heating (DH) networks is possible in various ways.  A common variant is 
to build a solar secondary network. This integration is particularly recommended when planning new urban areas or 
developing neighborhood concepts, since the heating technology of the new buildings can be adapted to the lower 
temperatures of the solar local heating network. The low supply temperatures (e.g. TDH,sup = 75 °C in the solar local 
heating network in Chemnitz (Urbaneck et al., 2020) enable efficient use of flat-plate collectors (FPC). However, the 
construction of a suitable local heating network is not always feasible. In many cases, the solar heat must be fed into 
the existing network with supply temperatures varying from TDH,sup = 95…140 °C. Since heat supply with FPCs 
becomes increasingly inefficient at high temperature levels, these non-concentrating collectors are hardly used in 
district heating systems above 95 °C. For low and medium temperature ranges (100…150 °C) the stationary 
compound parabolic concentrator (CPC) collector and the parabolic trough collector (PTC) with single-axis tracking 
are suitable (Giovannetti and Horta, 2016). Both collectors have already been integrated in DH networks (Tian et al., 
2018; Perers et al., 2013; Meißner and Moschke, 2016). Nonetheless, a comparison of the different solar collectors 
in terms of suitability for DH applications is not yet available. In this work a FPC, a CPC collector and two PTCs 
are modeled in the simulation software TRNSYS (Klein et al., 2017). Three scenarios are introduced which represent 
different operating conditions of the DH network. For comparing the collectors, they are simulated over the period 
of one year in three scenarios and with different floor space utilizations fcol. To determine a favorable collector and 
an optimal floor space utilization, the method of minimal heat production cost was applied. 

2. Modeling in TRNSYS 
2.1 Solar collectors 
In this study, four commercially available collectors were modeled. The selection is intended to represent different 
collector setups which are suitable for low and medium operating temperatures. The modeling of the solar collectors 
includes one FPC collector A), one CPC collector B) and two PTCs collector C) and collector D). The two PTCs 
collector C) and collector D) differ by their concentration ratio C. C is the ratio of the aperture to the absorber surface. 
In principle, an increasing concentration ratio allows higher collector temperatures. Collector D) has a higher 
concentration ratio (C = 15) than collector C) (C = 8.5). The efficiency parameters of the collectors are summarized 
in Table 1. The quasi-dynamic collector model according to the European Standard EN 12975-2 (CEN, 2006) was 
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used (Equation 1). The incidence angle modifier (IAM) for the beam radiation is summarized in the Appendix. The 
parameters a3, a4, a5 and a6 are not considered in the calculations (wind influence on heat losses, irradiance 
dependence on heat losses and thermal capacitance). 

Tab. 1: TRNSYS Types for solar collectors and collector efficiency parameters based on gross area (Kd for collector B) is calculated in 
Type 71),  

Collector TRNSYS η0 a1 [W m-2 K-1] a2 [W m-2 K-2] Kd 
A) FPC Type 1289 0.763 1.971 0.015 0.873 
B) CPC  Type 71 0.627 0.531 0.003 Type 71 
C) PTC with C = 8.5 Type 1288 0.697 0.730 0.000 0.120 
D) PTC with C = 15 Type 1288 0.717 0.107 0.001 0.000 

 
�̇�𝑞col = 𝜂𝜂0�𝐾𝐾b𝐺𝐺b,tilt + 𝐾𝐾d𝐺𝐺d,tilt� − 𝑎𝑎1(𝑇𝑇m − 𝑇𝑇a) − 𝑎𝑎2(𝑇𝑇m − 𝑇𝑇a)2  (eq. 1) 

The stationary collectors collector A) and collector B) are positioned with an azimuth of γcol = 180° and a surface tilt 
of β  = 35°. The two PTCs collector C) and collector D) are operated with a continuous single-axis tracking to reduce 
the incident angle Θ,i on the collector surface. In principle, a distinction can be made between two tracking variants 
for single-axis tracking: 

• alignment of the collector axis in north-south direction (N-S) with a continuous tracking from east to west, 

• alignment of the collector axis in east-west direction (E-W) with a continuous change of the surface tilt. 

By changing the tracking angle β with the position of the sun, the angle of incidence in the transverse plane to the 
absorber tube is continuously zero degrees. An angular deviation is only perceivable in the longitudinal plane. 

A deviation from the optimal angle of incidence Θ,i = 0° leads to a lower usable radiation fraction and thus to so-
called cosine losses. The cosine losses result from a non-optimal angle of incidence of the beam radiation on the 
collector surface, whereby the relationship according to Equation 2 applies. 

𝐺𝐺b,tilt = 𝐺𝐺b,Θ,i=0° ∙ 𝑐𝑐𝑐𝑐𝑐𝑐Θ, i        (eq. 2) 

Figure 1 shows the beam irradiation for the collectors with a fixed surface tilt of β  = 35° and for the PTCs with a 
continuous single-axis tracking in N-S and E-W alignment. Figure 1 further provides the direct normal irradiation 
(DNI). DNI is the amount of solar radiation received if the collector plane is always held perpendicular to the solar 
beam rays (no cosine losses). It can be seen that the tracking increases the amount of usable beam irradiation. The 
N-S orientation has advantages in the summer period, while the E-W orientation can use more beam irradiation in 
winter. For Chemnitz (Germany) the N-S orientation is preferable due to lower cosine losses. Therefore, this 
orientation is favored in the further study. 

 
Fig. 1: Yearly and monthly beam irradiation for a fixed surface tilt of β  = 35° and γcol = 180°, continuous tracking with E-W 

alignment, continuous tracking with N-S alignment and DNI 
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2.2 Collector array shading 
An essential aspect in the planning of a collector field is the consideration of collector array shading. These shading 
losses vary with the altitude and the azimuth of the sun and are significantly influenced by the collector tilt and the 
floor space utilization fcol. The floor space utilization is defined by the ratio between the distance of two collector 
rows and the collector length. It indicates how much of the field area is used by the solar collectors. As fcol increases, 
the distance between the collector rows decreases and the losses due to shading rise.  

Figure 2 shows the losses due to row shading (exemplary for October 21) for different floor space utilizations for 
non-tracking (β  = 35°) and single-axis tracking collectors with N-S alignment. The calculations were performed 
using TRNSYS and the Type 30 (TRNSYS model) for the non-tracking collectors A) and B), and using the 
Type 1262 for the tracking collectors C) and D) with N-S alignment. It can be seen that the shading curves differ 
significantly.  

 
Fig. 2: Influence of collector array shading on October 21 for a) non-tracking collectors with β  = 35° and γcol = 180° and b) single-axis 

tracking with N-S alignment  

In the morning and evening hours, the relative shading losses fb,shad dominate for the tracking collectors C) and D). 
At maximum solar elevation, no shading losses occur for the tracking collectors regardless of the floor space 
utilization. At this time of the day the tracking collectors are in a horizontal position. In the case of the collectors A) 
and B) with a fixed slope, shading losses can also occur at midday, depending on the elevation of the sun and the 
distance between the collector rows.  

 
Fig. 3: Beam irradiation subtracted by shading losses for non-tracking (β  = 35° and γcol = 180°) and tracking collectors (N-S)  

for fcol = 0.6 
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Figure 3 shows the beam irradiation subtracted by the shading losses for the non-tracking and tracking collectors for 
fcol = 0.6. In the summer months the collectors C) and D) cannot use 10…20 % of the beam irradiation due to shading 
losses. For the collectors A) and B) only a small amount of shading occurs in the months March to September. In 
total, 6% of the annual beam irradiation is shaded for collectors A) and B) and 18% for collectors C) and D). Figure 4 
illustrates the reason for the higher shading losses. Despite the greater shading losses for the two PTCs, the usable 
beam irradiation is greater than for the non-tracking collectors due to fewer cosine losses. 

Fig. 4: Collector array shading for PTCs with single-axis tracking 

2.3 District heating network 
The four collectors were modeled in the simulation program TRNSYS in a system according to Figure 5. The heat 
transfer medium is taken from the return line of the DH network and heated by the solar system and then fed into the 
supply line of the DH network. The outlet temperature of the collector is set, so that the supply temperature of the 
DH network is reached. If the outlet temperature is too small, the three-way valve TWV1 is in position 2 and the 
collector fluid is preheated.  

 

Fig. 5: Hydraulic scheme for solar collectors with direct integration in the DH network 

The system in Figure 5 was simulated over a period of one year. Two weather data sets (test reference year, TRY) 
for Chemnitz (Germany) are used within the scope of this study: current TRY (2015) and a forecast TRY (2045). 
Both data sets were obtained by the online databank of the DWD (2021). The ambient temperature as well as the 
irradiation in the weather dataset for the year 2045 is slightly increased compared to the current weather data set. 
Furthermore, the proportion of the yearly beam irradiation is higher in TRY 2045. This weather dataset intends to 
map the impact of climate change. 

For considering different operating temperatures of the DH system three scenarios are introduced: 

Scenario 1 assumes an operation with a continuous adjustment of the supply temperature according to the outdoor 
temperature: 

• TDH,sup = 110 °C if Ta < -10 °C and TDH,sup = 95 °C if Ta ≥ 15 °C, in between linear interpolation 

• TDH,r = 55°C = constant 

This is a possible future scenario, which is why the weather data set for the year 2045 was used for the simulation. 
In this scenario, the supply and return temperatures of the DH networks are the lowest compared to the other 
scenarios. 
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In Scenario 2, there is a monthly adjustment of the supply and return temperature: 

• January to March and October to December TDH,sup = 120 °C and TDH,r = 62 °C  

• April to December TDH,sup = 100 °C and TDH,r = 70 °C  

This scenario reflects a typical contemporary grid operation with relatively low temperatures. The current weather 
data set is used. 

Scenario 3 also uses a monthly adjustment of the supply and return temperatures: 

• January to March and October to December TDH,sup = 140 °C and TDH,r = 65 °C  

• April to December TDH,sup = 120 °C and TDH,r = 70 °C  

However, higher grid temperatures are assumed. Since this is a representation of the current situation, the simulation 
also uses the current weather data set.  

2.4 Heat production cost 
For the selection of an optimal floor space utilization, a simplified economic evaluation is carried out on the basis of 
minimum heat production costs with the annuity method according to VDI 2067 (VDI, 2012).  A technical utilization 
period of the entire plant of 25 years and an interest rate of 1 percent per year are assumed. The demand-related costs 
refer to the electricity consumption of the pumps and take into account an electricity price of  
kel = 0.30 € kWh-1. The operation-related costs can arise, among other things, from maintenance and servicing of the 
system. The operation-related costs are given in VDI 6002 (VDI, 2014) as approximately 1 percent of the investment 
costs. For the two parabolic trough collectors, the annual operating costs are estimated at about 3 percent of the 
investment costs. Due to the tracking as well as a possible cleaning of the reflectors, the operating costs assumed 
higher for this collector design. 

The investment costs (excluding the costs for collectors) are supposed to be equal for all collector technologies with 
KInv = 10,685,000 €. The collector-specific costs are based on the following values: 

𝑘𝑘col =

⎩
⎪⎪
⎨

⎪⎪
⎧211 €

𝑚𝑚2 ∙ 𝐴𝐴collector A)

223 €
𝑚𝑚2 ∙ 𝐴𝐴collector B)

350 €
𝑚𝑚2 ∙ 𝐴𝐴collector C)

350 €
𝑚𝑚2 ∙ 𝐴𝐴collector D)

      (eq. 3) 

3. Results 
An increase in the floor space utilization fcol increases the collector's annual yield. At the same time, the shading 
losses increase with decreasing row spacing, so that the annual yield does not increase linearly with fcol. Figure 6 
illustrates the annual yield for the four collectors at fcol = 0.4…0.9 and the defined scenarios for a field area of 
approximately 98,525 m2 (Mücke et al., 2021). It can be seen that collector B) provides the most annual yield in all 
three scenarios independent of the floor space utilization.  Looking at the curve shapes of all four collectors, it is 
noticeable that the two PTCs, collector C) and collector D) have a flatter curve than collector B). This can be 
attributed to a greater increase in shading losses for the collectors with single-axis tracking. Collector A) (flat-plate 
collector) has a similar curve as collector B) in scenario 1.  Up to a floor space utilization of fcol = 0.7, the curve is 
almost linear and then it starts to flatten. In scenario 2 and scenario 3 (at a higher temperature level) the flattening of 
the curve begins earlier for collector A). Collector B) has the steepest curve in comparison to the other collectors. 
Rising fcol increases the annual yield the most for this collector. The yield differences of the two PTCs collector C) 
and collector D) are marginal.  

Figure 7 shows the heat production cost for the four collectors for different degrees of floor space utilization fcol as 
well as the defined scenarios. It can be seen that collector B) has the lowest cost in all three scenarios independent 
of fcol. The heat production costs of the CPC collector are almost half less than for the two PTCs, collector C) and 
collector D). In Scenario 1 collector A) has lower heat production cost in comparison to the collectors C) and D) at 
fcol = 0.4 and fcol = 0.5. In scenario 2 and scenario 3, collector A) has the highest heat production cost at all floor space 
utilizations. The lower investment cost cannot compensate for the low annual yield.  
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Fig. 6: Annual yield for the collectors A), B), C) and D) for different fcol and scenarios for a field area of 98,525 m2 

 

 
Fig. 7: Heat production cost ks for the collectors A), B), C) and D) for different fcol and scenarios 

 

Tab. 2: Floor space utilization fcol and specific annual yield qyield (based on gross collector area) at minimum heat production cost for 
the collectors A), B), C), D) and for the different scenarios  

scenario fcol ks [€ MWh-1] qyield [kWh m-2a-1] 

collector A) – flat-plate collector 
scenario 1 0.7 63.14 310 
scenario 2 0.6 84.92 246 
scenario 3 0.6 120.62 172 

collector B) – CPC collector 
scenario 1 0.7 33.41 565 
scenario 2 0.7 37.47 505 
scenario 3 0.7 40.85 460 

collector C) – PTC C = 8,5 
scenario 1 0.5 65.01 430 
scenario 2 0.5 74.24 377 
scenario 3 0.5 78.48 356 

collector D) – PTC C = 15 
scenario 1 0.6 66.36 399 
scenario 2 0.6 74.52 355 
scenario 3 0.6 77.37 341 
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Figure 7 also displays that the optimal floor space utilization fcol differs between the collectors. The PTC tends to 
have a minimum of ks at a smaller floor space utilization than the CPC. This can be explained with higher shading 
losses for the PTC due to the tracking mechanism. At an optimum floor space utilization of fcol = 0.7 the collector B) 
has ks of 33.41 € MWh-1 for scenario 1, 37.45 € MWh-1 for scenario 2 and 40.85 € MWh-1 for scenario 3. The specific 
annual yield (based on gross area) for collector B) in scenario 1 is 565 kWh m-2 a-1, in scenario 2 505 kWh m-2 a-1 
and in scenario 3 460 kWh m-2 a-1. Increasing the floor space utilization to fcol = 0.9 increases the annual yield Qyield 
about 11.2% - 14.3% while decreasing ks about 2.1% - 5.0%.  

4. Discussion 
The results of the investigation show that collector B) (CPC collector) provides the most yield in the three defined 
scenarios and thus in the temperature range of TDH,sup = 95...140 °C at the floor space utilizations fcol = 0.4...0.9. 
Moreover, the heat production cost of collector B) is the lowest at all floor space utilizations. The minimum heat 
production costs result at fcol = 0.7 with ks = 33.41...40.85 € MWh-1. When comparing collector B) with the two PTCs, 
collector C) and collector D), it becomes clear that due to greater shading losses, the optimal floor space utilization 
for the PTCs is lower than that of the CPC collector. Thus, the single-axis tracking collectors use the total collector 
field area less efficient. 

Although single-axis tracking increases the usable fraction of beam radiation by reducing cosine losses, collector C) 
and collector D) provide less annual yield than the non-tracking collector B). This can be mainly attributed to the 
fact that at the investigation area (Chemnitz, Germany) about 52% of the annual global irradiation is diffuse. Due to 
the relatively large concentration ratio of the parabolic trough collectors, only a small part of the diffuse radiation 
arriving from a wide angular range can be utilized for heat generation.  

The results of the study confirm that the direct integration of solar systems into district heating networks is efficiently 
possible without the construction of a secondary network. For an efficient use of the solar heat it should be integrated 
in the district heating network in such a way that largest possible coverage of the district heating load is achieved by 
the solar system in the summer period.  
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Abbreviations 
Quantity Symbol 
Compound parabolic concentrator CPC 
Deutscher Wetterdienst DWD 
Direct normal irradiation  DNI 
District heating  DH 
East-West alignment E-W 
Flat-plate collector FPC 
Incidence angle modifier IAM 
North-South alignment N-S 
Parabolic trough collector  PTC 
Pump  P 
Test reference year TRY 
Three way valve TWV 

Symbols 
Quantities 

Subscripts 
 

Quantity Symbol 
Ambient a 
Beam b 
Collector col 
Diffuse d 
District heating  DH 
Electric el 
Incidence i 
Investment Inv 
Mean m 
Primary pri 
Return r 
Solar  s 
Secondary sec  
Shading shad 
Supply sup 
Tilted surface tilt 

 
  

Quantity Symbol Unit 
Area A m-2 
Heat loss coefficient at (Tm-Ta) = 0 a1 W m-2 K-1 
Temperature dependence of the heat loss coefficient a2 W m-2 K-2 
Concentration ratio C  
Factor f  
Floor space utilization  fcol  
Beam irradiance Gb W m-2 
Diffuse irradiance Gd W m-2 
Beam irradiation Hb kWh m-2 
Diffuse irradiation Hd kWh m-2 
Incidence angle modifier  K  
Electric cost  kel € kWh-1 
Investment cost KInv € 
Heat production cost ks € MWh-1 
Heat quantity Q MWh 

Specific heat quantity q kWh m-2 

specific Heat �̇�𝑞 W m-2 
Temperature T °C 
Surface tilt β 0 to ± 90°; toward the equator is +ive 
Azimuth (of surface) γ 0 to 360°; clockwise from North is +ive 
Incidence (on surface) Θ,i 0 to + 90° 
Longitudinal incidence angle Θ,L 0 to + 90° 
Transversal incidence angle Θ,T 0 to + 90° 
Zero loss efficiency η0  
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Appendix: INCIDENCE ANGLE MODIFIER FOR BEAM RADIATION 
 

Tab. 1: IAM beam radiation for collector A) 

Θ,i 0° 10° 20° 30° 40° 50° 60° 70° 80° 90° 
Kb 1.00 1.00 0.99 0.98 0.96 0.91 0.82 0.53 0.27 0.00 

 
Tab. 2: IAM beam radiation for collector B) 

Θ,L , Θ,T  0° 10° 20° 30° 40° 50° 60° 70° 80° 90° 
Kb (Θ,L) 1.00 1.00 0.99 0.96 0.93 0.9 0.87 0.86 0.43 0.00 
Kb (Θ,T) 1.00 1.02 1.03 1.03 1.03 0.96 1.07 1.19 0.60 0.00 

 
Tab. 3: IAM beam radiation for collector C) 

Θ,L , Θ,T  0° 10° 20° 30° 40° 50° 60° 70° 80° 90° 
Kb (Θ,L) 1.00 0.99 0.99 0.98 0.96 0.91 0.77 0.53 0.18 0.00 
Kb (Θ,T) 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.00 

 
Tab. 4: IAM beam radiation for collector D) 

Θ,L , Θ,T  0° 10° 20° 30° 40° 50° 60° 70° 80° 90° 
Kb (Θ,L) 1.00 0.95 0.92 0.88 0.82 0.71 0.55 0.31 0.00 0.00 
Kb (Θ,T) 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.00 
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Abstract 

Cold district heating networks, also called 5th generation district heat and cold or 5GDHC, reduce thermal losses 

induced by high operating temperatures using relatively low temperatures for energy distribution and storage. In 

order to optimize the operation of such a network a model predictive control (MPC) including an adaptive control 

strategy is developed and investigated for controlling both, the heating and cooling supply. An ice store with a large 

thermal capacity of 75 MWh represents the main thermal energy store and acts as a heat source for decentralized 

heat pumps being part of the investigated network. Since the ice store is discharged during winter for heat supply 

and is charged during summer for cooling purposes it functions as a seasonal thermal energy store. Using model 

predictive controls over such a long period of time is not feasible due to computational restrictions. Hence an adaptive 

control part is proposed and implemented into an MPC for an optimum operation of the ice store throughout the year. 

First system simulation results for the optimum seasonal operation of the ice store are presented using a non-

predictive control as well as a model-predictive control. 

Keywords: model predictive control (MPC), adaptive control, 5th generation district heat and cold (5GDHC), anergy 

network, ice store, heat pump 

 

1. Introduction 

District heating networks represent a cost effective alternative for the heat supply with large fractions of renewable 

energies compared to decentralized heating systems installed in each single house. As standard district heating 

networks using high supply temperatures face the disadvantage of high heat losses, especially when comprising long 

distance piping, so-called 5th generation district heat and cold or 5GDHC reduces this disadvantage using low supply 

temperatures. In this contribution a 5GDHC network is being investigated using a large ice store with a water volume 

of 770 m³ as the main central and seasonal thermal energy store. As the main source for environmental and solar 

thermal energy a large so-called thermal sun-air-collector (Lott, S. 2022) field is connected to the network. The 

network includes decentralized heat pumps supplying small buffer heat (hot water) stores of the heating systems of 

the buildings with temperatures in the range of 25 to 45 °C. When required the heat pump also supports the cooling 

which is primarily performed using the ice store while regenerating it for the heating period. As the standard, non-

predictive control for the CDHN a so-called state machine is being used selecting corresponding modes of operation 

depending on the ambient conditions and the system conditions. The heating system within the buildings is controlled 

using a simple stand-alone controller. In order to further optimize the control of the CDHN a model predictive control 

(MPC) strategy is developed in order to better utilize thermal capacities within the buildings and heat stores and 

hence reduce unnecessary thermal overheating or losses. 

The temperatures within buildings are strongly depending on “disturbance factors” such as the solar irradiance, the 

ambient air temperature and internal heat sources such as e. g. the number of persons in a building. Regular heating 

controls take into account only current measurement data for controlling, such as the current ambient air temperature. 

Model predictive controls predict the future behavior of systems taking into account the predicted disturbance factors 

such as the forecasted weather conditions or predicted internal loads. Model predictive controls use these predictions 

in order to compute an optimal control input over a finite time period (prediction horizon) using system simulations. 

Control inputs are varied within system simulations and an optimum is being determined for a defined target function, 

such as e. g. a minimum of a cost function, while satisfaction of given system constraints is being ensured. That 

means the predicted disturbance factors are taken into account during the current control step. This can prevent 
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heating systems from heating up rooms to a set point temperature, which are then finally overheated by in- or external 

disturbance factors such as solar irradiance shortly after. So, taking predictions into account during the current control 

step potentially reduces thermal loads and can also optimize the overall thermal energy supply. E. g. the thermal 

losses of heat stores can be reduced by only heating up the stores when heat supply is required using an MPC. 

2. 5th generation district heat and cold (5GDHC) 

A simplified scheme of the investigated 5GDHC network is shown in Fig. 1. Heat loss reduction is being achieved 

using relatively low network (orange hydraulics in Fig. 1) temperatures for heat distribution. These low temperatures 

are being realized using both, a centralized ice store and a centralized so-called thermal sun-air-collector field as the 

main thermal energy sources of the heating and cooling system. Thermal energy for heating is shifted from low 

temperature level supplied by the sources via the network to higher temperatures using decentralized heat pumps 

combined with buffer stores in each building (red hydraulics in Fig. 1). The thermal sun-air-collector field can either 

regenerate, or charge, the ice store (green hydraulics in Fig. 1) or directly supply the heat pumps as well (not shown 

in Fig. 1). Using the “mixed discharge mode” for heating (see table 1) the heat pumps are supplied by both, thermal 

energy from the thermal sun-air-collectors and the ice store at the same time using a temperature controlled mixer 

for keeping the heat pump evaporator supply temperature above a specific minimum temperature. 

In addition to supplying heat the ice store can also be used for cooling the buildings during summer. This operation 

mode is called “natural cooling” (blue hydraulics in Fig. 1). If the cooling power provided by the ice store is not 

sufficient, cooling can be performed by the heat pump, this is called “active cooling” (not shown in Fig. 1). The 

excess heat produced during active cooling is emitted to the ambient via the thermal sun-air-collectors (required 

hydraulics not shown in Fig. 1). If the temperature of the ice store rises above a set point value, it can also be pre-

conditioned. During pre-conditioning the ice store is actively discharged analog to the active cooling mode. 

The design capacity of the ice store is related to the heating and cooling demand of the connected buildings. It is 

operated as a seasonal thermal energy store being cooled, or discharged, during the winter when energy for heating 

the buildings is extracted by the heat pumps and being regenerated, or charged, during the summer by cooling the 

buildings. The domestic hot water is generated exclusively by means of electric instantaneous water heaters (Lott, S. 

2022). 

 

Fig. 1: Simplified hydraulic scheme of the investigated 5th generation district heat and cold (5GDHC) network for space heating and 

cooling (SHC), orange: low temperature heat supply, red: heating mode, blue: cooling mode, green: regeneration of ice store 

The standard control of the investigated CDHN is implemented as a so-called state machine which selects one of 15 

different so-called “modes of operation” depending on the actual system and boundary conditions. The state machine 

controls only the central part of the system as well as the heat pumps and buffer stores. The control of the underfloor 

space heating (SH) is controlled by a separate two-point controller. There are several operation modes for heating as 

the “mixed discharge mode” described above, cooling the building or conditioning the ice store. Each operation mode 

represents a specific set of actor settings controlling e. g. pumps or valves. The state machine is implemented in 

MATLAB® Simulink. In order to perform annual system simulations using the simulation software TRNSYS the 

Simulink model of the state machine is integrated as a co-simulation. At the beginning of each TRNSYS time step 
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the state machine model is called returning the operation mode for the TRNSYS simulation to use as well as the 

setting for each network component or actor. The most important modes of operation are shown in table 1. As an 

example for the actor settings, the setting of the heat pumps is shown. Other actor settings besides on and off are 

possible e. g. related to the switching of valves. Considering the decentralized buildings, the TRNSYS building 

model Type 56 is used for system simulations and is controlled by a simple two-point controller. 

Tab. 1: Modes of operation utilized by the state machine used as the standard controller for the CDHN; SoC: state of charge of ice 

store (see chapter 3.2 for definition) 

Mode of operation No. Purpose Heat pump 

operation 

Discharge mode 2 Heating mode using the ice store as main heat source On 

Mixed discharge 

mode 

3 Heating mode using both, ice store and absorber as heat sources On 

Absorber direct 

mode 

4 Heating mode using the absorber as main heat source On 

Regeneration 5 Charge ice store using absorber as heat source Off 

Pre-conditioning 

(active) 

- Reduce SoC of ice store for natural cooling On 

Natural cooling - Coolin of  building and charging ice store using building as heat source Off 

Active cooling - Cooling of building and use of heat pump and absorber to re-cool excess heat On 

3. Model predictive and adaptive control 

As an alternative to the standard control based on actual system data a model predictive control (MPC) was 

implemented in order to take future system conditions into account when making actual control decisions. The time 

horizon considered by a model predictive control is usually between one to several days. The thermal capacity of the 

ice store is very large in comparison to the thermal capacity of the buildings. Hence an MPC is not suitable to optimize 

the control strategy for the operation of the ice store as a seasonal thermal energy store because the MPC would 

require very long computation times. Additionally, the MPC would require a full year weather forecast. For an 

optimum utilization the ice store has to be fully charged (heated up) at the beginning of winter and fully discharged 

or cooled down resulting in a maximum ice fraction at the beginning of the summer. This aim however can be 

contradictive to the aim of an MPC which is to minimize energy consumption and maximize energy gains from 

renewable sources such as the thermal sun-air-collectors. Hence in order to achieve an optimum seasonal 

performance of the entire heating and cooling system including the ice store an adaptive control strategy needs to be 

implemented separately and be connected to the MPC. This can be achieved using the so-called state of charge (SoC) 

of the ice store as the measurable key figure for its control (see Fig. 3). The state of charge by definition reaches its 

minimum value when the ice store is fully solid with a temperature of 0 °C. The maximum value is reached when 

the ice store is fully melted and its maximum operation temperature is reached (see definition in chapter 3.2). The 

permissible or optimum range of the state of charge for a given control step is calculated using the adaptive control 

strategy (described in chapter 3.2) and is then passed to the MPC as restrictive constraints as shown in Fig. 2. 

Restrictive constraints represent boundary values of system components that should not be exceeded. As an example 

of a restrictive constraint the room air temperatures should not drop below 20 °C during the heating season. 

 

Fig. 2: Simplified procedure of system simulations using model predictive control (MPC) including an adaptive control for the 

optimum seasonal control of a 5GDHC network for heating and cooling with an integrated ice store. 

System simulations using the MPC as system control are performed using TRNSYS including the building model 

Type 56. The MPC is implemented in MATLAB® using its genetic algorithm for optimization. As well as the 
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standard control the MPC is integrated into the TRNSYS system simulation using the TRNSYS Type 155 (TRNSYS-

MATLAB interface). The adaptive part of the control is implemented within MATLAB as an artificial neuronal 

network (ANN) returning the restrictive constraints in terms of the permissible state of charge of the ice store 

depending on the actual system and boundary conditions. 

3.1. Model predictive control (MPC) 

The MPC is used in order to calculate a course over time for the modes of operation which reduces the demand of 

electrical energy for the heat pumps and increases the amount of gained environmental thermal and solar energy. 

Therefore, optimization simulations are being performed using the system simulation model which is used for the 

overall or main (annual) system simulations as well. The optimization simulations are performed varying the course 

for the operation mode over the prediction horizon (approx. 1 to 3 days) and analyzing the simulation results in terms 

of the energy demand or gain while keeping the set point room air temperature within the buildings. The simulation 

results are evaluated using the so-called target function. The target function contains all energy flows or values to be 

taken into account for the control. Its result is a scalar calculated as shown exemplary in equation 1: 

min (
𝑍 ∗ ∑ ((𝑅 ∗ 𝑄𝑒𝑙,𝑘))  −  𝑌 ∗ ∑ (𝑄𝑟𝑒𝑛𝑒𝑤𝑎𝑏𝑙𝑒,𝑘)

𝑁𝑝

𝑘=0

𝑁𝑝

𝑘=0

+ 𝑋 ∗ ∑ (𝑄∆𝑇,𝑘
2 ) + 𝑊 ∗ ∑ (𝑄𝐻𝑆𝑙𝑜𝑠𝑠,𝑘)

𝑁𝑝

𝑘=0
+ 𝑉 ∗  ∑ (𝑄∆𝑆𝑜𝐶,𝑘)

𝑁𝑝

𝑘=0

𝑁𝑝

𝑘=0

)           (eq. 1) 

Qel,k  electric energy consumption of heat pump [kWh] 

Qrenewable,k in- and output of renewable energy [kWh] 

Q∆T,k  difference between actual value and set point value of energy within room air zones [kWh] 

Q∆HSloss,k  heat losses of the decentralized heat stores [kWh] 

Q∆SoC,k  difference between actual value and set point value of energy within ice storage [kWh] 

R, Z, Y, X, W, V weighting factors 

Np  number of time steps within prediction horizon 

k  timestep within prediction horizon 

For computational reasons the target function is defined as a continuous function. Therefore, the restrictive restraints 

to the control such as the deviation from room air temperature or the deviation from the permissible state of charge 

of the ice store are considered within the target function like the other energy flows or values. Since the weighting 

factors determine the behavior of the MPC the energies considered for the restrictive constraints are potentiated in 

order to behave as de-facto restrictive constraints returning very high target function results when differing from set 

point values. The target function value is then minimized by the MATLAB genetic algorithm (GA). This is performed 

by repeating the optimization simulation with varying courses of operation modes until the result value of the target 

function reaches a minimum. The variation of the course of the operation mode is perform by the GA. 

3.2. Adaptive control 

As the ice store is used as a seasonal thermal energy store for heating and cooling the adaptive control has to ensure 

it is fully charged at the beginning of the heating season and fully discharged at the beginning of the cooling season. 

In order to control the seasonal course of the energy state of the ice store, the adaptive control uses the so-called 

“state of charge” (SoC) as the measurable key figure of the ice store. The state of charge is defined using two 

reference states: solid ice with a temperature of 0 °C is represented by a value of 0 or 0 % and liquid water with a 

temperature of 0 °C is represented by a value of 1 or 100 % (see Fig. 3, left). The maximum state of charge of the 

ice store within the investigated system reaches 125 % at its maximum temperature of 20 °C. 
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Fig. 3: Definition of the State of Charge or SoC (left) and seasonal course of the State of Charge with boundaries for charging (blue) 

and discharging (red) of the ice store throughout one year used in order to condition ice store for cooling (green area) and heating 

(red area) period. 

To ensure for example that the ice store is sufficiently discharged at the beginning of the cooling period the adaptive 

control starts to discharge (or condition) the ice store towards the end of the heating season by using the discharge 

mode rather than the mixed discharge mode. The mixed discharge mode uses also the sun-air-collector and can result 

in higher supply temperatures and thus increase the heat pump performance. But accepting a lower heat pump 

performance in favor of a further discharged ice store can benefit the overall seasonal performance of the system. 

This is due to higher thermal ice store capacity available as a heat sink for natural cooling. This can very well reduce 

the amount of active cooling required during the cooling season. 

The conditioning of the ice store is activated by the control using the so-called charge (blue line in Fig.3, right) and 

discharge (red line in Fig.3, right) boundaries as trigger-signals. During preparation for the cooling period (green 

area in Fig. 3, right) the control keeps the SoC of the ice store below the charge boundary. The charge boundary 

defines the start or target date and duration of the ice store conditioning. The duration required in order to discharge 

or charge the ice store is depending on the ratio of the total heat capacity of the ice store to the total heating (or 

cooling) demand. If the ice store has a high capacity in relation to the heating or cooling demand of the entire system, 

the target date needs to be shifted to an earlier date because the required duration will extend. 

In order to determine the best target date and appropriate duration for the ice store conditioning an artificial neuronal 

network (ANN) will be trained with data resulting from a parametric simulation study. The parametric simulation 

study will be performed using TRNSYS system simulations using the standard state machine control varying the 

ratio of heating demand to ice store capacity as well as the time and duration for charging / discharging (or 

conditioning) of the ice store. The in- and output data for training the ANN is shown in Fig. 4. As a result, the ANN 

is trained to return the target date and duration for charging and discharging. The MPC can than retrieve target date 

and duration from the ANN using the input data at an actual control step. 

 

Fig. 4: Training data for artificial neuronal network (ANN) in order to return permissible charge and discharge boundaries for the 

model predictive control (MPC) 

4. Results 

First results of the system simulations using the standard state machine control are presented in chapter 4.1. The 

results comprise exemplary energy quantities required or delivered from the system components as well as exemplary 

seasonal courses of the state of charge depending on different ratios between heating demand and ice store capacity. 

The results also show the effect of shifting the charge boundary for the ice store to an earlier target date. 

First results concerning the MPC are shown in chapter 4.2. The influence of the building initialization for the 

optimization simulation is described as well as the general functionality of the MPC and its capability to shift loads 
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and e.g. preheat the buffer store already before the heat demand increases (see Fig. 9). It is also shown that further 

adaption of the target function weighting factors needs to be performed for the MPC to reduce the electrical energy 

consumption of the heat pumps though. 

The domestic hot water is generated exclusively by means of electric instantaneous water heaters and is therefore 

not taken into account in the system simulation. 

4.1. 5th generation district heat and cold (5GDHC) 

First annual system simulations were performed using the standard state machine control. The overall heat demand 

of the modeled building is 253 MWh/a and the overall cooling demand is 58 MWh/a. The effective usable thermal 

capacity of the ice store is 75 MWh resulting in a ratio of heat demand to ice store capacity of 3.4. Thermal losses of 

the distribution network are not considered within this simulation. Because the network temperatures are 

between -10 °C and 20 °C, the network is estimated to loose very little thermal energy or even gain thermal energy 

from the surrounding soil. First exemplary results of the annual system simulation are shown in Fig. 5. The narrow 

columns represent a thermal energy gain into the overall system when being positive and a thermal energy loss from 

the overall system when being negative (thermal energy loss from thermal sun-air-collector to ambient for cooling 

purposes during July and August). Concerning the broad columns positive values represent losses or demands such 

as space heating demand. Negative values represent thermal gains to the system. The ice store’s change in internal 

thermal energy is represented by a broad column as well. A negative value represents a discharging of the ice store 

and a positive one represents a charging of the ice store. 

The seasonal performance factor of the heat pump within this exemplary result is 4.6 regarding heating supply and 

3.6 regarding cooling supply. The seasonal performance factor for heating is defined as the ration of heating energy 

delivered to the building divided by the demand of electrical heat pump energy during the heating season. The 

seasonal performance factor for cooling is defined as the ratio of delivered cooling energy to the building divided by 

the electric energy demand of the heat pump during active cooling mode or ice store conditioning. 

 

Fig. 5: Energy input (positive inner thin column) and output (positive outer broad column); SH: space heating, BS: buffer stores, ICE: 

ice store (int: internal energy change, amb: thermal environmental gains), CL: cooling PVT,th: thermal gain from sun-air-collectors, 

HP,el.: external electrical energy of heat pumps. 

The influence of the ratio between heat demand and ice store capacity as well as the target date for the ice store 

conditioning on the seasonal course of the state of charge is shown in Fig. 6. 

The seasonal course of the SoC resulting from the simulation results shown in Fig. 5 for a ratio of heat demand to 

ice store capacity of 3.4, is represented by the solid blue line in Fig. 6. In comparison the solid red line shows the 

seasonal course of the SoC for a ratio of heat demand to ice store capacity of 1.7. The lower related heating and 

cooling demand results in a much slower and lower amplitude of discharging and charging of the ice store. 

Fig. 6 also shows the seasonal course of the SoC for two different charging boundaries; solid: CB1 and dotted: CB2 

green line, for a heat demand to ice store capacity ratio of 3.4. Compared to CB1, the ice store is discharged earlier 

using CB2. Since the ice store is only discharged using heating modes during the heating season the ice store can be 

discharged further using CB2 because the buildings heating demand is higher during this earlier time of the year. 

This can potentially reduce the overall electrical energy demand for the heat pumps as the effect on the seasonal 

performance factor for heating is very low, but the ratio of cooling demand and electrical energy for cooling rises 
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from 3.8 to 5.6 when using CB2. 

 

Fig. 6: Seasonal course of the state of charge (SoC) for two different ratios (R) of heat demand to ice store capacity and two different 

charge boundaries (CB1 and CB2) for R = 3.4. 

4.2. Model predictive control (MPC) 

Using the software TRNSYS it is not possible to pause a running system simulation and start a new simulation using 

the actual state of the paused simulation as the initialization state of the new simulation. So in order to perform 

optimization simulations by the MPC new system simulations have to be performed. These new system simulations 

have to be initialized according to the actual state of the main system simulation at the beginning of the present 

prediction horizon. This is possible for most used component models or TRNSYS types respectively. Concerning 

the initialization of TRNSYS Type 56 (building model) the room air temperatures can be initialized, but the 

temperatures of the wall structure cannot. This results in high deviations between room air temperatures during 

optimization simulation and room air temperatures during the main simulation. This deviation is represented in Fig 7 

by the difference between the room temperature of the main simulation and the room temperature of the optimization 

simulation without “settling time”. 

As no alternative building model is available, a so-called transient or settling time was used as an alternative for 

quasi-initialization. Thus, the optimization simulation starts at the beginning of the control horizon minus the settling 

time. During the settling time, the previously determined operation mode course of the main simulation is used. As 

a compromise, the use of a 48 hour settling time is considered to be a reasonable compromise between simulation 

effort and the quality of the initialization of the optimization simulation. 

 

Fig. 7: Comparison between room air temperature and buffer store temperature during main simulation and optimization simulation 

using “settling time” as well as no settling time for room air temperature. 

First exemplary results of annual system simulations using a MPC are shown in Fig 8 in terms of the room air 

temperatures as well as the ambient and heat store temperatures for the heating season. Additionally, the course of 

the operation mode being relevant for heating is shown on the right axis. These first results only show a basic 

functionality as the room air temperatures 1 to 3 demonstrate that the MPC is capable of keeping the set point 
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temperature of 20 °C for most of the heating season. Temperature drops of rooms 2 and 3 at the end of the heating 

season are probably caused by a high temperature rise within the room 1. The difference between actual and set air 

temperature of all 3 rooms is first added up and later evaluated by the target function using weighting factors within 

this simulation. It is estimated that treating all rooms separately by the target function will solve this unwanted 

behavior. 

 

Fig. 8: Exemplarily results for room, ambient and heat store temperatures determined using system simulations applying model-

predictive control (MPC) as well as the mode of operation (see table 1) during heating season (October to April). 

The electrical energy demand of the heat pumps is not reduced by the MPC while keeping the same comfort level as 

using the standard state machine control so far. It is estimated that further adaption of the target function parameters 

will show a distinct increase in the performance of the MPC compared to the actual results. 

The results show that the buffer store temperature mainly ranges between 25°C and 35°C during winter months and 

only occasionally reaches 50°C. The buffer store temperature shows that the buffer store is only heated up when 

increased demand is predicted. In Fig. 9 this behavior can be well observed on day 5 when the buffer store is heated 

up to above 40 °C during the first half of the day but the ambient temperature drops not before the second half. The 

model-predictive control therefore generally exploits the flexibility of the system to shift loads. 

 

Fig. 9: Load shifting effect of the model-predictive control (MPC) in terms of room, ambient and buffer store temperatures 

determined using system simulations applying MPC as well as the mode of operation during one week of heating season (see table 1). 

Further system simulations have shown that using the same weighting factors of the target function for cooling that 

Mode of Operation 

Mode of Operation 
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are used for heating does not result in good control results for cooling in terms of room air temperature not being 

kept under set point temperature. Thus different weighting factors will be determined for heating and cooling. 

At present the disturbance factors are predicted exactly for optimization, meaning the same disturbance factors (e.g. 

weather or thermal gains) are used for main simulation and for optimization simulations. Furthermore, the MPC has 

to be expanded by rules handing large deviations between actual and predicted disturbance factors. 

The use of the system model as a functional mockup unit (FMU) using the functional mockup interface (FMI) was 

no option since TRNSYS version 18 was used and only one tool was available performing FMU model conversion 

for TRNSYS version 17. Co-Simulation using FMI in general could be an option but would does not solve the 

problem of initializing building model walls of TRNSYS Type 56. 

5. Conclusion and outlook 

The introduced 5GDHC network for heating and cooling was modeled using the simulation software TRNSYS for 

system modeling and MATLB® SIMULINK for modeling the standard state machine as well as the model predictive 

control. First results of the system simulation using the standard control show high seasonal performance factors 

(SPF) of the heat pumps of well above 4 during heating season. The seasonal course of the state of charge (SoC) of 

the ice store depends on the ratio of heating and cooling demand to the thermal capacity of the ice store. The variation 

of the target date of the ice store conditioning strongly influences the seasonal course of the SoC and hence the 

heating or cooling capacity of the ice store at the beginning of the heating or cooling period and the SPF of the heat 

pumps accordingly. In order to determine the control parameters for an optimum seasonal course of the SoC a 

parameter study will be performed. The parameter study results will be used to train an artificial neuronal network 

(ANN). The trained ANN can then supply the MPC with optimized control parameters for the SoC boundaries being 

permissible at the current control step. 

In order to further optimize the CDHN control a concept has been proposed to combine a model predictive control 

and an adaptive control strategy in order to further optimize the operation of the CDHN. The aims of both, the MPC 

used for short term optimization can be contradictive to the long term adaptive control part used for conditioning of 

the ice store for the heating or cooling period. Thus the adaptive control strategy overrules the MPC delivering 

permissible boundary conditions for the state of charge of the ice store at any given time during the year. The 

permissible boundary conditions are delivered by the ANN that has been trained with the result of the parameter 

study and returning the control parameters resulting in the optimum seasonal course of the SoC as described above. 

First results of system simulations presented in this paper show that the MPC is generally functional during the 

heating season. Room air temperatures are kept above set point values and load shifting can be observed. The 

weighting factors of the MPC’s target function require further adaption in order to achieve an overall reduction in 

electrical energy demand of the heat pumps. It is estimated that further work on the parametric values of the target 

function will result in a reduction of electrical energy demand. 
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Abstract 

Cold district heating networks distribute heat with few losses or even gains from the heat source to decentralized 

heat pumps in residential districts. These so called fifth-generation district heating systems have the possibility of 

being operated entirely by renewable energies and often use a borehole heat exchanger field as the primary heat 

source. The paper presents a case study and discusses the sustainable dimensioning of borehole heat exchanger 

fields for district heating by means of system simulations with TRNSYS, focusing on the solar regeneration of 

the ground with photovoltaic thermal collectors. The simulation results show that the combination with solar 

regeneration allows the reduction of the ground source by 53 %, increases the efficiency by approx. 5 %, 

minimizes the levelized cost of heat and improves sustainability in terms of long-term operation.  

Keywords: solar regeneration; ground source heat pump; borehole heat exchanger; PVT; 5th gen. district heating 

 

1. Introduction 

Several field studies in Germany have shown that the average seasonal performance factor (SPF) of ground source 

heat pump systems is significantly higher than that of air source heat pump systems (Auer and Schote, 2009; 

Miara et al., 2011; Günther et al., 2020). The difference between the efficiency levels is most significant in winter, 

when the ambient temperatures are lowest and the heat demand is at its peak. Therefore, ground source heat pumps 

with borehole heat exchangers (BHE) should substantially contribute to the future heat supply based on renewable 

resources. With rising market penetration, the interaction of individual BHEs in large borehole heat exchanger 

fields or in a cluster of individual BHE systems is at the focus of scientific discussions (Witte, 2018; Fascì et al., 

2021). The sustainable operation of BHE fields and clusters requires regeneration with solar, environmental or 

waste heat. Persdorf et al. (2015) and Sauter et al. (2021) show that the regeneration with solar energy prevents 

undercooling of the ground in densely populated areas with BHE clusters. However, BHEs for single buildings 

are expensive and especially cold district heating networks with connected heat prosumers can reduce the specific 

costs of the shared BHE field. A number of research projects, like +Eins, SmartQuart, EASyQuart, EnVisaGePlus 

and KNW-Opt, use field tests and simulations to analyze the behavior of cold district heating networks. 

This paper discusses the effect of solar regeneration of a BHE field in a residential district heating system using a 

simulation study with the transient system simulation program TRNSYS. A schematic of the district heating 

concept is shown in figure 1. 

The district comprises 37 multi-family houses (MFH), designed almost according to the Passive House standard, 

with 450 apartments for 800 inhabitants. The heat for space heating (411 MWh), domestic hot water (DHW, 

315 MWh) as well as distribution losses inside the buildings (266 MWh) is provided by heat pumps, which use 

the cold district heating network as the heat source. A BHE field and a photovoltaic thermal (PVT) collector field 

that also allows regeneration of the ground provide the required heat to the network. The BHEs are 150 m deep 

and the cold district heating network has a total length of about 1 km. This type of cold district heating is a so 

called fifth-generation heating network, which means that the transmission temperatures are commonly in the 

range of approx. 5 °C to 25 °C and therefore have relatively low heat losses or even gains. The PVT collectors 

correspond in their design to uncovered thermal collectors, also known as wind and/or infrared sensitive collectors 

(WISC), and thus efficiently supply heat at or below the ambient temperature (0 °C to 30 °C) as well as electrical 

energy (not considered in this paper).  

International Solar Energy Society EuroSun2022 Proceedings

 

© 2022. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientiic Committee
doi:10.18086/eurosun.2022.04.15 Available at http://proceedings.ises.org360



  

Figure 1: The cold district heating network supplies the heat pumps in the MFHs using the ground (BHE field) as a primary heat 

source. The PVT collectors assist and regenerate the BHE field.  

2. Simulation model and boundary conditions  

The heat demand of the district for space heating is simulated with a time step of 15 min in TRNSYS TRNBuild, 

using the properties of the building materials, the shading, the geometry and the ventilation of the buildings. This 

results in an average specific space heating demand of 19.2 kWh/(m²∙a) and a total of 411 MWh for all MFH. The 

demand of the domestic hot water is calculated using the district heating load profiles of the software DHWcalc, 

Version 2.02b (Braas et al., 2020). A demand of 20 l/d per person, based on a hot water temperature of 60 °C and 

a cold water temperature of 10 °C, results in a specific demand of 14.7 kWh/(m²∙a) and a total of 315 MWh for 

the district. Within the building, the heat is distributed by a 2-pipe-system to heat interface units, which can 

provide space heating as well as domestic hot water and simultaneously reduce the required flow temperature to 

approximately 50 °C according to German temperature standards (DVGW, 2004; DIN, 2012). Losses for storage 

and building internal pipe network increase the demand by 266 MWh. Thus, the heat pumps have to deliver 

955 MWh of heat to the buffer storages. To account for simultaneity effects the load profile is aggregated to 1 h-

data. Figure 2 (left) shows the yearly heat load profile for the district before storage. 

  

Figure 2: Heat load profile for the district before storage (left) and simplified exponential fit of the coefficient of performance of 

the heat pump model based on measured data (right) 

The load profile for the total heat demand on the load side of the heat pumps (condenser) is read as an input in the 

following simulation model. The heat pump is modeled with an approximation of the coefficient of performance 

(COP), assuming no dependency of compressor speed. The simplified fit is based on heat pump test results of the 

Heat Pump Test Center in Buchs of the Eastern Switzerland University of Applied Sciences (Wärmepumpen-

Testzentrum WPZ, 2021). The COP is dependent on the condenser outlet temperature ����,���� and the evaporator 
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inlet temperature �	�,
�� (see figure 2, right) according to the following equation: 

����� � 13���.���⋅��� !,"�#$��%#,&'()* + 1      (eq. 1) 

The condenser outlet temperature is constant and set to 51.8 °C, which is a simulated average value needed to 

ensure a flow temperature of 50 °C at the heat interface unit. Using the COP and the current heating load of the 

heat pump condenser, the heat flow rate of the evaporator is calculated as follows: 

,- .�,�/01  �  ,- .�,3456  ∙ 81 9 :
;<�=>

?       (eq. 2) 

The mass flow through the evaporator is controlled by a constant temperature difference of the heat pump 

evaporator of 3 K. To simplify the simulations of the cold district heating network and the heat pumps, all heat 

pumps in the district are combined into a single heat pump. This combined heat pump is located at a common 

connection point with a shared evaporator inlet temperature. To illustrate the method used to model the network 

and the setup of the system simulations, figure 3 shows a map of the district on the left side and a system diagram 

on the right side.  

  

Figure 3: Map of the district with the route of the network and BHE manifold as well as projected positions of BHEs (left) and 

schematic of the source side model of the heat supply system (right). The PVT collector field is integrated in the return flow and 

will regenerate the borehole heat exchanger field. The cold district network and the BHE are hydraulically decoupled.  

The complex structure of the network, consisting of connecting pipes to each building, the cold thermal network 

from the hydraulic separator, the BHE manifolds and the BHE distribution pipes (not shown in figure 3), is 

simplified with the help of a branching factor. To reduce simulation time, the branches of the network are 

aggregated and combined into a single flow pipe and a single return pipe. Similarly, the connectors to the buildings 

and the manifolds and the distributors of the BHE field are aggregated into single pipes for flow and return. To 

account for the branches of the network and to calculate a mass flow through the simulated pipes, we calculate a 

branching factor @A of each subsection of the network. This branching factor is defined by the ratio of the total 

length of the corresponding network B��� and the average length to the connection points B��C: 

@A � D!�!
D('E

         (eq. 3) 

For example, the length of the simulated pipe of the cold network is the average length between the central 

hydraulic separator and all connectors of the MFH. Table 1 contains the average lengths of the simulated pipes 

and the total lengths of the subsections of the network as well as the branching factors. The values for the BHE 

distributors vary depending on the number of boreholes. The values in the table are given for the case of 70 

boreholes. 
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Table 1: Branching factors of the subsections of the cold district heating network. 

Subsection Pipe diameter Average pipe length Total pipe length Branching factor 

Cold network 170 mm 185 m 1054 m 5.7 

Connectors 26 mm 10.4 m 364 m 36.0 

BHE Manifolds 170 mm 116 m 267 m 2.3 

BHE Distributors 

(70 boreholes) 

40.8 mm 35.5 m 617 m 17.4 

For calculating the heat transfer of each subsection of the network, the total mass flow is divided by the branching 

factor of the simulated pipe and the resulting heat transfer of the single simulated pipe is subsequently multiplied 

by the branching factor. To calculate the heat transfer between the cold district heating network and the 

surrounding ground the Buried Noded Twin Pipe model (Type 951) developed by TESS is used. 

Inside the cold network are two circulation pumps. Their power consumptions �
D,	 are modeled depending on the 

mass flow and their respective maximum power consumption: 

�
D � �
D,F�G ∙ 80.2 + 0.8 ∙ F-
F- K(L

?       (eq. 4) 

The maximum power consumption �
D,F�G is calculated from the maximum volume flow, the corresponding 

pressure drop of that part of the network ∆1 and an efficiency of 0.75: 

�
D,F�G � N-K(L∙∆
�.OP          (eq. 5) 

To estimate the pressure drop, the pipe diameters and average pipe lengths were used. For the cold grid and the 

connectors this results in a cumulated pressure drop of 39 kPa. The sum of the pressure drops over the BHE 

manifolds and distributors depends on the number of boreholes. It varies between 59.3 kPa and 66.2 kPa in the 

case of 30 and 70 boreholes respectively. 

The BHE loop is hydraulically decoupled from the evaporator loop by a hydraulic separator. A circulation pump 

ensures a turbulent flow through the BHE field all year long. The turbulent flow, a borehole diameter of 152 mm 

and a shank spacing of the double U-tube heat exchanger of 60 mm result in an internal borehole resistance (Q�) 

of 0.29 (m∙K)/W, an external borehole resistance (QA) of 0.09 (m∙K)/W, and an effective borehole resistance (QA
∗) 

of 0.0978 (m∙K)/W. These values are calculated with the software Earth Energy Designer (EED). The ground 

properties are provided by a thermal response test. The test results for the depth of 150 m show an average 

undisturbed ground temperature of 12 °C. The thermal conductivity of the ground is specified as 2.1 W/(m∙K), 

the volumetric heat capacity amounts to 2200 kJ/(m³∙K), and the density is estimated at 1650 kg/m³. The measured 

effective borehole resistance is at 0.08 (m∙K)/W and thus corresponds very well with the calculated values. 

The initial design of the BHE field includes 70 boreholes of 150 m depth each. This is the maximum number of 

boreholes, that can be built on this site. The location of the individual boreholes is determined by the positioning 

of buildings, property lines, and other open space planning of the district. The initial configuration design with 70 

boreholes is shown on the left side of figure 4. In a parameter study, the number of boreholes is varied between 

30 (4500 m total length) and 70 (10500 m total length) in steps of five boreholes each, resulting in nine variants. 

For the variants, the outer most boreholes are successively removed from the field. The resulting configuration of 

30 boreholes is exemplified on the right side of figure 4. 
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Figure 4: Exemplary BHE field configurations for the parameter study: 70 boreholes on the left side and 30 boreholes on the right 

side. Each quadrant has a length of 50 m. 

The regeneration of the ground is implemented by using PVT collectors, which are incorporated on the return line 

to the borehole heat exchanger field. The thermal efficiency parameters of the PVT modules are specified by 

Chhugani et al. (2020) and are shown in table 2: 

Table 2: Thermal efficiency parameters of the PVT collector for the open circuit state. 

Parameter Value Unit Definition 

S� 0.632 - zero-loss efficiency of PVT, 0.53 (@MPP) 

T: 19.08 W/(m²∙K) Heat loss coefficient of PVT / c1 

TU 3.69 J/(m³∙K) Wind dependency of heat loss coefficient / c3 

T� 0.126 m/s wind correlation of optical efficiency of PVT collector 

The collector field has a slope of 30° and is facing directly south. For the parameter study, the collector area is 

increased in steps of 100 m² from 0 m² (without regeneration) to 900 m². These ten variants combined with the 

variations of the BHE field result in a parametric array of 9x10, a total of 90 simulations. 

The energetic evaluation criteria of the simulations are the sustainable use of the ground and the efficiency of the 

heat pumps. In order to ensure a sustainable operation of the geothermal source, the requirements for the use of 

the ground and the operational restrictions of borehole heat exchangers have to be fulfilled. In Lower Saxony, 

Germany, the minimum BHE inlet temperature is limited to -3 °C at its peak and to 0 °C for a monthly average 

(base) to avoid frost conditions in the filling material of the boreholes (Jensen et al., 2022). In contrast, we chose 

the lowest temperature in the system (evaporator outlet) to incorporate a safety margin. In addition, any long-term 

increase in groundwater temperature should be avoided. When regenerating the BHE field, this can be achieved 

if less heat is injected into the ground than extracted. The PVT collectors deliver heat if the temperature hysteresis 

is 5 K (on) and 2 K (off).  

The simulation period as well as the evaluation period is set to 50 years to ensure a long-term operation of the 

ground source.  

The efficiency is evaluated based on the average SPF of the simulation period. The selected evaluation boundaries 

are decisive for this criterion. In the frame of the IEA SHC TASK 44, Malenkovic et al. (2013) give an overview 

of the different evaluation boundaries and their suitability for the comparison of different heat supply systems 

with heat pumps. Gehlin et al. (2022) specify the system boundaries explicitly for ground coupled heat pump 

systems as part of the IEA HPT Annex 52. Two system boundaries were chosen to assess the efficiency of the 

system configurations. The first boundary H1 includes only the heat pump without auxiliary energy (V�W�:). In 
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addition to the heat pump, the second selected system boundary H2+ includes electrical energy for the circulation 

pumps and fans on the source-side as well as solar regeneration (V�W�UX). 

3. Simulation results 

To evaluate whether the individual parameter variation complies with the minimum temperature requirements, 

the lowest monthly average fluid temperature at the outlet of the evaporator (figure 5, left side) and the lowest 

hourly evaporator outlet temperature (figure 5, right side) are considered. The heat pump systems are designed to 

operate in monovalent mode. Therefore, configurations that do not meet the minimum temperature requirements 

are prohibited and marked grey. 

  

Figure 5: Minimal monthly average evaporator outlet temperature (left) and minimal hourly evaporator outlet temperature 

(right), A: 70 borehole heat exchangers and 80 m2 PVT collectors, B: 33 borehole heat exchangers and 690 m2 PVT collectors. 

When combining the two minimum temperature requirements the base load is almost exclusively the significant 

criterion. Only for the smallest BHE field configuration with 30 boreholes, the peak load is the decisive criterion 

(see figure 6). This can be explained by the fact that a smaller number of boreholes results in a lower usable heat 

capacity of the surrounding ground to support the heat extraction peaks. Thus, the entire parametric array can be 

divided into an approvable and a non-approvable (grey) section. Notably, a BHE field with 70 boreholes is not 

sufficient to be operated without regeneration. The interpolated minimal PVT collector area needed to operate this 

BHE field is 80 m2. This is the base scenario for our further evaluation. 

 

Figure 6: Combined minimum temperature requirement for both base and peak load 

 
F. Weiland et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

365



The resulting efficiencies of the parameter array are shown in figure 7. The left side features the SPF for the heat 

pump V�W�:, and the right side features the efficiency of the heat pump including the source-side V�W�UX. 

  

Figure 7: SPF of the heat pumps YZ[\] (left) and including the source-side YZ[\^X (right) for different no. of BHEs and PVT 

collector areas. The configurations in the grey area do not meet the sustainability criteria for minimum temperatures, A: 70 

borehole heat exchangers and 80 m2 PVT collectors, B: 33 borehole heat exchangers and 690 m2 PVT collectors. 

The results in figure 7 left show that the performance of the heat pump SPFH1 improves both with increasing 

number of boreholes and with increasing PVT collector area. Increasing the number of boreholes by 5 (≙750 m) 
results in an increase of the efficiency by roughly 0.02. Solar regeneration improves the efficiency of the system 

approximately by 0.05 per 100 m². In the base scenario of 70 boreholes and 80 m2 of PVT collectors an SPFH1 of 

3.47 is achieved. By using additional 610 m² of PVT panels, the length of the BHE can be reduced by 53 % from 

70 to 33 boreholes, or 10500 m to 4950 m, and simultaneously raise the heat pump efficiency to 3.61. 

When considering the electrical energy consumption of the circulation pumps on the source side SPFH2+ (figure 7 

right), the lines with constant efficiency show an optimum. For a given PVT area the efficiency shows a flat 

minimum, which lies in the range between 45 to 60 boreholes. Due to the higher consumption of the BHE loop 

circulation pump at higher borehole count, a further increase of the geothermal plant while maintaining the same 

PVT area, does not improve the V�W�UX. 

To further evaluate the results towards a sustainable operation, the net heat extraction from the ground is 

investigated. The net heat extraction ,�
�  corresponds to the total heat extraction from the ground ,`�a,���  minus 

the amount of heat that is injected into the ground via the borehole heat exchangers ,`�a,	� during the same 

period: 

,�
� � ,`�a,��� 9 ,`�a,	�       (eq. 6) 

In relation to the total source-side heat at the evaporator of the heat pump ,��,
�� , the net heat extraction results 

in the degree of regeneration @b
C: 

@b
C � c=>,&'()�c#&!
c=>,&'()

        (eq. 7) 

On the left side of figure 8, the achieved degrees of regeneration for the last year of the simulation period are 

plotted. Additionally, the temperature drops over the last five years of the simulation period is shown in figure 8, 

on the right side. These temperature differences refer to the end-of-year temperatures of the 45th and the 50th year 

at the evaporator outlet of the heat pump. A small temperature difference corresponds to a more sustainable 

operation. 
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Figure 8: Degree of regeneration (left) and drop of the heat pump evaporator temperature over the last 5 years (right), A: 70 

borehole heat exchangers and 80 m2 PVT collectors, B: 33 borehole heat exchangers and 690 m2 PVT collectors. 

The highest degree of regeneration is achieved with the smallest number of BHE and the largest PVT collector 

area, but stays below 100 %. Smaller fields have higher regeneration degrees than larger fields, since the system 

is more sensitive to heat loads and the temperatures drops are stronger and thus higher regeneration performances 

are achieved. However, a complete regeneration or even a net heat injection into the ground is not desirable, since 

urbanization has already increased groundwater temperatures. A net extraction from the ground can counteract 

this development to a certain degree. 

A higher degree of regeneration leads to a lower long-term reduction of the system temperatures. Thus, a lower 

temperature difference represents a more sustainable operation. From this point of view, an option with as few 

boreholes as possible and as much PVT collector area as possible is the most sustainable. The impact of 

(un)regenerated systems on the ground can also be seen in the horizontal temperature cuts of the two following 

exemplary variants of 70 BHEs with 100 m² of PVT regeneration and 35 BHEs with 700 m² of PVT regeneration 

after 50 years of operation (see figure 9). 

  

Figure 9: Horizontal temperature cuts at a depth of 75 m after 50 years of operation for a system with low regeneration (left, 

70 BHEs and 100 m²PVT) and a system with high regeneration (right, 35 BHEs and 700 m²PVT) 

4. Cost analysis 

The economic evaluation of the system is based on the static approach of the levelized cost of heat (LCOH) 
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methodology, as defined by Zenhäusern et al. (2020): 

d��. � efgh�iX∑ <k!⋅�:Xb*l!m!no
∑ c=>,"�#p!,!⋅�:Xb*l!m!no

        (eq. 8) 

It includes initial investment costs for the drilling of the borehole heat exchangers, the regeneration with PVT 

collectors and the cold thermal network KINV as well as a subsidy share S of 49 % of the investment costs and a 

further construction cost subsidy. 

The price assumptions are based on information of an associated planning bureau from 2021. Current 

developments of inflation and high price increase are not reflected. The specific investment costs for the boreholes 

q`�a were assumed to be 86 € per meter drilled. For the PVT collectors, only the additional costs compared to 

simple PV modules are considered, since the areas that are not used for PVT collectors will be used for PV 

modules any way. These additional specific costs q�N�  are assumed to be 370 €/m². The 1912 k€ is the investment 

costs for the overall cold thermal network including the pipes, sensors, control units and planning. The investment 

costs are calculated as follows: 

rstN � 1912 q€ + q`�a ∙ 150 x ∙ 5`�a + q�N� ∙ y�N�     (eq. 9) 

The remaining investment costs after deduction of the subsidy and the construction cost subsidy are financed by 

a loan with a term of T=50 years and at an interest rate r of 5 %. The annual operating and maintenance costs OMt 

are dependent on the investment costs: 

�z � 19 q€ + �1070 q€ + q`�a ∙ B`�a + q�N� ∙ y�N�* ∙ 0.0209   (eq. 10) 

Earnings due to selling the PV-electricity are not considered and the operating and maintenance costs are kept 

constant. The electricity price q�B used in the calculations is assumed to be 30 ct/kWh. From these generalized 

assumptions, the Levelized Cost of Heat using the net present value method with the present value 1/ � 18,3 is 

calculated accordingly. 

d��. � �efgh∙�.P:�:�UO |€X<k∙�X}&~∙|&~∙�*
�c=>,"�#$∙��       (eq. 11) 

The resulting heat production costs are shown in figure 10. 

 

Figure 10: Levelized cost of heat, A: 70 borehole heat exchangers and 80 m2 PVT collectors, B: 33 borehole heat exchangers and 

690 m2 PVT collectors. 

The graph shows that solely increasing the PVT collector area is not a profitable option. Thus, for the most 

favorable number of boreholes, the minimum required collector is always the economically best option. The 

results show furthermore that variations with a small array of boreholes and a large PVT area are most cost 

efficient. However, it appears that at about 33 (interpolated) borehole heat exchangers, some sort of tipping point 

may be reached, beyond which further reduction will drive up the minimum required PVT area such that the 

Levelized Cost of Heat will be higher. The economically optimal variant is the one with 33 borehole heat 
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exchangers and 690 m² PVT collectors at below 16.4 ct/kWh. At the current state of the planning process, it seems 

possible to install the optimal 690 m2 of PVT collectors. If there appears an installation limit for PVT collectors 

below 690 m2 in later stages of the planning or construction process it may be necessary to drill more boreholes. 

5. Summary 

This paper presents a case study for the sustainable, efficient and cost-effective dimensioning of a cold thermal 

network with borehole heat exchangers and PVT collectors as the source of a heat pump-based district heating 

concept with 37 multi-family houses. The results of the TRNSYS simulations can be summarized in the following 

three statements: 

 Firstly, small BHE fields with high degrees of regeneration are more efficient than large fields with little 

regeneration. For the operation of the largest possible BHE field with 70 boreholes at least 80 m2 of PVT 

collectors is needed. By using additional 610 m² of PVT panels, the number of boreholes can be reduced 

by 53 % from 70 to 33, and the 50-year average SPFH2+ is simultaneously rising from 3.1 to 3.27. 

 Secondly, small numbers of BHE with large areas of PVT result in the lowest long-term cooling of the 

ground, and thus are the most sustainable option for using the ground as a heat source for district heating 

systems. 

 Lastly, small BHE fields with minimal required regeneration represent the most cost-effective option. 

The lowest heat production cost of 16.4 ct/kWh is achieved for the variant with 33 boreholes and 690 m² 

of PVT collectors. Further addition of PVT collectors to increase system efficiency is not cost effective. 

This concludes that saving boreholes by using regeneration should always be considered in the planning phase of 

large renewable heat supply solutions with heat pumps. 
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Abstract 

 

This work reports the development and year-long performance of an innovative non-tracking asymmetric 

shadeless (NASH) solar collector designed using nonimaging optics. The NASH collector can efficiently convert solar 

irradiance into thermal energy that is suitable for industrial process applications that need temperatures up to 200 oC. 

NASH design eliminates the need for row-to-row spacing as in conventional tilt-installed collectors and can be 

installed on ground and flat or slant roof without wasting any space. The collector has a nonimaging reflector that 

concentrates sunlight (from acceptance angle -75o to 5o from vertical) on the evacuated receiver tube with a geometric 

concentration ratio of 1.72X. Five early prototype modules are fabricated and tested for performance measurement. 

The collectors have demonstrated an optical efficiency of 58-60%, a peak efficiency of 50% while operating at 120 
oC and full-year-average daily solar to thermal conversion efficiency of 42% for the year of 2022, while operating 

around 120 oC. The collectors were also tested at operating temperature of 150 oC and achieved solar-to-thermal 

conversion efficiency of >40%. The thermal energy generation of the collector at or near 120 oC ranged from 1 to 3.5 

kWh/m2/day over the year with lowest in winter months and highest in summer months. 

 

Keywords: nonimaging optics, XCPC, NASH, solar thermal collector, solar thermal energy 

 

1. Introduction 
 

In 2021 out of 97.3 quadrillion BTUs (28516 TWh) total primary energy consumption in US, the industrial 

end use sector accounted for its 35% and was responsible for 30% of the total energy related CO2 emissions in US. 

The majority (40%) of the energy consumption in the industrial sector is provided by natural gas and second to that 

(34%) by petroleum. Moreover, thermal energy consumption in industrial, residential and commercial sectors account 

for 23%, 7% and 4% respectively, of the total primary energy consumption in US (B. Widyolar et al. 2021). About 

33% of this thermal energy consumed in industrial sector is utilized in process applications below 100 oC, about 44% 

between 100-500 oC, 13% between 500-1000 oC and 9% above 1000 oC (McMillan et al. 2021). Solar thermal energy 

technology is a promising renewable energy option to decarbonize these industrial thermal processes applications. In 

solar thermal energy technology, the more common flat plate collectors and evacuated tube collectors are mostly used 

for residential purposes and are not efficient at the temperatures above 80 oC and high-concentration solar thermal 

systems like PTC and Heliostat towers are economical only in large scale installations. Our team led by professor 

Roland Winston has developed and demonstrated the external compound parabolic concentrator (XCPC) technology 

since 2009 at the University of California Merced for applications like food processing (drying), wastewater 

evaporation and solar cooling with double effect LiBr absorption chiller.(B. Widyolar et al. 2021; Ferry et al. 2020; 

B. Widyolar et al. 2014; Milczarek et al. 2017; B. K. Widyolar et al. 2019). XCPC collectors are designed using 

nonimaging optics, can collect solar radiation throughout the day and year-round from a stationary position (non-

tracking) and have no moving parts except for the pump for heat transfer fluid. During module level testing, at peak 

solar irradiance normally incident upon them, XCPCs have efficiently generated thermal energy at 100 oC and 200 oC 

at 60% and 50% solar to thermal conversion efficiency respectively(B. Widyolar et al. 2018).  

In this work we report the development of an innovative variation of XCPC, called non-tracking asymmetric 

shadeless (NASH) collector which has an aperture parallel to the horizontal and can be installed flat on any surface 

without requiring row to row spacing. We have built and tested five prototype modules of the NASH collector each 

with an aperture area of 2.85 m2 at UC Merced research facility in Atwater, CA. Among these five prototype modules, 

two modules are tested for a yearlong performance measurement while operating at ~120 oC, two modules are tested 

using vacuum intact (good vacuum) receiver tubes on one module and vacuum-lost (bad vacuum) receiver tubes on 
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the other module, for performance comparison while operating above 100 oC and the fifth module is tested for 

stagnation with both good and bad vacuum receiver tubes. The NASH collector design including optical parametric 

optical simulations, FEA thermal fluid modeling and the experimental results of all three tests are discussed in this 

paper. 

 

2. Collector Design 

  In this work we have redesigned the optics of external compound parabolic concentrator (XCPC) to develop 

an innovative stationary, non-tracking asymmetric shadeless (NASH) collector that is capable of efficiently converting 

solar irradiance into thermal energy up to 200 oC. The original nonimaging XCPC collectors were installed in a 

conventional tilt design generally at latitude angle tilt, requiring the spacing between the rows to prevent the self-

shading. The proposed new design NASH collector can be installed with horizontal aperture parallel to the ground/flat 

roof/slant roof (with some modification) and eliminates the need for spacing between the rows, thus allowing the land 

area that would otherwise be wasted to prevent row-to-row shading, to be utilized for active solar collection. This 

distinction between tilt collectors and proposed NASH collector is illustrated in Figure 1 left. No row-to-row spacing 

enables the equivalent-sized NASH solar collector array to be installed on a much smaller land footprint than the tilt 

design XCPC collectors. Moreover, this reduces the balance of system (BOS) costs by reducing the pipe lengths, 

insulation length, fluid volume thus reducing system warming up heat and heat losses from the longer pipes otherwise. 

The compact and low-profile flat installation causes low wind load on the collector and reduces structural design 

requirements against high winds. The NASH collectors can be installed on flat roof, slant roof, on ground and on 

façade without need for tilted frames. The collector modules are of robust construction made of Aluminum square 

tube framing and can be stacked on top of each other or be laid on their sides for transportation from one site to 

another. Also, the components can be easily disassembled and transported separately from one site to another site of 

installation.  

 

      
 

Figure 1.(left) Comparison of tilt installed XCPC collectors with row-to-row spacing and proposed shadeless NASH collector (right) 

Design steps of NASH collector. 

The NASH design involves first generating the original XCPC trough for two inputs, a desired absorber 

diameter and acceptance angle, as described in the previous work (B. Widyolar et al. 2018; Winston, Jiang, and 

Ricketts 2018). Then the XCPC is rotated in an anticlockwise direction, usually at an angle equal to the latitude of the 

location to be installed on. Then the right-side reflector curve of XCPC is cut to the height of the left-side reflector 

curve to create horizontal aperture. Then the second similar trough can be placed next to the first one, in contact, 

without causing shading from the first trough, as illustrated in Figure 1 right. The shape of NASH collector shown 

in the paper does not represent the exact design curvature and is sketched only for illustration because of a patent in 

process. 

A NASH collector module with a 2.85 m2 aperture area has a gross land footprint of 3.64 m2, giving the land 

fill-factor of 78%. Design specifications of a NASH module are listed in Table 1. Figure 2 shows a CAD model and 

fabricated prototype of a three-tube NASH collector module. A NASH module has five major components- Frame, 

Reflector (3 troughs), Evacuated receivers (3 tubes) and Manifold. The reflector troughs and receivers are oriented in 

east-west directions just like the original XCPC collectors. Each trough’s aperture can accept the sunlight between the 

acceptance angle of -75o to +5o due south from the vertical, enabling the collection of sunlight between the summer 

and winter solstice without any mechanical tracking. This angle is selected for NASH collector designed for latitude 

range (32-42o) of California USA but can be custom designed for any other latitude locations.  
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In each trough the nonimaging reflector of aperture 498 mm provides the geometric concentration of 1.72X 

at the 90 mm diameter absorber in metal-glass sealed vacuum receiver. The selectively coated Aluminum absorber fin 

(solar absorptance 95% and <8% infrared emittance) in the receiver tube absorbs 95% of the concentrated sunlight 

and limits the infrared re-radiation to less than 8% and the vacuum insulation in the receiver prevents the convection 

heat losses to the environment, thus ensuring efficient operation of the collector regardless of the ambient 

temperatures. The 80 inches long vacuum receiver is a borosilicate glass tube that houses a selectively coated low-

cost Aluminum absorber fin in a decagon cross-section and a copper U-tube fluid channel that is ultrasonically welded 

to the inner surface of the absorber fin to ensure optimal conduction heat transfer from Aluminum absorber fin to the 

U-tube copper fluid channels. The reflectors are low-cost Aluminum sheet metal laminated by Mylar film and shaped 

to a nonimaging concentrator shape. These reflectors are paired with patented metal-glass vacuum receiver tubes and 

assembled on a robust Aluminum ribs and framing.  

    

Figure 2. (left) Solid model of the NASH collector module and (right) prototype module. 

 
Table 1. Design specifications of NASH collector module 

Aperture area 2.85 m2  

Concentration ratio 1.72 X 

Acceptance angle ±40° from 35° Latitude tilt or -75o to +5o from vertical 

Troughs/tube length orientation  East-West  

Land footprint/ Fill factor 3.64 m2 / 78%  

Collector height / weight  1 ft / 88 lbs 

Working temperature up to 200 oC 

 

3. Performance Modeling 

 
Firstly, a curvature of NASH reflector was generated using edge ray principle and string method of 

nonimaging optics by using the absorber size and acceptance angle and steps discussed in Design section. Then the 

corresponding optical model was created in a ray tracing simulation software, Light tools. Figure 3 shows the optical 

model of the NASH collector trough of three design considerations: rotated and cut CPC (proposed design), full 

ACPC (alternative design) and half ACPC (alternative design). A parametric analysis was conducted to compute the 

shape efficiency or the intercept factor by considering ideal optical properties of reflector, glass tube and absorber, 

as a function of solar incidence angle from -90 to +90 degrees that represents the seasonal variation of the Sun’s 

position in sky. An ideal solar collector will have shape efficiency/intercept factor of 1 for all angles within the 

acceptance angle. All three designs of NASH collector are developed to accept/collect the solar radiation incident 

from the range of -75° (rays coming from the left side of the vertical, representing solar incidence during equinox, 

winter solstice and most of the summer) to +5° (right side of the vertical, representing solar incidence during peak 

summer). 

Again, the optical efficiency was also computed by assuming the incident light had a ±0.25° beam angle to 

approximate the solar disk angle, a reflector with 88% reflectance (Mylar film), a Borosilicate Glass tube envelope 

with Fresnel losses (4% loss on both glass surface) and the absorptance of the selectively coated absorber as 95%. 

The shape efficiency or intercept factor and optical efficiency of different designs of NASH collector are shown in 

plots in Figure 4 and Figure 5. The optical efficiency is the average of these shape efficiency/intercept factor at 
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different solar incidence angles within the acceptance angle range. The average optical efficiency of the NASH 

collector was computed to be 70%. 

 

  
 

Figure 3. Ray-tracing simulations of different NASH collector designs: (left) Rotated and cut CPC, (middle) Full ACPC  and (right) half 

ACPC  

 

Figure 4. Intercept factor of different designs of NASH collector as 

a function of solar incidence angle 

 

 
Figure 5. The optical efficiency of different designs of NASH 

collector as a function of solar incidence angles. 

Using the average optical efficiency and the energy balance of incident solar power on to the absorber, 

thermal losses from the absorber at elevated temperature the theoretical thermal model of the NASH collector was 

developed and is shown in Figure 6. The plot shows the average optical efficiency from optical model (~70%) and 

the estimated solar to thermal energy conversion efficiency using the 25 g/s flow rate of 50/50 water/propylene glycol 

heat transfer fluid (HTF) under 1000 W/m2 solar irradiance, at different working temperatures. The efficiency of the 

collector keeps decreasing as the working temperature increases and the collector stagnates (zero efficiency) at 370 
oC.  Figure 7 shows the solar-to-thermal conversion efficiency plot of the proposed NASH collector at standard solar 

irradiance of 1000 W/m2 and the lower levels of solar irradiances. The same collector will perform with lower thermal 

efficiency at the same temperature and will also stagnate at lower temperature. Figure 8 shows the solar-to-thermal 

performance of NASH collector at solar irradiance of 1000 W/m2 for varying flow rates of 50/50 water and propylene 

glycol. The curves show that the turbulence of HTF in the fluid channels is very important for efficient heat transfer 

from fluid channel walls to the HTF. 
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Figure 6. Modeled instantaneous solar-to-

thermal efficiency of NASH collector with 25 

g/s flow rate of 50/50 water/propylene glycol 

HTF under 1000 W/m2 solar irradiance. 

 
Figure 7. Solar-to-thermal performance of 

the NASH collector with a 25 g/s flow rate 

of 50/50 water/propylene glycol HTF under 

varying solar irradiance. 

 
Figure 8. Solar-to-thermal performance of 

the NASH collector with 50/50 

water/propylene glycol HTF under 1000 

W/m2 solar irradiance at varying flowrates. 

Then, using the hourly solar resource data from TMY3 database for Merced, CA, an annual model was 

created which shows the daily solar energy available (solar insolation KWh/m2/day), the solar energy absorbed by the 

collector at its optical efficiency also in (kWh/m2/day) and the thermal energy generation (kWh/m2/day) by the NASH 

collector while operating at 150 oC and are plotted in Figure 9(left ). Moreover, the solar thermal power available, 

solar thermal power absorbed at optical efficiency and solar thermal power generated (at 150 oC) throughout the day 

in March 20, 21 and 22 of a typical year are shown in Figure 9(right). This thermal generation is obtained by 

subtracting the radiation losses from the collector at the operating temperature (here 150 oC) from the solar power 

absorbed by collector at its optical efficiency. The model does not consider the thermal losses from plumbing, storage 

tanks and other parasitic losses that depend on installations and thermal load types. 

     

Figure 9. (left) Modeled daily available solar energy using TMY3 Global Horizontal Irradiance data, optical generation (energy absorbed 

by collector) and useful thermal energy carried by HTF while operating at 150 oC, all in KWh/m2/day, from NASH collector in Merced, 

CA. (right) The solar incident power, absorber power and thermal generation (at 150 oC system operation) by two NASH modules (6 

troughs, 6 tubes) 

Moreover, FEA simulations were performed in COMSOL Multiphysics to determine the absorber fin 

material and the fin thickness. The thermal energy is generated at the absorber fin by the impingement of concentrated 

sunlight. This heat then transfers from the fin surface to the fluid channels (via conduction) through the 5 mm wide 

ultrasonic weld (contact surface of fluid channel and fin). Then the heat transfers from the inner surface of fluid 

channel to fluid by internal forced convection. The concentrated heat flux input was assigned to the specific boundary 

of the decagon absorber fin. The radiation boundary condition was applied to the full surface of the decagon absorber, 

the convection boundary condition (h) was applied to the inside surface of the fluid channels and the conduction was 

considered in all solids. The model was then meshed and computed for temperature distribution. The simulated 

stagnation temperature at the decagon shape absorber fin and U tubes are illustrated in Figure 10 where it is seen that 

the highest temperature at absorber fin is 370 oC which is at the region of absorber fin where the sunlight is 

concentrated (at right surface of decagon fin) at vertical solar incidence and at the fluid channel is ~330 oC. Figure 11 

shows the temperature distribution at absorber fin and fluid channel when a 50 oC water flows through the fluid channel 

(copper tube) at 100 g/s. Figure 12 shows the temperature distribution at absorber fin and fluid channel when a 200 
oC duratherm oil is flowing through the collector at 100 g/s. There is approximately 40 oC temperature gradient 
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between the hottest spot in the absorber fin (a section of decagon absorber fin where concentrated sunlight impinges) 

and the U tube fluid channel. Eventually after conducting the FEA simulations and considering the much lower cost 

of Aluminum and yet its decent conductivity, an Aluminum absorber fin of 0.4 mm thickness and Copper U tube fluid 

channel of 6.5mm ID, 8 mm OD were selected for manufacture. 

 

 
Figure 10. Stagnation temperature of 

aluminum fin and copper tube fluid 

channel 

   
Figure 11. Fin and fluid channel 

temperatures as 50 oC water flows through 

the tubes at 100 g/s 

 
Figure 12. Fin and tube temperatures as 

200 oC duratherm oil flows through the 

tubes at 100 g/s 

4. Experimental Results 
4.1.  Stagnation Temperature 

 
To measure the highest collection temperature of the collector, a NASH module with one good vacuum 

receiver tube and two vacuum-lost receiver tubes, referred to as bad vacuum tube, was tested to stagnate on Sun with 

no heat transfer fluid moving through the collector, shown in Figure 13. In this case, the only heat lost by the absorber 

is the infrared thermal radiation emitted by the selective coated absorber in the vacuum tube. The top tube is non-

evacuated and provides the maximum temperature achieved by a receiver tube that has lost its vacuum. The middle 

tube is evacuated, providing the maximum temperature achieved by the receiver tubes. Temperatures are measured 

using thermocouples directly inserted into the heat transfer fluid channels, so they are roughly in the middle of the 

tube, along the length. The evacuated tube has two thermocouples, one inserted in the receiver tube channel facing the 

short reflector length and one inserted into the opposite receiver tube channel facing the long reflector length (higher 

concentration ratio of light focused onto this side). The stagnation temperatures of these good and bad vacuum tubes 

were measured from June 8th to July 20th, 2022. The module under stagnation and the stagnation temperature data are 

shown in Figure 14. The evacuated receiver tube on a cleaned collector reached a maximum stagnation temperature 

of up to 330 oC and remained >300 °C even on partly cloudy days and with dusty reflectors. The bad vacuum or non-

evacuated tube reached a temperature of about 230 °C.  

We performed a more than a month-long stagnation test of the collector as destructive testing to understand 

the worst-case operating condition of the collector. In real world installation, the solar thermal array and the heat 

transfer fluid loop should be engineered to avoid stagnation. Stagnation of solar thermal array can occur if the HTF 

pump stops either due to power outage or pump failure. This causes the stagnant overheating of heat transfer fluid and 

extreme pressures build up inside the collectors’ fluid channels and fluid handling system. This could cause 

undesirable thermal loop expansion, a plumbing system failure, equipment failure and personal injury. The stagnation 

control strategy such as installation of mechanical pressure relief valve (PRV) at the outlet is important to prevent 

system failure due to pump-failure stagnation. Whereas sometimes the high temperatures can build up when heat 

transfer fluid cannot dump heat to the load. In this case, a temperature control heat dump (radiator and fan) should be 

installed to control the temperature rise in the solar array. 
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Figure 13. (left) A NASH module with two bad vacuum receiver tubes and one good vacuum receiver tube under stagnation test, and 

closeup of thermocouple wires inserted into a receiver tube and (right) the stagnation temperature plot. 

4.2.  First Two Prototype Modules (Full Year Testing) 

 

The first two prototype modules (Aperture area 2 x 2.85m2=5.7 m2) of NASH collectors were connected in 

series and set for long-term performance measurement while operating above 100 oC.  Figure 14 shows the first and 

second prototypes of NASH collectors undergoing long-term testing. A solar circulating pump station (SRS-145-5.1) 

is used to circulate the heat transfer fluid(water) through the collectors and internal copper heat exchanger coils in the 

53-gallon solar hot water tank (DUDA Solar). The pump control system turns the pump on every morning when the 

solar sensor measures the irradiance of 150 W/m2 or if the solar loop fluid goes below 0 oC (for freeze protection) and 

keeps the pump turned off otherwise. During sunny hours, the water in the tank is indirectly heated by the HTF in heat 

exchanger coils. The water in the tank is free to evaporate out of the tank-top opening to the atmosphere as it is heated 

to 100 oC by the circulating HTF. The mass flow rate in the loop is measured by using a Coriolis flowmeter with 

frequency output. A PSP solar sensor (voltage output) placed on the same horizontal plane as the collector aperture 

measures the incoming Global Horizontal Irradiance (GHI). Temperatures at the collector inlet/outlet and tank 

inlet/outlet are measured by thermocouples directly inserted into the flow path. The data is logged every 5 seconds 

using the DI 808 web-based data logger from DATAQ instruments. Loop pressure was measured using an absolute 

pressure transmitter with a 0-5 V signal output.  

 

        

Figure 14. Prototype 1 and 2 undergoing long-term testing at temperatures >100 oC 
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Every 5 seconds, the GHI, collector inlet/outlet temperatures and flowrate are recorded. The thermal power 

absorbed by the HTF is calculated by the product of mass flow rate, specific heat capacity and temperature rise in the 

collector inlet/outlet. The thermal power absorbed is divided by the incident solar power (product of GHI and collector 

aperture) to give the instantaneous solar to thermal conversion efficiency. 

 η =
mcp(To−Tin)

GHI∗Collector Aperture Area
    (eq. 1) 

 

               
Figure 15. Instantaneous plot of GHI, collector and tank inlet/outlet 

temperatures, mass flowrate and loop pressure 

       
Figure 16. Instantaneous plot of incident solar power, thermal 

power generated and the instantaneous efficiency. 

Figure 15 and Figure 16 show the instantaneous plots of operating temperatures and instantaneous incident 

solar power, thermal power generated by the collector and the instantaneous efficiency of the collector. Then for each 

full day, the area under the thermal generation curve (power x timestep = kWh) is divided by the area under incident 

solar power (also in kWh) to obtain the solar to thermal conversion efficiency of that day, called daily efficiency. For 

each month these daily efficiencies and other measurements were consolidated and plotted for the full month starting 

in Figure 18. The left plot on each figure shows the daily data such as maximum ambient temperature, maximum 

temperature on solar HTF, maximum tank temperature, maximum and minimum loop pressure, and maximum wind 

speed. The right plot shows the solar insolation (KWh/m2) measured every day.  

Figure 17 shows the performance data measured during the month of January. Due to the ambient 

temperature below 0 oC during January, the loop did not go above 100 oC except during one temporary stagnation that 

recorded higher temperature. Average daily efficiency for the month of January was 49%. 

  
Figure 17. January performance measurement 

Figure 18 shows the performance in June, which was also as expected, and the average daily efficiency in June was 

42%. 
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Figure 18. June performance measurement 

Figure 19. shows the performance in July, which was also as expected, and the average daily efficiency in July was 

45%. 

  
Figure 19. July performance measurement 

These measurements were recorded for each day in the year 2022 starting January 01 to Dec 31. The 

collectors were cleaned on the first day of each month. The monthly averages of modelled solar, measured solar, 

modelled thermal generation, measured thermal generation are also calculated and plotted in Figure 20. It seems that 

thermal energy generation by NASH collectors (purple line) ranges between 1 kWh/m2/day in the winter months to 

upto 3.5 kWh/m2/day in summer months. The measured thermal generation seems to be approximately equal to 42% 

of total measured solar insolation (GHI), which is shown as new model curve. Due to the horizontal aperture NASH 

collector collects maximum solar insolation during the summer months when the cosine effects are minimum. The 

daily thermal energy generation by the NASH collector averaged over 365 days was 2.16 kWh/m2/day, which means 

1 square meter aperture of NASH collector will generate ~800 kWh of thermal energy at or near 120 oC, over a full 

year. The daily solar insolation in test location in Atwater, California averaged over all 365 days was 5.16 kWh/m2/day.  

 

Figure 20. A yearlong performance of 2 modules of NASH collectors 
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The NASH collector module performance turned out to be 77% of the originally modelled performance. 

The 23% difference can be attributed to the optical transmission losses due to fabrication and assembly errors, 

soiling in reflectors and glass tube, heat losses from manifold and lower than modelled solar irradiance. In January 

and February, it is seen that the collector is producing more than expected because in these winter months, the 

collector was operating under 100 oC and was producing more energy than modeled for operating at 120 oC.  

4.3.  Third & Fourth Prototype- Good Vacuum and Bad Vacuum Test   

 

  A separate test loop was set up for performance measurement of the third and fourth prototype modules. The 

experiment aimed to understand the difference in the performance of module #1 good vacuum collector and module 

#2 bad vacuum collector at temperatures as high as 150 oC. The test loop setup is shown in Figure 21, and the test 

started in June 2022. Module #1 on the right has three evacuated receiver tubes and module #2 in the left has three 

non-evacuated receiver tubes. A preheater calorimeter is installed before the collector modules such that the 

calorimeter, module #1 and module #2 are plumbed in series. The heat transfer fluid (Water) first goes through 

Calorimeter, then to the good vacuum tube collector, then to the bad vacuum tube collector, and recirculates, thus has 

a same flow rate for all three systems. The thermocouples were placed at inlet/outlet of calorimeter, outlet of module 

#1 and outlet of module #2. The thermocouple at outlet of the calorimeter would serve as the inlet temperature of the 

fluid entering the good-vacuum module. The outlet of the good-vacuum module would be an inlet of the bad-vacuum 

module. Finally, the outlet temperature of the bad vacuum modules was measured. Also, the Global Horizontal 

Irradiance was measured by the PSP placed at the horizontal plane. The calorimeter served as the flow rate 

measurement device. By measuring the current (Ic) and voltage (Vc) at the calorimeter terminals, using their product 

as input thermal power, and using specific heat capacity of water and using the inlet and outlet temperatures at 

calorimeter, we could calculate the flow rate in the loop. The calorimeter was insulated and assumed that the electrical 

power in the calorimeter was fully converted to heat.  

To account for any heat loss from the calorimeter or the thermal energy not transferred to the fluid going 

through calorimeter, we measured the temperature gained by fluid across the calorimeter inlet/outlet while Calorimeter 

is on and measured the temperature drop of fluid across the calorimeter inlet/outlet while Calorimeter is intentionally 

turned off and added these and equated with the Calorimeter input electrical power. This will give us the accurate 

mass flowrate across the loop. The temperature drop across the calorimeter while it is turned off during high-

temperature operation is essentially the heat loss from the calorimeter at that temperature, which is not actually being 

utilized even while it is turned on and hence should be deducted from the calorimeter power (IV) to accurately 

calculate flow rate. 

IcVc = (mcp(Tco − Tci))
Cal on

+ (mcp(Tci − Tco))
cal off

  (eq. 2) 

By calculating the flow rate from the above equation, the instantaneous solar thermal efficiency of both good vacuum 

and bad vacuum collectors were calculated using the temperature rise across these modules.  

η =  mcp(To − Tin) /GHI ∗ Collector Aperture Area     (eq. 3) 

 

Figure 21. East-west oriented third and fourth prototype NASH collector modules during on-Sun test with Calorimeter. 
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The efficiency is plotted against mean temperature of the collector (the average of the collector inlet and outlet) and 

against the reduced temperature (T*) as shown in Figure 22 (left) and (right) respectively. Reduced temperature 

𝑇∗ =
𝑇𝑚−𝑇𝑎

𝐺𝐻𝐼
  where Tm is a collector mean temperature (average of inlet and outlet temperatures) is a normalized 

temperature parameter that incorporates the combined effects of operating temperature, ambient temperature, and 

variable solar radiation to the instantaneous efficiency. The instantaneous efficiency of solar thermal collectors is 

generally plotted against this parameter. The collector demonstrated an efficiency >40% at temperatures above 100 
oC and up to 150 oC. We can also see that the vacuum integrity of the receiver tubes is very important for efficient 

operation of the collectors. The distinction in the performance of good and bad vacuum collectors can be seen even at 

the operating mean temperature of 50 oC. The efficiency of a bad vacuum module is significantly lower than that of a 

good vacuum module beyond operating temperatures of 100 oC.  

 
 

Figure 22. (left) Thermal efficiency at different mean fluid temperature, for good vacuum and bad vacuum collectors and (right) thermal 

efficiency as a function of reduced temperature parameter. 

To summarize, in all five prototype modules we notice that the measured efficiency is lower than the modeled 

efficiency.  This is mainly because of the imperfections in the reflector fabrication, meaning the exactness of reflector 

curvature. Imperfect reflector curvature reflects the incoming solar radiation away from the absorber thereby reducing 

the optical efficiency. The modeled optical efficiency was about 70%. However, the measured optical efficiency is 

around 56-58%. As the operating temperatures go higher, the solar-to-thermal energy conversion efficiency reduces 

due to thermal radiation loss from the collector. In Figure 23 we can see the blue color of the sky on the reflectors 

instead of the dark blue color of the absorber. This means that the light incident on those sky-blue parts of the collector 

from your viewing angle or camera angle will not be directed to the absorber and will be reflected to the sky. 

Furthermore, soiling is a very important factor that reduces the efficiency of the collector, especially when the 

collectors are installed around dusty environments like farmland and construction regions. In addition to the working 

temperature, the efficiency can be impacted by ambient temperature, wind conditions, incident solar irradiance and 

dust level on the collector; hence, the efficiency is not consistent even for the same operating temperatures on different 

days. 

 

Figure 23. Gap losses and other optical losses due to reflector imperfections in NASH prototype modules. 
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5. Conclusion 

 
We presented optical design and modeling and thermal performance modeling of the NASH collector at 

elevated temperatures. The NASH collector could readily achieve the optical efficiency of ~65-70% if they are 

developed using standard manufacturing methods where the optical imperfections due to fabrication errors and gap 

losses are avoided. Moreover, we presented the results of experimental testing of prototypes 1 & 2, 3 & 4, and 5. We 

reported that the NASH collector with 1.72X concentration ratio achieved a stagnation temperature of  up to 330 oC, 

optical efficiency of 56-58% (on early prototypes), an instantaneous peak efficiency of 50% while operating at 120 
oC and average daily efficiency of 42% in the Year 2022, while operating around 120 oC. In the good vacuum versus 

bad vacuum module testing the NASH collectors operated between 100 oC and 150 oC and achieved solar-to-thermal 

conversion efficiency of >40%. We understood from the good vacuum and bad vacuum modules experiment that the 

vacuum integrity is crucial at high temperatures for efficient operation, however, bad vacuum tubes collector still can 

provide positive heat generation at temperatures up to 230 oC. These prototype modules had optical imperfectness due 

to early-stage fabrication methods that can be improved in the future. We have not observed any problems with the 

collectors in the instances of weather conditions like snowing in Winter, high winds on test site recorded up to 55 mph 

and stagnation with HTF measuring up to 260 oC and high pressure (100 psi relief valve). The team is working towards 

employing low-cost materials and manufacturing methods to reduce the Levelized cost of heat (LCOH) of these 

collector systems. 
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Abstract 

Steam generation significantly contributes to the energy demand in industry since steam is widely used as energy 

carrier. To cope with energy efficiency measures, it becomes crucial to recover the waste heat as it is an inevitable 

product. Thus, the incorporation of a heat pumps might assist in this recovery for steam generation applications. In 

this work, the industrial steam generation with the aid of a heat pump is investigated. The integration of the heat 

pump into the process is realized for three main approaches: 1) direct steam generation, 2) steam generation with a 

flash tank and forced circulation and 3) steam generation with a drum for natural circulation. In the second approach, 

a circulation pump is needed. The last approach relies on natural circulation. This work conducts a simulation-based 

analysis to examine the performance of 4 configurations. The findings reveal a promising applicability of such 

systems with notable performance, which allows in promoting the energy efficiency measures in industry with great 

savings in CO2 emissions compared to a conventional steam generation system (e.g. gas-fired steam generator).   

Keywords: Heat pump, steam generation, natural circulation, flash tank, plate heat exchanger, plate and shell heat 

exchanger. 

 

1. Introduction 

Nowadays, the decarbonization of the industrial sector is broadly discussed and profoundly stressed out due to the 

increasing awareness against climate change, pollution and depletion of fossil fuels. Thus, several states began to 

introduce a set of policy measures in order to pave the way for a smooth transition to a low-carbon, sustainable and 

affordable energy future (Singh Gaur et al., 2021). If properly defined, such measures should ultimately lead to the 

decarbonization of the several energy sectors. Amongst others, industry sector arises as one of the most energy-

intensive sectors that plays a significant role in emissions when fossil fuels are used (Kim, 2022). Thus, the industrial 

sector inevitably is no exception in any decarbonization plan. Subsequently, many states worldwide started 

embarking ambitious goals for expanding the share of renewable energy resources (RES) in their future energy 

system scheme. In this context, it is noteworthy to highlight that the share of RES is increasing in the electricity mix 

and, therefore, electrification might be a viable option for the aimed sustainable energy future (Kim et al., 2022). 

Amongst others, industrial steam generation accounts for a significant share in the industrial applications due to its 

emergence as an interesting energy carrier for applications in which process heat is demanded and, subsequently, is 

extensively consumable in the industry (Liu et al., 2022). Often, steam (elevated temperature, superheated) is highly 

desirable in several industrial applications such as drying, refining and food processing. Steam can be offered for 

industrial applications by means of several methods: 1) offsite generation and transferred to demand side, 2) 

conventional boilers and 3) combined heat and power (CHP) systems (Kang et al., 2019). In the first method, steam 

might lose its quality when transported due to heat losses. As for conventional boilers, they exploit the combustion 

of natural gas and, subsequently, they contribute to greenhouse gas emissions (GHG). Likewise, CHP units might 

tend to use natural gas as fuel for large portion of its installations. 

Noticeable is that the foregoing methods significantly rely on the combustion of fossil fuels (e.g. natural gas) to 

achieve high-temperature steam. This will lead to an increase in emissions with other drawbacks, e.g. violation to 

security of supply due to increase in gas prices as seen after Ukraine crisis. Inevitably, one of the key measures to 

achieve industrial decarbonization and independency from conventional fuels is the increase in energy efficiency 

measures for steam generation given its tremendous potential. In this context, waste heat recovery (WHR) arises as 

a promising measure for efficient steam generation due to its capability to utilize medium to elevated temperature 

heat sources for steam generation (Broberg Viklund and Johansson, 2014). 
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Subsequently, heat pumps are commonly attractive solutions for enhancing process energy efficiency via waste heat 

recovery, lowering pollutant emissions, and improving the utilization of primary energy resources (Arpagaus et al., 

2016). Thus, several policy makers have paid notable attention to such technology due to its key role in the 

achievement of sustainable energy future. In this regard, heat pump technology is powered by electricity to lift the 

heat captured from industrial waste heat at low temperature level to medium or elevated temperature level. Owing to 

its low environmental impact and desired energy efficiency, this work examines the potential of heat pumps assisted 

steam generation and quantifies four configurations for heat pump integration to achieve high steam quality.  

2. Literature review 

Despite the low expansion level for heat pumps in industry, adoption of such a technology is drastically increasing 

besides the soaring in the gas prices, which might later lead to undesired impacts (e.g. increase in product unit prices 

due to increase in OPEX). The significant importance of heat pump technology is owed to its potential to reduce 

emissions by reuse of industrial waste heat and use of electricity (or surplus electricity from RES) to lift the waste 

heat to higher temperatures and use it for industrial applications. As a result, it is anticipated that heat pump 

installation will witness a drastic deployment in the coming years. 

In this context, steam generation with the aid of heat pumps has been widely discussed in several research studies. 

For instance, (Liu et al., 2022) recently suggested a new concept for high-temperature heat pumps for efficient and 

economic steam generation applications. The work revealed the capability of the proposed heat pump to produce 

steam with temperatures up to 154°C and this generation can be realized with a cascade energy inputs. Aiming at a 

novel high-temperature heat pump, (Mateu-Royo et al., 2019) proposed a layout with a modified scroll compressor 

and an internal heat exchanger. The work conducted a steam generation analysis with the refrigerant “HFC-245fa” 

and, accordingly, the heat pump was capable to produce steam with a temperature of 140°C.  

On their part, (Meroni et al., 2018) paid considerable attention to the design of heat pump compressors in order to 

reduce the energy input with higher operation performance. The work presented a mean-line model for centrifugal 

compressors design, optimization and analysis. The model was later validated against a set of design and off-design 

conditions. The work revealed the potential of multi-stage compressor with steam as working medium for achieving 

the highest performance compared to other counterparts. For steam generation with the aid of heat pumps including 

a flash tank, (Chen et al., 2021) proposed such a system for deep recovery of waste heat and conducted a techno-

economic analysis to show the potential and generation capacity of the suggested system. The outcomes highlighted 

the prominence of the proposed system for efficient and feasible recovery of the waste heat. 

Owing to their importance, heat exchangers (i.e. condenser and evaporator) design is a crucial aspect in industrial 

heat pumps. This is attributed to the resulting heat transfer coefficient and the heat transfer area. In this regard, plate 

heat exchanger (PHE) found its place favorably in several industrial applications such as chemical processes and 

food processing due to its low cost and high heat transfer performance resulting from high heat transfer area to 

volume ratio for such heat exchangers and,, thus, PHEs are characterized with design compactness (Abu-Khader, 

2012). Yet, PHEs are often limited in the operation range (temperature and pressure) and, thus, they are not suitable 

for high-temperature industrial applications (> 150°C). Besides, they are prone to fouling issues that might lead to 

impact on thermo-hydraulic behavior in heat exchangers. As a results, plate-and-shell heat exchangers (PSHE) are 

envisioned as alternative candidates to PHE to overcome the above-mentioned drawback. In this context, (Jo et al., 

2020) experimentally compared both types in order to evaluate the evaporative heat transfer characteristics and 

address their applicability for industrial heat pumps employing R-1234ze(E) as a refrigerant. Compared to its PHE 

counterpart, the work concluded that PSHE showed better performance in terms of heat transfer. 

To reduce the refrigerant temperature at the inlet of the throttling valve, an internal heat exchanger (IHX) is 

implemented in the heat pump system. The main goal of IHX is to transfer heat from the liquid refrigerant side to 

the vapor refrigerant side in order to boost the system performance and increase the temperature (or quality) of the 

steam (Cao et al., 2019). Accordingly, industrial heat pumps are equipped with an internal heat exchanger (IHX) to 

boost their performance. The work concluded a significant increase in the heating coefficient of performance when 

an IHX present in the heat pump cycle. 

On the sink side, the lukewarm water can be circulated with the aid of either forced circulation or natural circulation. 

In the first method, a circulation pump is dedicated to accomplishing this task by steering the feedwater through the 

heat pump condenser to absorb the heat and eventually boils. Such a method has no segregation in the process and 

can be called “direct steam generation”. Natural circulation, on the other hand, is characterized with the presence of 

drums that captures the resulted mixture after the condenser and releases only saturated steam. The forced circulation 
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can operate at higher pressures and temperatures, whereas the natural circulation has lower pressure drop. Yet, it is 

noteworthy to mention that the absence of drums and its equipment (i.e. downcomers and risers) make options with 

forced circulation more attractive due to lighter weight. Yet, the desire to decrease the operational expenditure drives 

the efforts to integrate drums in order to generate a pressure difference sufficient to naturally circulate the feed water.  

In this context, (Keshavar et al., 2019) numerically studied the dynamics of natural circulation for heat recovery 

steam generation. The work investigated the role of the drum design parameters heat rate input and feed water 

flowrate on the steam quality. The work concluded that increasing the feed water flow rate results to a decrease in 

the steam quality when heat rate input kept constant. Whilst the increase in heat rate input with a constant feed water 

flow rate led to an increase in the steam quality. Yet, the foregoing study with existing literature (such as (Naim 

Hossain et al., 2022), (Bilde et al., 2019)) are all limited to the application of natural circulation for boilers.  

Although the aforementioned studies identified significant results and contributed to the knowledge of heat pumps, 

the authors highlighted and discussed the shortcomings associated. In this study, the authors aim to investigate the 

steam generation with the aid of heat pumps in order to take advantage of the waste heat and recover it for further 

use. Thus, this work will conduct a simulation-based analysis to examine the performance of each of the proposed 

configurations for industrial steam generation (section 3.1).  

3. Methodology 

3.1. Configurations for industrial steam generation 

This work examines the heat pump-assisted steam generation enabling the recovery of industrial waste heat. Thus, 

several configurations for the heat pump integration can be noticed to realize steam generation. These configurations 

are as below:  

• Configuration a: A circulation pump (forced circulation) with a flash tank as shown in Figure 1, 

• Configuration b: Direct steam generation whereby the condenser is a plate heat exchanger (PHE) with no 

flash tank as illustrated in Figure 2, 

• Configuration c: Direct steam generation whereby the condenser is a plate-and-shell heat exchanger (PSHE) 

with no flash tank as presented in Figure 2, and 

• Configuration d: Herein, the circulation pump is eliminated due to the natural circulation that is carried out 

with the aid of the drum, downcomers and risers. This configuration is displayed in Figure 3. 

In this context, it is noteworthy to highlight that both configurations (b and c) are similar with main exception in the 

condenser type. To gain further insights, Figure 4 shows exemplary sketches to illustrate the difference between a 

plate heat exchanger and a plate-and-shell heat exchanger. Another remark is that configuration (d) is also similar to 

the sketch of configuration (a). Yet, the circulation pump and the flash valve are eliminated. The flash tank is 

substituted with a drum to realize the natural circulation. Figure 5 shows a typical industrial heat pump with all 

components used. Such a heat pump will be used for the configurations investigated in this work. 

 

Figure 1: Steam generation with forced circulation and flash tank, configuration a. 
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Figure 2: Direct steam generation without flash tank, configurations b and c.  

 

Figure 3: Steam generation with drum and natural circulation, configuration d. 

  
Figure 4: An exemplary sketch for the plate-and-shell heat exchanger (PSHE) and plate heat exchanger (PHE) (reproduced from  (Jo 

et al., 2020)). 
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Figure 5: A typical industrial heat pump installation for the investigated configurations in this work. Heat pump components: 

(a) evaporator, (b) internal heat exchanger, (c) compressor, (d) condenser, (e) liquid/gas separator, (f) 3-way valve, (g) junction and 

(h) expansion valve.   

3.2. Dynamic system simulations 

For all configurations, the heat pump system together with the required components (e.g. drum, flash tank) are all 

modeled with the aid of the object-oriented, equation-based, open-source modeling language Modelica. To run the 

simulations, Dymola 2022x is used as simulation environment. For the system simulations, basic components (heat 

exchangers, expansion valve, separator) are used from the commercial library TIL 3.10.0 developed by TLK Thermo 

GmbH (Gräber et al., 2010) (TLK Thermo GmbH). This library is supported by a TILMedia to emulate the 

thermophysical properties for all working media (e.g. refrigerants, water/steam). With the aid of this library, other 

models (e.g. drum, compressor, flash tank, plate-and-shell heat exchanger) are developed in house. The developed 

models shall obey the energy conservation and mass balance.  

Moreover, the drum model is developed with the two volumes since two distinct phases (i.e. liquid and vapor) are 

present in the component. Besides, it is presumed that there might be a non-ideal phase interaction between both 

phases and, thus, a thermal non-equilibrium state. Accordingly, the liquid phase might have a different temperature 

from that of the vapor one. Yet, both volumes can exchange heat and mass between each other. Besides, the model 

can consider the pressure difference due to friction inside the drum and the geostatic effects (i.e. impact of ports 

location). Furthermore, the developed drum model also includes a simplified form for momentum balance including 

the forces of static pressure, friction and gravity. In summary, the following assumptions are considered for the 

models development: 
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1. The system configurations shall operate under steady-state conditions, 

2. The thermal losses in the evaporator, compressor, condenser, internal heat exchanger, drum 

and flash tank are neglected, and 

3. Expansion is an isenthalpic process.  

The reader is directed to (Gräber et al., 2010) in case further information is needed for modelling of the components. 

Plate and shell heat exchanger is thoroughly described in (Dusek et al., 2020). 

 

3.3 System boundary conditions 

This work investigates the foregoing configurations for a saturated steam generation (κ = 1) with a pressure of 2 bara 

and saturation temperature of 120.2°C. The heat pump configurations all operate with R1233zd(E) as refrigerant 

owing to its low global warming potential (GWP) and high heat transfer coefficient resulting in lower heat transfer 

areas as demonstrated in (Dawo et al., 2022). 

The industrial waste heat is available as hot water with a temperature of 70°C and allows for a decrease of 5 K over 

the source side (evaporator) and, subsequently, the flowrate is regulated. The evaporator is a PHE type with 140 

plates made of stainless steel. Table 1 reports other geometrical characteristics for the chosen heat exchangers in the 

analyzed configurations. The water side has a heat transfer coefficient of 2500 W/(m2.K), whereas the refrigerant 

evaporation heat transfer coefficient is set to 10,000 W/(m2.K). Furthermore, this work presumes a zero pressure 

drop over the evaporator length for both sides. Moreover, the heat pump compressor is capable to achieve a maximum 

flowrate of 216 m3/hour and a maximum outlet temperature of 140°C. The heat pump condenser type is subject to 

examination and, accordingly, its design is determined by the configuration. 

Table 1: Geometrical characteristics of the heat exchangers used in the configurations of heat pump. 

Parameter Evaporator IHX Condenser 

   Confs. (a, c) Conf. (b) Conf. (d) 

Type PHE PHE PHE PSHE PHE 

Plate width, W 304 mm 364 mm 304 mm 364 mm 364 mm 

Plate length (port to port), Lport 601 mm 284.5 mm 597 mm 284.5 mm 284.5 mm 

Angle of the corrugation, β 35° 35° 35° 89° 35° 

Corrugation pitch 12.6 mm 12.6 mm 12.6 mm 1.2 mm 12.6 mm 

Number of plates 140 40 120 114 150 

Plate diameter, Dplate - - - 440 mm - 

Shell diameter, D - - - 732 mm - 

The investigated exemplary system demands a predefined superheating temperature of 15 K for the refrigerant at the 

inlet of the condenser. Thus, there is an IHX used in order to respect this this constraint (15 K). Consequently, it is 

crucial to implement a bypass that allows the refrigerant to proceed flowing to the throttling valve without passing 

through IHX if the constraint violated (> 15 K). This means that the condenser inlet temperature has a higher priority 

than that of the throttling valve. Moreover, the heat pump system comprises a separator post to the condenser to 

ensure a liquid refrigerant flow prior to the evaporator. 

The configuration (d) with natural circulation encompasses a vertical drum component with a total length of 2.4 m. 

The downcomer port is located at 0.1 m, whereas the riser port is situated at a height of 2.1. The feed water inlet port 

is located at 0 m and the steam outlet port is at 2.4 m. 

3.4 Performance indicators 

In order to evaluate the technical capability of the configurations, the work analyzes the heat pump configurations 

by two performance indicators; one is the coefficient of performance (COP) for the heat pump integrated and the 

other is steam generation rate. All solutions that violate the constraint of compressor outlet temperature will be 

disregarded. 

For heating applications, the coefficient of performance is the quotient of the useful heat delivered at the condenser 

(𝑄cond) to the electricity input to the compressor (𝑊comp). Accordingly: 

𝐶𝑂𝑃h =
𝑄useful
𝑊in

=
𝑄cond
𝑊comp

  (1) 
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4. Results and discussion 

This study addresses a simulation-based analysis of heat pump configurations for steam generation. The simulations 

are conducted in Dymola 2022x environment with DASSL solver and a tolerance of 10-4. In order to ensure a steady-

state operation condition, the simulation time is set to a single day (24 hours). The goal of this analysis is to achieve 

a saturated steam at a temperature of 120,2°C and a pressure of 2 bara. 

4.1 Heat pump cycle 

Figure 6 reveals the log(p)-h diagram of the refrigerant R1233zd(Z) circulating in the heat pump. Noticeable is that 

all configurations had comparable refrigerant cycles with similar characteristics (e.g. temperature, pressure) despite 

the slight differences (< 1%). For instance, it can be observed that the pressure ratio for the used refrigerant remained 

at a value of appx. 3.78 for the configurations (a) and (c) whereby the evaporator and condenser pressures were 

4.4 bara and 16.7 bara, respectively. This pressure ratio dropped down to 3.73 and 3.7 for the configurations (b) and 

(d), respectively. However, it was possible for all configurations to comply with the compressor outlet temperature 

constraint (< 140°C). For example, configuration (a) achieved a compressor outlet temperature of 138°C, whereas 

configuration (d) attained a value of 137°C. Despite this slight difference, all configurations led to a condenser outlet 

temperature of 123°C corresponding to a fully liquid refrigerant. 

Furthermore, Figure 6 illustrates that the refrigerant further cooled down to (294.7 kJ/kg and 75.85°C) over the 

internal heat exchanger releasing a portion of heat (ΔhIHX = 66.5 kJ/kg) to the vapor refrigerant side. Yet, the 

outcomes highlighted that only a small portion of the refrigerant mass (13%) was directed in the IHX path, whilst 

the remainder (87%) flowed further to the junction component and remixed with the rest (13%) (compare Figure 5). 

Subsequently, such a behavior was obvious in the heat pump cycle as both flows mixed resulting in an enthalpy with 

a value of 352 kJ/kg. Post to the junction, the refrigerant expanded in the throttling valve leading to a refrigerant in 

a vapor phase with a quality of 43% for the configurations investigated.   

By virtue of the waste heat (5 K, 21 kJ/kg and 4.14 kg/s), the refrigerant with 43% vapor quality absorbed this heat 

over the evaporator and, thus, it was slightly superheated. Later, the refrigerant received more heat through IHX and 

superheated further. In summary, the heat pump cycle could achieve a heating COP of 3.1 for all configurations 

investigated. Moreover, the cycle analysis pinpointed the role of IHX in the heat pump cycle and showed its minor 

impact in the entire operation and, thus, further work should consider and estimate the cost-to-benefit for such a 

component in steam generation heat pumps. Furthermore, the analysis showed that the changes in the heat pump 

configuration (e.g. PHE or PSHE) did not lead to significant changes on the refrigerant side under the considered 

boundary conditions (i.e. operational and geometrical). 

 
Figure 6: The log(p)-h diagram of the R1233zd(E) for the proposed steam generation heat pump configurations. 
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4.2 Steam generation analysis 

Bearing in mind that the configurations showed no meaningful change in the heat pump cycle, it becomes crucial to 

evaluate the steam generation rate and its quality for the configurations investigated. For steam generation, the 

configurations were all supplied with feed water at a pressure of 2 bara and a temperature of 20°C (84.4 kJ/kg). 

Besides, it is worthwhile to inspect the geometrical parameters of the heat pump condenser to gain further insight 

into the heat pump suitability for steam generation. 

Table 2: Summary of heat pumps configurations considered in this work for steam generation.  

 Configuration 

(a) 

Configuration 

(b) 

Configuration 

(c) 

Configuration 

(d) 

Heating COP 3.1 3.1 3.1 3.1 

Steam generation rate [kg/hr] 169 166 169 167 

Condenser heat transfer area [m2] 22.7 22.7 18.5 22.7 

Circulation Yes (Forced) No No Yes (Natural)  

  

The outcomes indicated the application of the steam generation configurations and they resulted in a similar 

generation rate with slight deviation (< 1%). In this context, both configurations (a) and (c) produced highest steam 

rate, but main difference was the condenser design. For configuration (a), a PHE with a heat transfer area of 22.7 m2 

was used, whereas configuration (c) included a PHSE condenser with a heat transfer area of 18.5 m2. Besides, 

configuration (a) incorporated a flash tank and a circulation pump, whilst (c) did not. Despite the notable layout 

differences, both configurations led to comparable results (COP and steam). Moreover, it must be mentioned that the 

material volume used for heat exchangers manufacturing is surely of high importance as less volume demanded 

means lower investment costs. 

The work also investigated a heat pump system with natural circulation (configuration (d)). Compared to its 

counterparts, such a configuration led to a generation of saturated steam with 167 kg/hour and a comparable COP. 

In such a configuration, a PHE with 120 plates and total heat transfer area of 22.7 m2 was used at the sink side 

(i.e. condenser). Thus, it was possible to control the quality of the steam generated and ensured a statured steam. 

Herein, it must be mentioned that a drum was an essential component in this configuration in order to realize the 

natural circulation and eliminate the circulation pump. 

4.3 Impact of evaporator temperature on steam generation 

To understand the impact of the evaporator temperature difference on the steam generation rate, it is important to 

investigate a configuration that shows complexity. Therefore, this work considers configuration (a) for further 

analysis. Herein, the configuration composes of a heat pump system coupled to a flash tank with a forced circulation 

through the condenser. The foregoing analysis presumed a temperature difference of 5 K for the waste heat over the 

evaporator. Thus, this examination is extended to consider two other temperature differences of 10 K and 15 K over 

the evaporator, whereas the flowrate of water (i.e. waste heat carrier) is reduced to maintain a constant heat rate over 

the evaporator. Such a variation in temperature might be observable depending on the application. Moreover, other 

boundary conditions will be maintained. 

In this context, Figure 7 shows the heat pump cycle for the configuration (a) under the analyzed boundary conditions 

for the variants of 5 K, 10 K and 15 K. Obviously, the decrease in temperature downstream the condenser leads to a 

notable change in the evaporator pressure as depicted in Figure 7. This is attributed to the control of the heat pump 

as it is required to maintain a superheating temperature of 3 K post to the evaporator on the refrigerant side. Thus, it 

is crucial to operate the heat pump at lower pressures to comply with this constraint.  
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Figure 7: Impact of evaporator temperature difference on the heat pump cycle of configuration (a). 

The increase of useful temperature difference from 5 K up to 15 K leads to a remarkable decrease in the refrigerant 

velocity as shown in Figure 8. This inevitably means that the refrigerant at the evaporator upstream is denser as the 

temperature difference increases. For instance, when considering the 15 K variation, the refrigerant has higher density 

and accordingly lower steam quality to that of the 5 K variation. This is evidently revealed in Figure 7. Inevitably, 

this decrease in refrigerant velocity will eventually lead to an increase in the compressor pressure ratio to fulfill the 

requirements of 15 K as superheating temperature with a maximum temperature of 140°C for the condenser upstream. 

Thus, compressor power input will increase and, consequently, this increases the operational expenditure. 

Moreover, the outcomes revealed a decrease in heating COP from 3.1 for the 5 K variation down to 2.8 for the 

variation of 15 K. The heating COP is 2.9 for the 10 K variation. In this context, noticeable is the reduction that 

occurs in the steam generation rate as it drops from 169 kg/hr for 5 K variation down to 119 kg/hr for variation of 15 

K, whereas a rate of 144 kg/hr is obtained for 10 K variation. The quality and temperature of the produced steam 

remain for all variations as required (i.e. saturated steam at 2 bara and 120.2°C).  

 

Figure 8: Refrigerant velocity over the length of a single plate in the evaporator. 
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4.4 Environmental analysis 

In order to understand the environmental impact of steam generation with the aid of industrial heat pumps, it is 

essential to compare the emissions produced against a conventional system. In this manner, the foregoing findings 

underline that the heat pump condenser has a heating rate of 125 kW to produce steam with a rate of 166 kg/hr – 170 

kg/hr. Thus, a gas-fired steam generation with a heating power of 125 kW and efficiency of 90 % arises as a 

conventional candidate that is used as a benchmark.  

For the environmental analysis, the carbon dioxide emissions can be determined: 

𝑀CO2
= 𝑓CO2 ∙ 𝐸  (2) 

Herein, 𝑓CO2  represents the annual averaged emission factor in [kgCO2/kWh] following the Austrian guidelines for 

each energy form, whereas 𝐸 stands for the annual energy consumption required in [kWh/a] for steam production. 

Heat pumps consume electricity from the power grid and, thus, the emission factor is 219 kgCO2/kWhel 

(Umweltbundesamt GmbH, 2021). The conventional system, on the other hand, consumes natural gas with an 

emission factor of 268 kgCO2/kWhgas (Umweltbundesamt GmbH, 2021). To determine the annual energy 

consumption, it is assumed that an industrial plant runs for 7320 hours/a, and the rest is for maintenance.  

Accordingly, Table 3 reports the savings in carbon dioxide emissions for heat pumps steam generation systems 

compared to the conventional system. Therein, it is obviously seen that a total of 208 tCO2 can be saved on annual 

basis when heat pumps selected for steam generation. 

Table 3: Summary of environmental analysis between steam generation with aid of heat pumps and a gas-fired steam generation. 

System 

Steam 

generation rate 

[kg/hr] 

Heating 

power 

[kW] 

Annual 

electricity 

[MWhel/a] 

Annual 

Gas consumption 

[MWhgas/a] 

Annual CO2 

emissions 

[tCO2/a] 

Heat pump steam generation 166 – 170 125 295 - 64.5 

Gas-fired steam generation 170 125 - 1016.5 272.5 

5. Conclusions 

Process heating plays a significant role in the industrial energy demand whereby 20% of this process heating is 

required at temperatures between 100°C and 200°C. For such a temperature range, steam arises as an interesting 

energy carrier for industrial applications. Besides, the importance of steam emerges from its application as heat 

transfer medium and reaction medium as well. However, steam generation might be costly and unfriendly for 

environment when conventional fuels are used. In order to increase the energy efficiency measures and reduce the 

CO2 emissions, the use of waste heat is required.  

In this work, 4 configurations for steam generation with the aid of heat pumps were investigated with the aid of 

numerical simulation in Modelica/Dymola. The configurations were: (a) direct steam generation with a HP equipped 

with a plate-type condenser, (b) direct steam generation with a HP equipped with plate and shell-type condenser, (c) 

steam generation with a HP coupled to a flash tank and a circulation pump and (d) steam generation with a HP 

coupled to a drum to realize natural circulation allowing the elimination of the circulation pump. For the analysis, 

the aim is to supply industry with saturated steam at 2 bara and 120°C.  

The refrigeration cycle analysis revealed same heating coefficient of performance (COPheating) for the heat pumps in 

the investigated configurations. The findings revealed that those configurations slightly differed from each other with 

the amount of steam generated. Compared to its counterparts with plate-type condenser, configuration (b) showed 

smaller heat transfer area with a reduction of 19 % for the heat pump condenser due to the implementation of a plate-

and-shell heat exchanger. Thus, this reduced the land availability, which is an important aspect considered by industry 

of installation.  

Moreover, the work conducted a comparison against a conventional steam generation system (i.e. gas-fired steam 

generator with 90% efficiency) to examine the environmental impact of steam generation with heat pumps. The 

outcomes showed significant CO2 savings of around 80% when heat pumps used for steam generation compared to 

gas-fired steam generator under same boundary conditions.  
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Abstract 

A quasi-dynamic model has been developed to simulate the dynamics and energy performance of a Solar Heat for 

Industrial Process (SHIP) system with Fresnel collectors under different control schemes and with variable heat 

demand. The model validation has been carried out with measurements obtained from the SOLPINVAP experimental 

facility in Almassora (Spain) during the summer of 2021 and 2022. This facility comprises a modular Fresnel 

collector solar field and a kettle reboiler. The results show that the predicted energy generation is in the same order 

of magnitude as in the measurements, and the overall system dynamics are reproduced accurately. 

Keywords: Solar Heat for Industrial Process, Modelling, Fresnel collector, Quasi-dynamic model 

 

1. Introduction 

Solar Heat for Industrial Process (SHIP) is the implementation of current and proven solar technologies to supply 

the heat demand needed in different manufacturing processes of the industry sector. The industrial sector represents 

one-third of the global energy demand, and SHIP systems have become a growing option for the decarbonization of 

this sector. SHIP systems have been pushed forward as an alternative to fossil fuel-based boilers. In these kinds of 

systems, predicting the components’ behavior, dynamics, and performance under different demand, control 

conditions, and integration with the heat demand is of great interest. 

In the field of SHIP, there are two main common technologies: non-concentrating, such as flat plate and evacuated 

tube collectors, and concentrating collectors for example parabolic trough and linear Fresnel. The industrial processes 

can be divided depending on the temperature level required by the process: low, medium and high temperature heat 

(Kumar, Hasanuzzaman and Rahim, 2019). Linear Fresnel collectors are commonly used to generate medium 

temperature heat (150 ℃ − 400 ℃). As reported in the Solar Heat World Wide report (Weiss and Spörk-Dür, 2022), 

by the end of March 2022 SHIP plants by collector type in operation there are 20 linear Fresnel collectors SHIP 

systems.  

SHIP systems are used to harness the incident irradiance from the sun and deliver it in the form of heat to an industrial 

process. The useful heat is transmitted by means of a heat transfer fluid, which usually is thermal oil, water, or steam. 

In this field, experimental on-site documentation of SHIP systems using linear Fresnel collectors is rather limited, 

being the case of a pharmaceutical plant in Jordan (Berger et al., 2016) the one with more documentation.  

In the present work, a quasi-dynamic model that simulates the dynamics and performance of a SHIP system, with a 

modular Fresnel collector solar field and a modified kettle reboiler, has been developed within the frame of the 

SOLPINVAP project (INDERTEC, 2020). Experimental measurements have been carried out during the summer of 

2021 and 2022 at the experimental facility SOLPINVAP, located in Almassora, Spain. Two measured days have 

been selected based on the measured irradiance. Simulations with the characteristics and control parameters of the 

SOLPINVAP solar field have been carried out with the developed model. The validation of the developed model 

with the simulation results and the measurements of the selected days is shown in the following sections. 
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2. Methodology 

2.1. System Model 

A mathematical quasi-dynamic model has been developed and built inside the object-oriented programming 

environment of MatLab. The latter was selected as modeling software due to its built-in libraries capable of solving 

differential algebraic equations systems (DAE). Each physical component has been programmed as an individual 

object with a set of equations, inputs, and outputs. The reason for using objects is to give the model the flexibility to 

assemble a system with any number of components and connections scheme.  

The present work analyzed a system that comprises a shell and tube heat exchanger named kettle reboiler, a modular 

Fresnel collector solar field, a circulation pump, a filling pump, a steam extraction valve, and pipelines. In Fig. 1, the 

system components are represented with their thermodynamic interface (dots) between objects. 

 

Fig. 1: System diagram with the model components on Indirect Steam Generation mode 

Pressurized water has been used as heat transfer fluid throughout the solar field. The REFPROP library (NIST, 2013) 

has been included in MatLab to calculate the thermodynamic properties of the fluid. The main components shown in 

Fig. 1 are explained in the following sections. 

2.2. Kettle Reboiler Model 

The kettle reboiler installed at the experimental platform has been modified to work in two modes: Indirect Steam 

Generation (ISG) and Direct Steam Generation (DSG). It has two main functions: to separate the liquid water from 

steam and to accumulate energy. 

Complex models for a tank with a 2-phase working fluid can be found in the literature. Such models consider the 2-

phase fluid as two separate fluids. Thus, the thermodynamic state of each phase is known at any given time step 

(Stevanovic, Maslovaric and Prica, 2012). These models are helpful when the steam and liquid water have different 

temperatures. However, in SHIP systems, that is rarely the case. In this work, a simplified tank model has been 

developed, where the 2-phase fluid inside the kettle reboiler is considered in thermodynamic equilibrium at each time 

step. Thus, the thermodynamic state of the 2-phase fluid can be known by calculating two independent properties. 

The properties selected for the calculation are its density 𝜌 and specific internal energy 𝑢, as shown in equations (eq. 

1) to (eq. 3). Furthermore, the kettle reboiler has been assumed as a cylinder for simplification purposes. 

𝑑𝜌

𝑑𝑡
=

∑ �̇�𝑖𝑛−∑ �̇�𝑜𝑢𝑡

𝑉𝑇
  (eq. 1) 

𝑑𝑈

𝑑𝑡
= �̇�𝑖𝑛/𝑜𝑢𝑡 + ∑(�̇�𝑖𝑛 · ℎ𝑖𝑛) − ∑(�̇�𝑜𝑢𝑡 · ℎ𝑜𝑢𝑡)  (eq. 2) 

𝑈 = 𝜌 · 𝑉𝑇 · 𝑢 + 𝑀𝑀 · 𝐶𝑝,𝑀 · 𝑇𝑀  (eq. 3) 

The kettle reboiler is modeled with a differential-algebraic equations system. Where (eq. 3) represents the total 

internal energy of the tank: the sum of the energy of the 2-phase fluid and the tank’s mass. 𝑉𝑇 is the total internal 

volume of the kettle reboiler, 𝑀𝑀 and 𝐶𝑝,𝑀 are the tank material’s mass and specific heat, respectively. In (eq. 1), 

�̇�𝑖𝑛 and �̇�𝑜𝑢𝑡 are the inlet and outlet mass flow rates, respectively. On the right-hand side of (eq. 2), �̇�𝑖𝑛/𝑜𝑢𝑡 

represents any heat flow rate going into/out the kettle reboiler, for example, input heat from the shell and tube heat 

exchanger or heat loss to the ambient. It has been assumed that, when the fluid is in saturation state, the temperature 
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of the tank material, 𝑇𝑀, is the same as the temperature of the fluid inside the tank. Then, this temperature can be 

calculated as a function of the density and the specific internal energy of the 2-phase fluid: 𝑇𝑀 = 𝑇𝑓𝑙 = 𝑓(𝜌, 𝑢). 

2.3. Fresnel Collector Model 

The Fresnel module collector model has been created as a black box, where the inputs were reduced to weather data 

and inlet mass flow, enthalpy, and pressure of the flowing water.  

A pyranometer for the measurement of global horizontal irradiance has been installed at the experimental plant. 

However, there is no other instrument to measure or calculate the direct normal irradiance (DNI). Thus, on the lack 

of this information, a clear-sky model has been implemented to estimate the DNI. In the present work, the selected 

model is the clear-sky model presented in the ASHRAE handbook (ASHRAE, 2013). The disadvantage of this 

methodology is that it works on the assumption of a clear atmosphere. 

A simple Incident Angle Modifier (IAM) based model has been implemented to calculate the incident heat on the 

collector absorber. The longitudinal and transversal IAM (𝐼𝐴𝑀𝑙 and 𝐼𝐴𝑀𝑡 respectively) were calculated with the 

Monte Carlo Ray Tracing software tool Tonatiuh (CENER, 2017). Thus, the incident heat on the absorber tube can 

be calculated as shown in (eq. 4) (Morin et al., 2012). Where A is the total reflective effective aperture area on the 

horizontal plane of a Fresnel module, 𝑁𝑚𝑜𝑑  is the number of modules, and 𝐶𝑙 is a factor related to the cleanliness of 

the reflective surface. 

�̇�𝑖𝑛𝑐 = 𝜂0 · 𝐼𝐴𝑀𝑙 · 𝐼𝐴𝑀𝑡 · 𝐶𝑙 · 𝐴 · 𝑁𝑚𝑜𝑑 · 𝐷𝑁𝐼  (eq. 4) 

No thermal inertia is considered in the Fresnel collector model, as the developed quasi-dynamic model assumes that 

the thermal inertia is concentrated in the kettle reboiler. 

2.4. Heat Loss Model 

A simple thermal loss model has been used for the pipelines and the kettle reboiler. Both components have been 

assumed to be cylinders. The heat loss depends on the temperature difference ∆𝑇 between the temperature of the 

fluid and the ambient temperature, as shown in equation (eq. 5), where 𝑅𝑡 is the thermal resistance. The model is 

used to simulate the thermal loss of each component throughout the simulation. The heat loss through the walls on 

both bases of the cylinder is also considered in the kettle reboiler. 

�̇�𝑙𝑜𝑠𝑠 =
∆𝑇

𝑅𝑡
  (eq. 5) 

3. Experimental Facility 

The experimental solar platform, SOLPINVAP, is located in Almassora, Spain (39.958, -0.074). The facility is 

comprised of a single row of 6 collector modules in series. There is a total of 9 absorber tubes for a total length of 

35.12 𝑚. The Fresnel solar collector modules have been manufactured by Solatom (Solatom CSP, 2018). Each 

module has a reflective aperture area of 26.4 𝑚2. The optical efficiency of the Fresnel modules, calculated with 

Tonatiuh, is 𝜂0 = 66.7%. The kettle reboiler is located inside a skid structure on the southern side of the solar field. 

The solar field is north-south oriented with a deviation of 32° northeast (being north 0° and south 180°). In Fig. 2 a) 

and b), the Fresnel solar field and the kettle reboiler are shown. 
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a) b) 

Fig. 2: Photos taken at the SOLPINVAP experimental plant, where in a) the Fresnel module collector field and in b) the kettle 

reboiler inside the skid 

3.1. Control Parameters of the Solar Field 

The circulation pump of the primary circuit of the solar field is turned on when the global irradiance, measured by 

the pyranometer, is greater than 150 𝑊/𝑚2. It is turned off when there is not enough irradiance or when the measured 

liquid water level inside the tank is lower than a critical level of −80 𝑚𝑚 (where 0 𝑚𝑚 is at the center of the kettle 

reboiler). The level inside the tank is kept between a maximum and minimum value by filling the tank with treated 

water.  

The steam extraction is carried out by controlling the aperture of two pneumatic valves. The first valve keeps the 

pressure inside the tank, and the second keeps the pressure inside an expansion tube. The latter has the function of 

imitating the demand side (with a constant process pressure). In the skid installation, a flow meter has been added to 

measure the steam mass flow rate, as shown in Fig. 3. 

 

Fig. 3: Steam mass flow meter installed at the extraction side of the skid 

4. Results and Discussions 

As mentioned in section 2.2, the solar field SOLPINVAP was designed to work on ISG and DSG modes. Two 

measurement campaigns on the ISG mode have been carried out at the experimental solar plant SOLPINVAP to 

validate the developed model. In ISG mode, the kettle reboiler receives the heat absorbed from the solar field through 

the tube heat exchanger. 

The first measurements were done during the summer of 2021, and the following measurements were acquired during 

the summer of 2022. Two separate days are analyzed in the present work, one from each campaign. The first is June 

24, 2021, and the second on June 12, 2022.  

4.1. Weather Data 

In Fig. 4 the global, direct normal, and diffuse irradiance for both June 24, 2021, and June 12, 2022, are shown as 
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reported in the measurements from the Valencia airport in Manises. Although the SOLPINVAP facility is 63 km 

away from Valencia Airport, it has been assumed that the weather does not significantly change around the same 

region. 

  

a) b) 

Fig. 4: Global (green), direct normal (magenta) and diffuse (blue) irradiance measured at Valencia airport for a) June 24, 2021 and b) 

June 12, 2022 (taken from the Agencia Estatal de Meteorología – AEMET, Gobierno de España) 

As shown in Fig. 4, both days presented a global irradiance with similar behavior to clear-sky conditions. Thus, the 

conditions are met for the use of a clear-sky model. As mentioned in section 2.3, the ASHRAE clear-sky model has 

been used for the calculations. The model uses optical depth indexes for the direct 𝜏𝑏 and diffuse 𝜏𝑑 irradiance, which 

depend on the location. These two indexes embody clear-sky conditions like precipitable water, aerosols, ozone, Etc. 

(ASHRAE, 2013). The optical depth indexes for both days have been estimated using the ASHRAE model, and the 

measurements are shown in Fig. 4. In Tab. 1 are listed the estimated optical depth indexes for each day, respectively. 

Tab. 1: Optical depth indexes calculated with the clear-sky model and the irradiance measured at Valencia Airport 

Optical Depth Index June 24, 2021 June 12, 2022 

𝜏𝑏(-) 0.4978 0.6969 

𝜏𝑑(-) 2.4953 1.7500 

 

In Fig. 5, the globlal irradiance measured by the pyranometer at the SOLPINVAP facility and the simulated 

irradiance, with the implemented clear-sky model using the optical depth indexes of Tab. 1, are shown. The root 

mean square error between the measured and simulated with the clear-sky model global irradiance on June 24, 2021 

(Fig. 5 a)) is 16.05 𝑊/𝑚2, whereas, on June 12, 2022 (Fig. 5 b)), the root mean square error is 69.9 𝑊/𝑚2. 

  

a) b) 

Fig. 5: Global irradiance measured by the pyranometer at SOLPINVAP facility and the simulated with the clear-sky model and the 

respective optical depth indexes 
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4.2. Experimental Measurements 

As mentioned above, two days are going to be analyzed in the present work. The measurements carried out during 

the two experimental campaigns at the SOLPINVAP plant are shown in Fig. 6. In both cases, the steam extraction 

was done through a steam valve controlled by a PID control scheme. Fig. 6 a) shows the temperatures at the inlet of 

the solar field 𝑇1 and the outlet 𝑇2, the temperature inside the kettle reboiler 𝑇𝑡𝑎𝑛𝑘, the water level, and the measured 

steam mass flow rate at the extraction. The pressure inside the kettle reboiler is shown in Fig. 6 b). On June 24, 2021, 

solar energy was absorbed in the solar field, and there was steam extraction. The filling pump has turned on for 5 

minutes during the measurements, as observed in Fig. 6 a). On June 24, 2021, the system was in function until the 

water level of the kettle reboiler reached a critical minimum. In Fig. 6 c) and d), the corresponding variables are 

shown on June 12, 2022. On June 12, 2022, solar energy was absorbed in the solar field, steam was extracted, and 

the water level control was active, as shown in Fig. 6 c). 

  

a) b) 

  

c) d) 

Fig. 6: Experimental measurements at SOLPINVAP. In a) and b) are the results on June 24, 2021, and in c) and d) the corresponding 

for June 12, 2022 

The developed model is intended to simulate the system under normal working conditions with different control 

schemes and heat demands. In the following sections, the validation of the model with the experimental 

measurements of two days is presented, first on steady state and then on transitory and steady state. The DNI has 

been calculated during every time step with the optical depth indexes for the corresponding day and the clear-sky 

model. 

4.3. Steady State 

First, the Fresnel module collector model has been validated with the experimental measurements in the steady state 

period, i.e., a period where the temperature measurements in the solar field do not vary significantly. The inputs 

given to the model were the temperature at the inlet of the solar field, the water mass flow, and the clear-sky DNI. 

This validation was also used to estimate a clean factor for both measured days. Fig. 7 a) and b) present the validation 

results for June 24, 2021, and June 12, 2022, respectively, where 𝑇2𝑠𝑖𝑚 and 𝑇2𝑒𝑥𝑝 are the simulated and experimental 

temperatures, respectively, at solar field outlet. 𝑇1𝑒𝑥𝑝 is the measured temperature at the inlet of the solar field, and 

𝑀𝑎𝑠𝑠 𝑓𝑙𝑜𝑤𝑠𝑜𝑙𝑎𝑟 𝑓𝑖𝑒𝑙𝑑  is the mass flow rate of the pressurized water. On June 24, 2021 (Fig. 7 a)), the clean factor 

was estimated to be 70%, and the root mean square error between the simulated and measured solar field outlet 
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temperature was 0.3 𝐾. It can also be observed that the model correctly follows the temperature tendency when there 

is a sudden change in water mass flow.  

In the same way, the experimental measurements on June 12, 2022 (Fig. 7 b)) have been used to validate the Fresnel 

collector model. The estimated clean factor is 64%, and the root mean square error between the simulated and 

measured solar field outlet temperature is 0.19 𝐾. In Fig. 7 b), decrements in the solar field inlet temperature and, 

consequently, at the outlet temperature can be observed. These decrements are due to the introduction of cold water 

when the filling pump is activated to increment the water level inside the kettle reboiler. Fig. 7 a) and b) also show 

no significant thermal inertia in the collector tubes. 

  

a) b) 

Fig. 7: Predicted solar field outlet temperature, both simulated and measured, the solar field inlet temperature and water mass flow 

for: a) June 24, 2021 and b) June 12, 2022 

The general model is then validated with the estimated clean factors in the same steady state time period. The general 

model is referenced as the complete system with all the components (see Fig. 1). The inputs to the general model are 

the weather data, the measured water mass flow rate, and control factors for steam extraction. A simple proportional 

control has been implemented to simulate the aperture of the steam extraction valve. Below, in Tab. 2, are listed the 

initial model parameters used for the simulation of the general model. As mentioned in section 3.1, the water level 

is referenced to the center of the kettle reboiler. Thus, a positive level value is above the center of the tank, and a 

negative value is below that point. 

Tab. 2: Initial parameters for the simulation with the general model on steady state 

Parameter 24/06/2021 12/06/2022 Unit 

𝜏𝑏 0.4978 0.6969 - 

𝜏𝑑 2.4953 1.7500 - 

Clean Factor 70 64 % 

Kettle Metal Mass 3079 3079 kg 

Initial Kettle Pressure 8.1 6.9 bara 

Initial Water Level +25 +36 mm 

Max Pressure 8.7 8.4 bara 

Min Pressure 8 6 bara 

Max Water Level +10 +35 mm 

Min Water Level -81 +5 mm 

Fill Water Temperature 50 50 ℃ 

 

The comparison between the measured (subscript “exp”) and simulated (subscript “sim”) parameters of the solar 
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field in steady state are shown in Fig. 8. Where in Fig. 8 a) are the inlet and outlet solar field temperatures and water 

mass flow, Fig. 8 b) the kettle reboiler pressure and water level, and in Fig. 8 c) the extracted steam mass flow of 

June 24, 2021. In Fig. 8 d), e) and f), the respective comparison of the parameters mentioned before, on June 12, 

2022, is graphed. In Tab. 3 are listed the corresponding root mean square error for each relevant variable for June 

24, 2021 and June 12, 2022. Moreover, the relative difference between the experimental measured and simulated 

extracted energy is presented in Tab. 4. The generated energy is referred to as the integrated steam mass flow during 

the analyzed period. 

  

a) d) 

  

b) e) 

  

c) f) 

Fig. 8: Validation of the model on steady state time period. In a), b) and c) the results of June 24, 2021, and in d), e) and f) the 

simulation results of June 12, 2022 are shown. 
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Tab. 3: Root mean square error of the relevant parameters of two days in the analyzed time period  

 Root Mean Square Error 

Parameter 24/06/2021 12/06/2022 Unit 

𝑇1 0.53 0.95 𝐾 

𝑇2 1.02 0.91 𝐾 

𝑃𝑡𝑎𝑛𝑘 0.08 0.18 bara 

 

Tab. 4: Comparison between measured and simulated generated energy in the analyzed time period 

Parameter 24/06/2021 12/06/2022 Unit 

Experimental Energy Extracted 380.52 241.2 MJ 

Simulated Energy Extracted 378.43 242.32 MJ 

Relative Difference 0.05 0.5 % 

 

On both days, the filling pump introduced cold water into the kettle during the analyzed period. It can be observed 

how the model predicts a decrease in pressure greater than the measured by the pressure sensor, 0.31 𝑏𝑎𝑟𝑎 in the 

case of June 24, 2021 (Fig. 8 b)) and 0.56 𝑏𝑎𝑟𝑎 on June 12, 2022 (Fig. 8 e)). This is because the model considers a 

homogeneous 2-phase fluid inside the kettle reboiler; this means the 2-phase fluid is in thermodynamic equilibrium 

at every time step. However, this is not true in reality because there exists a stratification when cold water enters the 

tank. Nevertheless, the decrease in pressure predicted by the model does not significantly affect the energy generated 

by the system, as presented in Tab. 4. 

4.4. Transient and Steady State 

In this section, the model is validated with the experimental measurements, including the initial transient state of the 

system. The latter means when the day starts, and the pressurized water is heated up, and the kettle reboiler is 

pressurized up to the desired pressure level. The simulations in this section were carried out from the point where 

the inlet solar field temperature has reached 100 ℃, ensuring that the fluid inside the kettle reboiler is in saturation 

state. 

In Tab. 5 are listed the initial parameters for the transient and steady state simulation. As mentioned before, on June 

24, 2021, the main circulation pump and the system were turned off when the kettle reboiler water level reached a 

critical minimum. Thus, the simulation was carried out until that moment of the day. In the case of June 12, 2022, 

the simulation was done until there is presence of clouds, as observed in Fig. 5 b) and Fig. 6 c). The sky model does 

not simulate cloud presence. Therefore, the model validation was carried out just during the clear-sky section of the 

day. 
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Tab. 5: Initial parameters for the simulation with the general model on transient and steady state 

Parameter 24/06/2021 12/06/2022 Unit 

𝜏𝑏 0.4978 0.6969 - 

𝜏𝑑 2.4953 1.7500 - 

Clean Factor 70 64 % 

Kettle Metal Mass 3079 3079 kg 

Initial Kettle Pressure 1 1.28 bara 

Initial Water Level +23.6 +35.7 mm 

Max Pressure 8.7 8.4 bara 

Min Pressure 8 6 bara 

Max Water Level +10 +35 mm 

Min Water Level -81 +5 mm 

Fill Water Temperature 50 50 ℃ 

 

In Fig. 9, the validation of the general model, including the transient and steady state, with the measurements carried 

out on June 24, 2021, and June 12, 2022, is presented. Where the subscript “sim” stands for simulation and the 

subscript “exp” is for the experimental measurement. Fig. 9 a) and d) show the inlet and outlet solar field temperature 

and water mass flow. In Fig. 9 b) and e), the evolution of the pressure and water level throughout the day can be 

observed. Furthermore, the extracted steam mass flow on June 24, 2021, and June 12, 2022, is graphed in Fig. 9 c) 

and f) respectively, on each mentioned figure. The comparison between the measured and simulated extracted energy 

and the relative difference for both June 24, 2021, and June 12, 2022, is presented in Tab. 6. 

  

a) d) 
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b) e) 

  

c) f) 

Fig. 9: Validation of the model on transient and steady state. In a), b) and c) the results of June 24, 2021, and in d), e) and f) the 

simulation results of June 12, 2022 are shown. 

Tab. 6: Comparison between measured and simulated generated energy in the analyzed time period 

Parameter 24/06/2021 12/06/2022 Unit 

Experimental Energy Extracted 406.8 493.2 MJ 

Simulated Energy Extracted 424.8 500.4 MJ 

Relative Difference 4.4 1.5 % 

 

Fig. 9 a), b), d), and e) show that, on both days and with their respective initial parameters, the model follows the 

tendency of the inlet and outlet solar field temperatures and the kettle reboiler pressure along the transient part of the 

day. During the steady state part of the simulation, the model predicts a decrease in pressure due to the introduction 

of cold filling water, as observed in Fig. 9 b) and e). The pronounced decrease of the simulated pressure occurs 

because the model does not account for stratification in the liquid phase when cold water is introduced. In Fig. 9 c) 

and f) shows that the simulated steam mass flow also decreases more than in reality when cold water fills the kettle 

reboiler. Nevertheless, as presented in Tab. 6, the latter does not significantly affect the final predicted energy 

generated by the system.  

5. Conclusions 

A quasi-dynamic model has been developed in MatLab that is able to simulate the dynamics, behavior, and 

performance of a SHIP system with a modular Fresnel collector solar field. The developed model simulates any 

collector module arrangement thanks to its object-oriented structure. It has been structured only to change few initial 

parameters considering weather data, the clean factor, and control variables. Thus, the rest of the parameters depend 

on the inputs mentioned before.  

In order to estimate the DNI, measurements from the Valencia airport were used to estimate optical depth indexes 
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required for the implemented clear-sky model. The SHIP model has been validated with experimental measurements 

from the SOLPINVAP experimental platform during the summer of 2021 and 2022. The validation results show that 

the model correctly reproduces the temperatures and pressure tendencies in the transient and steady state. On steady 

state, the model simulates the solar field temperatures and pressure inside the kettle reboiler with small error. The 

model predicts a sudden pressure drop when cold water is introduced to the kettle reboiler, thus decreasing the 

predicted steam mass flow. The pressure drop may be smaller in reality because there is a stratification in the liquid 

phase when cold water enters the tank, and the same occurs with the extracted steam mass flow. However, it has 

been shown that the decrease in pressure does not significantly influence the simulated final energy generated 

compared with the experimentally measured energy generated.  

Thus, the developed quasi-dynamic model is able to simulated accurately the behavior, dynamics, and performance 

and accurately predict the energy generated by a SHIP system that comprises a Fresnel collector solar field. 

6. Acknowledgements 

The authors gratefully acknowledge the company SolatomCSP, for all the information and operational data from the 

SHIP facility used in the present work, and for all the technical support. This work was partially supported by the 

Research and Development Aid Program (PAID-01-20) of the Universitat Politècnica de València for receiving the 

Research Fellowship FPI-UPV-2020. This publication has been carried out in the framework of the project 

“DECARBONIZACIÓN DE EDIFICIOS E INDUSTRIAS CON SISTEMAS HÍBRIDOS DE BOMBA DE 

CALOR”, funded by the Spanish “Ministerio de Ciencia e Innovación (MCIIN)” with code number PID2020-

115665RB-I00. 

7. References 

ASHRAE (2013) ‘Handbook Fundamentals, Chapter 14. Climatic Design Information’, Atlanta, 1952, pp. 1–56. 

Berger, M. et al. (2016) ‘First Year of Operational Experience with a Solar Process Steam system for a 

Pharmaceutical Company in Jordan’, Energy Procedia, 91, pp. 591–600. Available at: 

https://doi.org/10.1016/j.egypro.2016.06.209. 

CENER (2017) Tonatiuh, Monte Carlo Ray Tracer Software. Available at: https://iat-cener.github.io/tonatiuh/ 

(Accessed: 21 February 2022). 

INDERTEC (2020) Indertec desarrolla SOLPINVAP: Energía SOLar de Media Temperatura para procesos 

INdustriales con demanda de VAPor. Available at: https://indertec.com/2020/01/19/indertec-desarrolla-solpinvap-

energia-solar-de-media-temperatura-para-procesos-industriales-con-demanda-de-vapor/ (Accessed: 8 June 2020). 

Kumar, L., Hasanuzzaman, M. and Rahim, N.A. (2019) ‘Global advancement of solar thermal energy technologies 

for industrial process heat and its future prospects: A review’, Energy Conversion and Management, 195(February), 

pp. 885–908. Available at: https://doi.org/10.1016/j.enconman.2019.05.081. 

Morin, G. et al. (2012) ‘Comparison of Linear Fresnel and Parabolic Trough Collector power plants’, Solar Energy, 

86(1), pp. 1–12. Available at: https://doi.org/10.1016/j.solener.2011.06.020. 

NIST (2013) REFPROP. Available at: https://www.nist.gov/srd/refprop (Accessed: 23 September 2021). 

Solatom CSP (2018) SolatomCSP. Available at: http://www.solatom.com/ (Accessed: 8 June 2020). 

Stevanovic, V.D., Maslovaric, B. and Prica, S. (2012) ‘Dynamics of steam accumulation’, Applied Thermal 

Engineering, 37, pp. 73–79. Available at: https://doi.org/10.1016/j.applthermaleng.2012.01.007. 

Weiss, W. and Spörk-Dür, M. (2022) ‘Solar Heat World 2022. Global Market Development and Trends 2021. 

Detailed Market Figures 2020’, p. 87. Available at: https://www.iea-shc.org/Data/Sites/1/publications/Solar-Heat-

Worldwide-2021.pdf. 

 

 

 
M.A. David Hernández et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

407



A novel method for assessing the techno-economical 
compatibility of solar thermal integrations 

Andrea Gambardella1 and Puneet Saini2,3 

 
1 Absolicon Solar Collectors AB, Fiskaregatan 11, Härnösand 87133, Sweden 
2Absolicon Solar Collectors AB, Fiskaregatan 11, Härnösand 87133, Sweden 

3Department of Energy and Construction Engineering, Dalarna University, Falun S-79188, Sweden 

 

Abstract 

In this work we present a method to evaluate the compatibility of a solar thermal integration in an industrial 
process. We introduce two indicators to quantify in a comprehensive way all the financial and technical 
boundaries influence on the design choices and on the costs of a solar thermal integration. 

Both the indicators are measures of the divergence of an integration from a fictive (yet technically possible) 
ideal case and from a “do-nothing” case. In this way, the incompatibilities of the integration are associated to 
the consequences that the non-ideal factors have on both costs and performances. Moreover, the value of the 
indicators is normalized between a minimum and a maximum being the “do-nothing” and the ideal cases 
respectively. 

We then used these indicators on a real case scenario to compare the pros and cons of two different solar 
thermal integration approaches (hot water vs steam) to a beer brewery in southern Europe. 

The results show that retrofitting part of the existing appliance to be fed with hot water rather than steam 
enhances the compatibility of solar thermal with the brewery. Nevertheless, we measured no relevant 
improvement to the compatibility of solar thermal when designing a brewery from scratch with the same 
characteristics but were the solar thermal system could have been integrated “ad-hoc” rather than retrofitted. 

Keywords: solar thermal integration, compatibility, low pressure industries, brewery 

Introduction 

The challenges of integrating a solar thermal system into an industrial process can be overcome at a cost which 
will surely affect the design of the optimal solution. 

These challenges can be of different nature, from purely thermodynamical to logistical, to geographical, etc. 
and they can also influence each other so that mitigating a problem could worsen, ease and/or create other 
problems. Thus, normally the optimal solution consists of those precise temperature setpoints, that specific 
heat-exchanger, and all those other design choices corresponding to the right trade-off between being 
technically ideal (best performances) and economically ideal (best price). This procedure is not different from 
other common designing processes, after all, it is nothing more than a quality-price evaluation, but what makes 
the case of solar thermal different is that the quality of an integration does not depend exclusively on 
deterministic factors, it also depends on the compatibility between the solar energy nature and the industrial 
process it will serve. The lack of understanding of this compatibility can lead to an imbalance between 
expectations and reality. 

In this work, we show a techno-economic analysis of solar thermal integration designs that with few terms 
reflects the influence that the compatibility has on the optimal solution. 
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Background 

When comparing different potential solar thermal integrations in an industrial process we often found ourselves 
ranking the solutions by several parameters of different nature and magnitude such as the Levelized Cost of 
Energy (LCoE), the pay-back period, the energy delivered/wasted, the investment costs etc. Since different 
integration solutions have different pros and cons, in most of the cases, each ranking is different depending on 
which parameter is it based on, and even within each ranking the scoring system might not be always univocal. 
Unless the priorities of the integration are clearly defined, it is hard to set an unambiguous score that is 
comprehensive of all the other parameters and with which it is possible to draw an overall ranking of the 
different potential solar thermal integrations. We decided to refer to this score as “compatibility”. 

The key for understanding the compatibility of the integration of a solar energy technology with a specific 
process is to define other reference cases first, specifically we need to define a best-case scenario (ideal case) 
and a worst case scenario (no-integration or “do-nothing” case). These cases would score respectively top and 
bottom of our overall ranking. Once that those cases are defined both in technical and economic terms, we 
identify the compatibility of the integration in the relative divergence between the optimal solution and the 
ideal one. 

It is important to distinguish between the ideal and the optimal cases. 

By ideal case we refer to a fictive (yet possible) scenario where we assume that all the process specific needs 
can be fulfilled by solar energy without the need for complementary components and without any unnecessary 
energy loss and/or extra costs. 

That implies, for example, that in the ideal case the solar energy production always matches exactly the energy 
needs, therefore the temporal component causing any mismatch between the energy production and utilization 
can be disregarded. 

Moreover, the heat is always transferred at process level and at the lowest allowable temperature difference 
according to pinch analysis (to minimize thermal losses). 

Finally, in the ideal case, no logistic constraint applies, and the space availability is virtually unlimited while 
the cost of the solar collectors is equal to their production cost (no profit margins or expenses due to transport 
etc.). 

By optimal case instead, we refer to the real scenario proposed for the integration as a result of the techno-
economical designing process. 

Beside these two cases, we refer to the no-integration case (or worst case) as the current state of the system: 
without any solar thermal integration. 

At this point we need to assess the divergence between the optimal solution and the ideal one. 

In order to explain and give a measure to this divergence, a little bit of terminology is necessary, and the 
following graph helps visualizing better the up-coming concepts 
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Fig.1: Solar thermal integration energy Sankey diagram 

Fig. 1 shows the solar energy flows [in MWh/year] of a generic solar field to the target user. We define as: 

• Energy incident, the amount of solar radiation reaching the solar thermal collectors 

• Optical losses, the amount of energy incident not transferred to the heat carrier of the solar system. 
These losses are inevitable, so they compare also in the ideal case. Nevertheless, external factors (such as 
shading from surrounding structures or ground tilt) influence these losses. In the ideal case, the environment 
does not affect these losses. 

• Energy harvested, the difference between energy incident and optical losses 

• Thermal losses, the amount of energy harvested lost to the environment by heat transfer. These losses 
are also inevitable, but they can be mitigated to a certain extent. In the ideal case these losses are reduced 
to their physical possible minimum. 

• Energy available (𝑄𝑄𝐴𝐴), the difference between energy harvested and thermal losses 

• Energy absorbed (𝑄𝑄𝑆𝑆), the amount of energy available that is used by the process either directly or via 
a thermal storage. In the ideal case the energy absorbed equals the energy available and it only consists of 
direct use (no storage). 

• Energy wasted (𝑄𝑄𝐷𝐷), the amount of energy available that was never used by the process because of a 
mismatch between heat production and demand. 

• Heat load (𝑄𝑄0), the total energy needed by the process. 

Furthermore, we define the following adimensional parameters: 

• Solar fraction (𝑆𝑆𝐹𝐹), the ratio between the energy absorbed and the heat load. Obviously, this parameter 
ranges between 0 and 1 and in the ideal case is 1 while is 0 for the no-integration case. 

• Capacity reserve (𝐶𝐶𝑅𝑅), the ratio between energy wasted and energy available. This parameter also 
ranges between 0 and 1, but it is 0 for both the ideal and the no-integration case. 

Finally, we define the following financial parameters: 

• Levelized cost of energy (𝐿𝐿𝐶𝐶𝐿𝐿𝐿𝐿) measured in €/MWh, by the following formula [2]: 
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 LCoE =  𝑠𝑠𝑠𝑠𝑠𝑠 𝑜𝑜𝑜𝑜 𝑐𝑐𝑜𝑜𝑠𝑠𝑐𝑐𝑠𝑠 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑝𝑝𝑜𝑜𝑜𝑜𝑝𝑝𝑜𝑜𝑐𝑐𝑐𝑐 𝑙𝑙𝑙𝑙𝑜𝑜𝑜𝑜𝑐𝑐𝑙𝑙𝑠𝑠𝑜𝑜
𝑠𝑠𝑠𝑠𝑠𝑠 𝑜𝑜𝑜𝑜 𝑜𝑜𝑒𝑒𝑜𝑜𝑜𝑜𝑒𝑒𝑒𝑒 𝑙𝑙𝑜𝑜𝑙𝑙𝑙𝑙  𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑝𝑝𝑜𝑜𝑜𝑜𝑝𝑝𝑜𝑜𝑐𝑐𝑐𝑐 𝑙𝑙𝑙𝑙𝑜𝑜𝑜𝑜𝑐𝑐𝑙𝑙𝑠𝑠𝑜𝑜

=  
∑ 𝐼𝐼𝑡𝑡+𝑂𝑂𝑡𝑡

(1+𝛼𝛼)𝑡𝑡
𝑛𝑛
𝑡𝑡=1

∑ 𝑄𝑄𝑡𝑡
(1+𝛼𝛼)𝑡𝑡

𝑛𝑛
𝑡𝑡=1

                                                                  (eq.1) 

where: 

o 𝐼𝐼𝑐𝑐 are investment expenditures in the year t 

o 𝑂𝑂𝑐𝑐 are operational costs (fuel and maintenance) in the year t 

o 𝑄𝑄𝑐𝑐 is the heat load in the year t 

o 𝑛𝑛 is the lifetime of the project in years 

o 𝛼𝛼 is the discount rate 

𝑛𝑛 and 𝛼𝛼 must be equal in the ideal, optimal and no-integration cases for the comparison to make sense. 
Moreover, the LCoE must consider the effects associated with the energy production and demand mismatch 
and thus, in the formula, we must use the value of the solar energy absorbed, rather than the energy available. 
That also implies that in the investment expenditures we must include the cost of thermal storages and any 
other non-exclusively-solar related costs (such as piping, foundations etc.) 

• The fuel price (𝐹𝐹) measured in €/MWh 

• The cost of the investment in the ideal case (𝐼𝐼𝑙𝑙𝑙𝑙𝑜𝑜𝑙𝑙𝑙𝑙) and in the optimal case �𝐼𝐼𝑜𝑜𝑝𝑝𝑐𝑐� measured in € 

For simplicity, we will assume as investment expenditures the total cost of the solar thermal integration and as 
operational costs no other costs but the fuel costs 

The LCoE alone does not reflect all the solar thermal integration gains, indeed basing the design on the LCoE 
alone could results in the tendency of preferring cost-reducing installations over other factors such as energy 
efficiency or sustainability [4]. On the other hand, it is comprehensive of both the technical and the financial 
aspects of the case. In other words, the LCoE is a quite good “overall” scoring system, not for nothing it is 
widely acknowledged as a convenient summary measure of the competitiveness of an energy technology [4], 
but it should not be the only indicator to consider, and it also lacks some form of reference values in order to 
contextualize and give some significance to its bare figure.  

Obviously, for the solar thermal integration to even make sense economically, the relation between the LCoE 
for the reference cases must be as follows: 

𝐿𝐿𝐶𝐶𝐿𝐿𝐿𝐿0 > 𝐿𝐿𝐶𝐶𝐿𝐿𝐿𝐿𝑜𝑜𝑝𝑝𝑐𝑐 > 𝐿𝐿𝐶𝐶𝐿𝐿𝐿𝐿𝑙𝑙𝑙𝑙𝑜𝑜𝑙𝑙𝑙𝑙                                                                                                                                            (eq.2) 

We have in this way indirectly ranked the integration cases (no-integration as the worst, ideal as the best). This 
allows to measure the divergence between the optimal and the ideal cases and to normalize that value having 
both the best and worst cases as reference 

Φ = 𝐿𝐿𝐿𝐿𝑜𝑜𝐿𝐿0−𝐿𝐿𝐿𝐿𝑜𝑜𝐿𝐿𝑜𝑜𝑜𝑜𝑡𝑡
𝐿𝐿𝐿𝐿𝑜𝑜𝐿𝐿0−𝐿𝐿𝐿𝐿𝑜𝑜𝐿𝐿𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

                                                                                                                         (eq.3) 
We introduce the financial compatibility (Φ) defined above as one of the indicators of the solar thermal 
technology integration compatibility with the process. 

If we take the conservative assumption that the current cost of energy will not adjust for the discount rate, we 
can expand the terms of the financial compatibility and we can rewrite the eq.3 as: 

Φ =
𝑆𝑆𝐹𝐹− 

𝑜𝑜𝐼𝐼𝑜𝑜𝑜𝑜𝑡𝑡
𝑄𝑄0𝐹𝐹
�

1− 𝑜𝑜𝐼𝐼𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑄𝑄0𝐹𝐹�
                                                                                                                                                  (eq.4) 

where 

𝑟𝑟 =  1
∑ 1

(1+𝛼𝛼)𝑡𝑡
𝑛𝑛
𝑡𝑡=1

                                                                                                                                                 (eq.5) 

and where 𝑟𝑟𝐼𝐼 𝑄𝑄0𝐹𝐹�  is another adimensional number representing the costs of the solar thermal investment as a 

portion of the current value of the energy costs each year of the no-integration case. We will refer to it as the 
relative weight of the investment with the symbol 𝜒𝜒 so that 
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Φ = 𝑆𝑆𝐹𝐹− 𝜒𝜒𝑜𝑜𝑜𝑜𝑡𝑡
1− 𝜒𝜒𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

                                                                                                                                                 (eq.6) 

Summing up, we can now observe that:  

• The financial compatibility’s value is bounded between 0 and 1. 

• We can express it as function of two adimensional parameters being the solar fraction and the relative 
weight of the investment. 

• It is comprehensive of both technical and financial aspects. 

• It is contextualized with the current price of energy and with the best possible price achievable with 
solar thermal 

Just like the LCoE, when comparing two possible integration solutions, Φ is very powerful to understand if it 
is more convenient to opt for more solar energy or for cheaper solar energy. In addition, since its value is 
bounded, it gives a measure of the limitations that the costs and the technical boundaries pose on the optimal 
solution.  

At first glance, it might seem that the financial compatibility is not affected by the capacity reserve. That is 
because from a purely economic point of view, the capacity reserve has only significance as a theoretical limit 
on the economic benefits acquirable through a thermal storage. 

On the other hand, in a purely energetical compatibility perspective, the capacity reserve plays a much more 
important role. That can be shown following the same conceptual procedure of measuring the divergence 
between the optimal and the ideal cases, but according to energetical aspects only. 

In order to do that, we define a two-dimensional geometrical space consisting of the energy absorbed and the 
energy wasted (we will represent them as the x and the y respectively of a Cartesian coordinate system). 

The three cases can now be represented as points in this space: 

• No-integration correspond to the space origin (0;0) having neither energy wasted nor absorbed 

• Ideal case is on the x-axis (𝑄𝑄0; 0)   

• Optimal case is the generic point (𝑄𝑄𝑆𝑆; 𝑄𝑄𝐷𝐷) 

We can now introduce the energy compatibility (Ψ) as the divergence between optimal and ideal cases 
normalized by the divergence between ideal and no-integration cases where we measured divergences as 
distance between points. 

Ψ = 𝑄𝑄0− �(𝑄𝑄0−𝑄𝑄𝑆𝑆)2+(𝑄𝑄D)2

𝑄𝑄0
                                                                                                                              (eq.7) 

we can rewrite this expression as 

Ψ = 1 − �(1 − 𝑆𝑆𝐹𝐹)2 + �𝑆𝑆𝐹𝐹𝐿𝐿𝑅𝑅
1−𝐿𝐿𝑅𝑅

�
2
                                                                                                                           (eq.8) 

We can observe that:  

• The energy compatibility’s value is < 1 but theoretically it is not inferiorly limited like the financial 
compatibility. This is because we have not yet imposed that that the divergence between optimal and ideal 
cases had to be smaller than the divergence between ideal and no-integration cases (which for the financial 
compatibility must happen for the integration to be economically meaningful and it is expressed by eq.2). 

• Like we did for the financial compatibility, but in an energy-wise dimension only, if we had to impose 
a constraint to the energy compatibility’s lower limit and justifying it as the minimum condition for the case 
to be meaningful, that would eventually translate into a relation between the solar fraction and the capacity 
reserve resulting in the domain of the meaningful solutions shown in Fig.2: 
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Fig.2: Values of the energy compatibility in the domain of the energy meaningful solution 

• We can express it as function of two adimensional parameters being the solar fraction and the capacity 
reserve 

• It’s expressed by only energy related variables, thus it does not reflect the economics of the integration 
although they influence the choice of the optimal case. 

Ψ  becomes very useful when comparing two possible integration solutions to understand, from an energy 
point of view, whether is it worth to waste more to deliver more. 

Methodology 

We will now use the energy and financial compatibility to characterize different possible integration cases in 
a real scenario of a beer brewery in southern Europe. The main difference between the integration cases is the 
heat carrier media on the brewery side. More specifically, we want to assess through the compatibility KPIs if 
it is beneficial to convert the brewery, or part of its processes to use hot water instead of steam as heat carrier. 

To evaluate each case, a simulation software has been developed. The software calculates all the energy flows 
of a solar integration corresponding to the weather condition, the heat demand, the solar thermal system layout, 
the current plant layout and the process physical boundaries (such as operational temperatures and pressures). 
Adding information about investments and current energy prices for each configuration, the software also finds 
the solar thermal system layout that score best in terms of financial compatibility for that specific configuration. 
We have chosen those layouts as the optimal cases for each scenarios and then we compared them. 

The first step is to define some boundary conditions and general data inputs. Two indispensable inputs are the 
typical meteorological year profile and the brewery heat load profile. Without them it is impossible to assess 
the mismatch between production and demand of solar energy. Our source of typical meteorological year 
profile for this case is Meteonorm [5], while for the brewery heat load profile we used the steam consumption 
data from the brewery’s SCADA system. 

The solar collectors used for the simulation are “Absolicon T160” solar parabolic trough concentrators [6]. 
The bare minimum price of the collectors for the ideal case is 200 €/m2

aperture while we will consider an actual 
price for the chosen location of 350 €/ m2

aperture. Regarding the thermal energy storages, we will consider 2000 
€/m3 for pressurized storages and 400 €/m3 for atmospheric pressure storages. 
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The plant currently uses heavy fuel oil (HFO) to fire the boilers. They have a taxation on their carbon emissions 
and their boiler efficiency is circa 85%. All in all, the cost for MWh turns to be approximately 110 €/MWh. 

Considering that the total yearly load amounts to 36700 MWh/year the current annual energy cost (which is 
nonetheless than the no-integration case reference) is 4.037 M€/year. 

We will consider a discount rate of 7% and project’s lifetime of 20 years. 

The boilers at the facility are fed with de-aerated water at 103°C and they produce saturated steam at 160°C 
(slightly above 6 bar), but all the processes occur at temperatures under 103°C. By definition, in the ideal case 
the heat is always transferred at process level and at the lowest allowable temperature difference according to 
pinch analysis. Given the heat loads and temperatures of each process in the brewery and assuming a pinch 
temperature difference of 5°C the pinch analysis shows that the input and output temperatures of the solar field 
heat carrier for the ideal case will be respectively 50°C and 110°C. 

Technically, all the heat loads could be fed at process level, however mashing and wort boiling are very 
sensitive processes that the brewery did not want to retrofit for the fear of altering the beer taste. Therefore, 
although in the ideal case we include all the processes, for the hot water case we will then only consider the 
load fraction of the targetable processes. 

Even though some of the processes are operated in batch mode, for the pinch analysis we considered them to 
be simultaneous with a time averaging approach by calculating each process energy consumption and dividing 
it by its operation time [1][3]. 

To integrate solar thermal energy at boiler level, the collectors field operates parallelly to the boilers: it receives 
a part (or all) of the boilers’ feedwater in input and it outputs steam to be sent back to the plant steam 
distribution system (via the manifold right after the boilers). The steam produced by the solar field has 
properties similar to the boilers steam: it has just slightly higher pressure (to have flow priority into the system), 
but almost identical in temperature (since the solar steam is at saturation conditions while the boiler steam is 
slightly overheated to reduce condensation along the steam distribution system). 

During the designing phase, the process engineers have decided to produce solar steam with a parallel flow 
heat exchanger. That is for enhancing a thermos-syphon effect replacing a circulation pump on the cold side 
of the heat exchanger. The drawback of this decision is that the pinch point temperature is now higher than the 
steam saturation temperature forcing the solar collectors to also operate at higher temperatures and causing 
higher heat losses. 

Furthermore, the process engineers have also estimated that the appropriate temperature difference between 
input and output of the solar field should be of 20°C. The trade-off is that higher input-output temperature 
difference increases the heat losses but reduces the flow and therefore the cost of piping and other equipment 
(such as the circulation pump). 

Concerning the hot water case, the pinch analysis suggest that the optimal case should have as inlet and outlet 
temperatures on the collector side respectively 30°C and 120°C. That results in an average mean temperature 
(and thus thermal losses) of the collector even lower than the ideal case, but this advantage is only a small side-
effect of a major drawback for this case which is the impossibility of targeting the entire brewery heat load 
since the processes of mashing and worth boiling had to be excluded. That implies that the solar fraction of 
this case cannot exceed the value of 52%. 

To avoid this problem, a third hybrid case (steam + hot water) was also investigated. This case is similar to the 
hot water one, but in addition, it can provide steam to the brewery. The steam is generated only with excess 
solar energy that would otherwise be wasted. The steam cannot be generated with energy coming from the 
thermal storage and cannot be stored in turn (energy to make steam can only be absorbed as direct use energy).  

The hot water case requires a bigger initial investment than the steam case since it requires additional 
retrofitting measures, and the hybrid case requires an even bigger initial investment for the same reason. 

 All in all, Tab 1. summarizes the characteristics of each case. 
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Tab. 1: Summary of simulation results and economical choices of each considered integration case 

Case No-
Integration 

Ideal Steam Hot Water Hybrid 

Integration type None Process 
level 

Boilers 
level 

Process 
level 

Process and 
Boilers level 

Targeting load Total load Total load Total load Partial load Total load for 
direct heat. 
Partial load 
for storage 

Type of storage No storage No storage Pressurized Non-
pressurized 

Non-
pressurized 

Collectors’ inlet temperature 
[°C] 

- 50 165 30 30 or 165 

Collectors’ outlet temperature 
[°C] 

- 110 185 120 120 or 185 

Price of field [€/m2] 0 200 350 350 350 

Price of storage [€/m3] 0 0 2000 400 400 

Optimal field area [m2] 0 37437 12069 15325 18390 

Optimal storage volume [m3] 0 0 190 1456 1571 

Extra integration costs [M€] 0 0 0.1 1.0 1.5 

Solar thermal  
investment [M€] 

0 7.487 4.703 6.946 8.565 

Energy produced [MWh/year] 0 36700 9093 15193 17684 

Energy absorbed [MWh/year] 0 36700 7733 14050 15904 

Energy wasted [MWh/year] 0 0 1361 1143 1780 

Heat rate [kWh/m2/year] 0 0.980 0.641 0.917 0.865 

LCoE [€/MWh] 110 18.00 98.13 84.59 82.92 

Payback period [years] - 2 11 7 9 

Solar fraction 0% 100% 21% 38% 43% 

Capacity reserve 0% 0% 15% 8% 10% 

In addition, we also investigated a case of a hybrid steam-water greenfield scenario. For this case the 
investment cost must also account for the cost of the boilers. The boiler size is dimensioned after the solar field 
performances to be complementary to it. The boiler size of each case is obtained as the maximum value of the 
power not delivered by solar energy. The boiler prices are estimated from a linear regression of commercially 
available boilers prices vs their nominal powers [7]. The relation obtained is shown in eq.9 

B = 0.2782𝑃𝑃𝑤𝑤 + 29.849                                                                                                                                (eq.9) 

Where B is the boiler price is thousands € and Pw is the boiler’s nominal power in kW. 

Obviously, the non-integration case must be updated with the cost of a full-sized boiler that we will add to the 
extra integration costs and that will impact on the LCoEs calculation.  

Despite our expectations, the boiler size of the optimal case was not reduced a lot showing that the peak power 
demand hours did not match well the solar thermal production. This mismatch is a true form of incompatibility 
and thus will be reflected both in the financial and in the energy compatibility as we have defined. 

 
A. Gambardella et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

415



Tab 2. summarizes the updates to the reference case and the results of the simulation for the greenfield scenario. 

 

 

Tab. 2: Summary of simulation results and economical choices the greenfield integration case 

Case No-Integration Ideal Greenfield 
(Hybrid) 

Optimal field area [m2] 0 37437 18333 

Optimal storage volume [m3] 0 0 1613 

Extra integration costs [M€] 3.038 0 2.924 

Total investment [M€] 3.038 7.487 9.986 

Energy produced [MWh/year] 0 36700 17670 

Energy absorbed [MWh/year] 0 36700 15903 

Energy wasted [MWh/year] 0 0 1767 

Heat rate [kWh/m2/year] 0 0.980 0.867 

LCoE [€/MWh] 117 18.00 86.33 

Solar fraction 0% 100% 43% 

Capacity reserve 0% 0% 10% 

Results and conclusions 

Before revealing the values of financial and energy compatibility of each case, we can make some judgments 
over their simulation results and economical choices. 

From both an energy and an economical perspective, the water integration case is surely more compatible with 
solar thermal than the steam integration since it can deliver more and waste less energy by also costing less at 
the same time. The energy and the economical compatibility definition were still useful to measure and 
quantify objectively how much more compatible is the water integration respect to the steam one. Indeed, 
without using the energy compatibility as we defined, the answer would be subjective to the personal 
interpretation of the trade-off between higher solar fractions and lower capacity reserves. Similarly, it is hard 
to understand the scale of the economical improvements without contextualizing the LCoEs of the two cases 
with the current price of the energy, the increase of energy delivered and the different investment costs. 

The difficulties of comparing unequivocally the compatibility of the integrations are even more evident when 
comparing the hot water integration case with the hybrid (steam and hot water) integration case. Indeed, the 
multitude of pros and cons of the two cases do not allow for an obvious interpretation and even less for a 
quantifiable measure of the compatibility. 

The hybrid case costs more than the hot water case, it wastes more energy (thus it has a lower heat rate) and 
has a longer payback period. On the other hand, the hybrid case also delivers more energy and has a slightly 
lower LCoE than the hot water case. 

Furthermore, the optimal sizes of field and storage of the hybrid case as retrofitting and as greenfield scenarios 
are almost identical. The boiler costs for the no-integration and the greenfield optimal case are also very 
similar. This suggest that the only advantage that the solar thermal integration would have as a greenfield 
project rather than as a retrofitting project for this specific case are due to the increased relative cost of the no-
integration case. 

In the next figures are shown the simulation outputs for Φ and Ψ for the considered solar field aperture and 
storage volume ranges. The red star represents the optimal case for each scenario. 
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Fig.3: Parametric analysis results for energy and economic compatibility (hybrid case) 

Fig.4: Parametric analysis results for energy and economic compatibility (steam case) 
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Fig.5: Parametric analysis results for energy and economic compatibility (hot water case) 

 

Note how the trends of the contour lines for Φ and Ψ have similar shapes but different values across both the 
different scenarios and the two indicators themselves.  

Finally, Tab. 3 shows the results for the financial and energy compatibility of all the considered optimal cases. 

 

Tab. 3: financial and energy compatibility of each integration optimal case 

Case Steam Water Hybrid Greenfield (Hybrid) 

𝛹𝛹 21% 38% 43% 43% 

𝛷𝛷 13% 28% 29% 31% 

 

As expected, the steam integration ranks the lowest for both financial and energy compatibility, nevertheless 
we had expected the energy compatibility gap between the two scenarios to be much larger since the actual 
gap is comparable to the solar fractions gap and we thought that the capacity reserve would have contributed 
to enlarge it even further. The reason of that is because the capacity reserve negative impact on the energy 
compatibility increases with the solar fraction too (the absolute amount of wasted energy of the two cases is 
quite similar). 

The financial compatibility, on the other hand, is more than double as high for the water compared to the steam 
integration case, but almost identical to the financial compatibility of the hybrid case suggesting that the 
economical advantages achievable through technical improvements in the hybrid case are proportional to their 
costs. 

As we expected, both the energy and the financial compatibility of the hybrid case does not increase much in 
a greenfield scenario either, since the power peaks mismatch makes impossible to reduce the boiler size. 

In all the cases, the energy compatibility results higher than the financial one which means that the ideal 
conditions for this integration are easier to achieve from an energy point of view rather than from an 
economical point of view regardless the layouts. 

In conclusion, according to the indicators presented in this work, there is a substantial improvement from both 
economic and financial perspective in choosing hot water rather than steam as heat carrier for the considered 
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solar thermal integration. There is an additional yet less remarkable improvement in choosing a hybrid system 
of hot water and steam. 

In the case of a greenfield project, where the solar thermal integration and the plant can be designed to meet 
each other needs much better than in a retrofitting project, we assessed the scale of the advantages to be 
relatively small. 
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Abstract 

New solutions are required to reduce the CO2 emissions of industrial companies, as currently most of the heat is 

generated by burning fossil fuels. Here, not only more efficient technologies, but technologies which incorporate 

renewable heat sources are required. Industrial heat consumption makes up a large portion of the overall heat 

consumption. Before individual decarbonisation roadmaps can be developed it is imperative to assess the current 

heat consumption of an industrial plant. This presents a major problem, as industrial complexes can be large and 

consist of many individual buildings. Thus, it is often unclear where to begin. The heat map in this work is used to 

visualise key figures of each individual building in an industrial site allowing the comparison between the buildings 

with respect to different aspects. It displays the heat consumption of each individual building in an industrial complex 

visually. For example, this makes it possible to compare the specific heat consumption, and to identify which 

buildings possibly represent the largest potential for energy efficiency measures. The specific heat consumption on 

building level also makes it possible to compare the buildings with those of other plants, with similar usage. The heat 

map can also be used to analyse the local distribution of waste heat and heat sinks.  

Keywords: heat map, specific heat consumption, heat consumption, process heat 

 

1. Introduction 

Considering the current climate crisis, countries all over the globe are aiming to reduce their CO2 emissions. Although 

heat represents the largest share of energy end usage with almost 50 %, a lot of the focus has been placed on renewable 

electricity generation in the past, which makes up a share of 20 %, transport makes up the remaining 30 % of energy 

end usage. Of this heat consumption industrial processes make up about 51 % and 46 % are consumed for space and 

hot water heating in buildings. Currently, this heat is mainly generated by burning fossil fuels (IEA, 2021). To reduce 

greenhouse gas emissions, energy efficiency measures must be taken to reduce the heat consumption, while at the 

same time increasing the share of renewable heat. However, before respective roadmaps for the transition of 

industrial companies can be developed, the current heat consumption needs to be determined based on available data. 

Here, large urban industrial complexes present a challenge, as these mostly consist of a great number of individual 

buildings. The question arises which buildings should be analysed first and how this can be illustrated clearly. The 

heat map presented in this paper provides various building specific data, which makes it possible to compare the 

buildings to one another using key figures of the buildings. In this paper, two key figures are defined regarding the 

specific heat consumption, the heat consumption divided by the floor space and heat consumption divided by the 

building volume. Moreover, the resolution of the heat consumption on building level makes it possible to include the 

usage of the buildings and the types of heat consumers inside. Based on the comparison of building parameters, 

energy efficiency potentials can be identified, and the different buildings can be prioritised. The resolution of the 

heat consumption on building level also makes it possible to not only assess the energy efficiency of the respective 

buildings but also identify the reasons for this higher specific heat consumption. Furthermore, best practise examples 

can be identified and adapted to other buildings. Another way of reducing the overall heat consumption of an 

industrial plant is the identification and utilisation of waste heat potentials. Again, large industrial plants present the 

problem of consisting of many different buildings. Here, the heat map can be used to show the location of the waste 

heat sources and the heat consumption on the map. The heat map is then used to identify suitable heat sinks for 

nearby waste heat sources. This is invaluable as the economic viability for the utilisation of waste heat decreases 

with greater distances between sinks and sources, as additional piping and systems are needed. In this study, the heat 

map will show the heat consumption of an automotive manufacturing plant.  
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2. Methodology - Developing the heat map 

For the creation of a heat map sufficient data on the objects, which are to be mapped, is required. In this case study 

the data is supplied by various sources. The operator of the automotive manufacturing plant supplied heat flow meter 

data for some individual buildings, building complexes, and supply lines. Furthermore, data on the installed heat 

consumers, such as the installed heating capacity, and their location in the plant is given. To supplement this data, 

heat flow measurements are performed with ultrasonic flow meters. As the heat consumption of most of the buildings 

is not measured individually, it is necessary to estimate the heat consumption of these buildings based on the 

knowledge of the heat consumers, the available flow meters, and own measurements. It is then possible to estimate 

the individual heat consumption of the buildings. This standardised annual heat consumption is shown in Figure 1. 

At this point, the specific values are calculated, but not shown here, as they include third party data. Thus, the heat 

consumption of the buildings is normalised, to show the buildings heat consumption in relation to each other. The 

map itself is created with the OpenStreetMap data bank (OpenStreetMap contributors, 2022). Even though the 

absolute value of the heat consumption of individual buildings in industrial companies is needed for the design of 

the required heat generation units or the local district heating grid, it is of little use when comparing the buildings 

within the industrial site or even with similar buildings in other sites. Because the various buildings differ greatly in 

size (Figure 1). For this comparison and further evaluation of the heat consumption, specific values are required. For 

this purpose, the building parameters, such as inside air volume and floor space are needed. This data is supplied by 

the operator of the automotive manufacturing plant. For some buildings this data is not available, so it is calculated 

based on the blueprints provided by the plant operator.  

 

Figure 1: Standardised annual heat consumption of the different buildings in an automotive manufacturing plant  

3. Results - Utilising the heat map 

In this example, the heat consumption of the production site is dominated by space heating through ventilation and 

recirculation systems which are used to ensure fresh air and space heating in the big manufacturing halls. Typical 

process heat systems such as washing machines, heated baths, or drying processes play a minor role in the heat 

consumption of the manufacturing plant, as they amount to about 18 % of the heat consumption. Thus, the specific 

heat consumption can be used to pre-evaluate the thermal efficiency of the buildings. Nevertheless, it must be kept 

in mind, that some buildings have a significant process heat consumption and thus show a higher specific heat 

consumption, even if they have a higher thermal efficiency. One example of a building with a high process heat 

demand is the yellow building in Figure 1 which houses the paint shop with various drying processes. The two key 

figures for the annual specific heat consumption are shown in Figure 2 with the heat consumption divided by the 

floor space and in Figure 3 with the heat consumption divided by the gross building volume. Figure 2 shows two 

buildings in orange with a high area-specific heat consumption and identifies these as buildings with a potential for 

increasing the energy efficiency. Thus, these buildings are analysed more closely to find the reasons for this high 

specific heat consumption. Contradictory to this, Figure 3 shows that, the right of the two orange buildings has a low 

volume-specific heat consumption. Consequently, in this case the specific heat consumption, regarding the buildings 
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floor space is not sufficient to compare the energy efficiency of the buildings, as the volume of the buildings also has 

a great influence on the heat consumption. Therefore, the specific heat consumption regarding the buildings inside 

air volume represents a better key figure than the specific heat consumption based on the floor space, as the heat 

consumption for space heating increases with the buildings volume: The air flow is mostly dependent on the buildings 

inside air volume because the ventilation units are designed to provide certain air exchange ratios. As the inlets of 

the ventilation units are mostly situated directly under the roof the whole building volume is exchanged. However, 

additional factors influence the buildings heat consumption, these include the control of the ventilation and 

recirculation systems as well as the utilisation of heat recovery systems.  

 

Figure 2: Standardised specific annual heat consumption of the different buildings in an automotive manufacturing plant (floor 

space) 

 

 

Figure 3: Standardised specific annual heat consumption of the different buildings in an automotive manufacturing plant (gross 

building volume) 

In residential buildings the heat losses are dominated by transmission, as the walls, buildings and windows are badly 

insulated, and these buildings commonly are not fitted with air ventilation units. After energetic renovations the 

transmission heat losses and the air permeability are reduced, and air ventilation units are required. Here, the 

buildings volume becomes more important, as the ventilation units then provide certain air ventilation ratios. 

However, as the ceiling height of most buildings is similar the volume correlates with the floor space. In this 

automotive manufacturing plant, the heat losses are dominated by ventilation heat losses, as the installed ventilation 
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units provide high air exchange ratios. Consequently, in this case the gross building volume is of interest, as a higher 

building volume results in higher volume flows.   

A multitude of production processes take part in an industrial manufacturing plant e.g., washing, drying, tempering, 

and the generation of compressed air. With some exceptions, such as washing machines radiating waste heat directly 

into the halls, the waste heat generated in these processes, is rejected to the environment with cooling units or 

compression chillers. The utilisation of this waste heat presents a large potential to reduce the heat consumption 

within an industrial site. At this point, not only the amount of waste heat but also the location of the waste heat 

sources in the industrial site, in relation to the location of heat consumers, is of interest. The standardised waste heat 

potential of the automotive manufacturing plant is presented in Figure 4. The waste heat potential was standardised 

to the same value as the heat consumption in Figure 1, to be able to compare them to each other. These potentials 

include waste heat from compression chillers, various production processes, server cooling, and engine tests. The 

manufacturing plant includes test stands for the serial tests of engines (yellow building) and test stands for research 

and development (red building), in Figure 4. The waste heat potentials of the air compression units (green and light 

blue building) are estimated based on the electricity demand, provided by the plant operator. For the engine tests, the 

energy content of the consumed diesel was used to estimate the waste heat potential, from which the electricity 

generation is subtracted. Further data is obtained by own heat flow measurements with ultrasonic flow meters. The 

overlay of the two maps in Figure 1 and 4 makes it possible to assess if the waste heat can be used locally in the same 

building, buildings close by, or if the heat must be transported to other buildings of the plant. The Figures 1 and 4 

show, that in the west of the plant the waste heat potential could be utilised to also meet the high heat consumption 

in the west of the plant. The building on the bottom left of Figures 1 and 4 also shows a sufficient heat sink for its 

own waste heat. On the other hand, the red building (Figure 4) on the bottom right shows a higher waste heat potential 

than heat consumption. Thus, this waste heat must be distributed to other nearby buildings. In this case, the heat map 

can supply a first indication to the relation and position of waste heat potentials and heat consumption within the 

plant. This makes it possible to prioritise the utilisation of waste heat sources, depending on absolute amount of waste 

heat and the availability of nearby heat sinks. This information also allows to identify which heat sinks and waste 

heat sources need to be examined more closely, regarding the simultaneity of heat consumption and waste heat 

potential.  

 

Figure 4: Standardised annual waste heat potential of the different buildings in an automotive manufacturing plant  

4. Conclusion and outlook 

When developing different energy efficiency and decentralised renewable heat generation roadmaps for a large 

industrial site, it is imperative to first estimate the current heat consumption. The developed heat map allows a 

graphical comparison of key figures of different buildings within a plant and gives the opportunity to compare them 

to similar buildings of other plants. This enables the users to quickly identify buildings with a higher specific heat 

consumption. Based on this, an assessment can be made which buildings already consume less heat and which 

buildings should be the focus of potential energy efficiency measures. Moreover, estimating the heat consumption 

   
     
     
      
       
      
       
       

 
S. Holway et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

423



 

 

on building level makes it possible to examine the different buildings individually and account for their usage and 

the different heat consumers within. This is necessary as they directly impact the heat consumption of the building. 

Furthermore, the heat map offers the opportunity to show the location of waste heat sources and heat sinks, making 

it possible to prioritise the utilisation of waste heat potentials in the vicinity of heat sinks and identify which heat 

sinks should be supplied by which waste heat source.  

This heat map shows the heat consumption and waste heat potential as annual values and therefore cannot be used 

to assess the simultaneity of the heat consumption and the waste heat potential. In consequence, the individual heat 

sources and sinks need to be examined more closely, than done in this study. This also means, that it cannot be used 

to calculate the maximum heat load of the system. The creation of a heat map requires a lot of data on the buildings, 

which are to be mapped. The bigger the industrial complex and the more numerous the data the more a heat map can 

help to get a better overview of the specific buildings in a plant. This heat map is used to identify buildings with a 

lower energetic efficiency, within the automotive manufacturing plant. From this base, the different buildings were 

prioritised for the implementation of energy efficiency measures. The heat map is then also used to identify possible 

heat sinks for waste heat sources. In the next step the heat map shall show how the heat consumption of the buildings 

changes when implementing different energy efficiency measures and the integration of waste heat. This will make 

it possible to quantify the remaining heat consumption, which is to be decarbonised.  
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Abstract 

An analysis is carried out to examine the influence of heat transfer fluid (HTF) flow direction on thermal 

performance in an upward-facing cone-cylindrical receiver. The receiver is modeled as a cone-cylindrical helical 

coil receiver which is subjected to concentrated solar flux from a 60 sq.m. Scheffler parabolic dish. The receiver 

is inclined at an angle equal to 25˚. Therminol-55 is taken as the HTF flowing through the coil receiver. A 

numerical approach is adopted to evaluate the convective and radiative heat loss parameters from the coil receiver. 

These parameters are used to evaluate the thermal efficiency of the coil receiver for two-fluid flow configurations: 

a) Up-flow (bottom-to-mouth), and b) down-flow (mouth-to-bottom). It is observed that for the down-flow 

configuration, the mean coil temperature is lower than the upward flow configuration, resulting in reduced thermal 

losses and higher thermal efficiency up to 5-10% under different operating conditions. The results will help in 

designing optimal helical coil solar cavity receivers for medium and high-temperature decentralized power 

generation applications, and, industrial process heat 

Keywords: Solar, Cavity, Receiver, Helical Coil, Scheffler dish, Thermal performance, Industrial process heat 

 

1. Introduction 

Solar dish concentrator systems have been seen as a promising technology for decentralized power generation, 

and industrial process heat for a long time. These systems are point focus systems and use a cavity receiver, placed 

at the focus, to absorb the reflected solar radiation. The most used dish concentrator systems are parabolic dish 

concentrators, where, a downward-facing receiver is attached to the dish where the incoming high-density solar 

flux is absorbed (Hafez et al., 2016). A HTF circulates across the walls of the receiver and absorbs heat from the 

receiver wall. The temperature range achieved in a parabolic dish system is ideal for applications like generating 

hot compressed air for air Brayton cycles and supercritical carbon dioxide (s-CO2) for closed Brayton cycles. 

However, it is difficult to connect high-pressure pipelines to a moving receiver mounted on a dish, as shown in 

Fig 1. One solution to overcoming this issue is to use another category of the parabolic dish which provides a 

static focus at the ground level, called the Scheffler Dish (Munir et al., 2010). This aids in the installation of high-

pressure lines and can also be used in the form of multiple clusters for scaled-up CSP applications (India-One, 

2010). To overcome these issues, Scheffler dish technology could be used as it has a static focus, as shown in 

Fig 2 (Munir et al., 2010). The Scheffler dish rotates about the polar axis to perform daily tracking while keeping 

the receiver fixed, as shown in Fig 3. The receiver has an upward-facing orientation and is kept inclined at an 

angle equal to the local latitude.  

Various parameters for an upward-facing cavity receiver like cavity shape, aperture ratio, wind effect, etc. are 

previously analyzed (Leibfried and Ortjohann, 1995). However, one parameter that is still not looked at is the 

effect of the flow direction in the cavity receiver with thermic oil as the HTF. In this paper, a cone-cylindrical-

shaped helical coil cavity receiver is subjected to concentrated solar flux from 60 m2. Scheffler dish, and is 

analyzed to evaluate the thermal efficiency of the coil receiver for two-fluid flow configurations: a) Up-flow 

(bottom-to-mouth), and b) down-flow (mouth-to-bottom). During this analysis, the thermal performance for two 

flow configurations for a range of mass flow rates will be analyzed. This study will be very useful in designing 

helical coil solar cavity receiver for medium and high-temperature decentralized power generation applications, 

that uses an upward-facing dish concentrator technology. 
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Figure 1: Movement of the receiver with dish during day tracking 

 

Figure 2: Scheffler Dish with static focus receiver 

2. System Description 

An upward-facing cavity receiver is assumed under concentrated solar flux after reflection from a 60 m2 Scheffler 

paraboloid reflector. The dimension of the Scheffler reflector in the current analysis is based on the dish used at 

the India One Solar Thermal Power Plant, Abu Road, India, as shown in Fig 4, and its dimensional details are 

shown in Table 1. Assuming no optical errors in the dish, ray tracing is performed for flux analysis of the cavity 

receiver, for which the reflector surface is discretized into 104 points, and each point impinges with a solar ray. 

The position of the sun for this analysis is assumed to be at solar noon on equinox with a DNI value of 800 W/m2. 

Each solar ray follows the trajectory wherein it first falls onto the dish surface, gets reflected and it then passes 

through the focus of the dish and finally hits the receiver, as shown in Fig 3.  

The cavity receiver in the current analysis is assumed to have a cone-cylindrical shape, which is the most optimal 

shape in terms of thermal efficiency among the six shapes analyzed by Kumar et al (Kumar et al, 2018). The 

receiver is made of a helical coil, as shown in Fig 5, and its coil and tube dimensional details are shown in Table 2. 

The receiver is assumed to have an inclination of 25˚ (local latitude of Abu Road, India), which makes the normal 

vector from the receiver aperture parallel to the polar axis of the earth (the axis about which the Scheffler dish 

performs its day tracking operation).  The receiver is positioned 375 mm behind the focus of the dish to ensure 

that all the solar flux is intercepted with no spillage. The schematic of the Scheffler Dish-cavity receiver system, 

shown in Fig 3, shows the effective aperture area of the Scheffler dish. The mathematical value of effective 

aperture area on equinox for a 60 m2 Scheffler dish is evaluated using eq 1 and is found to be 43.72 m2. For 

equinox, the declination angle is equal to zero and the shape of the aperture area is a circle. 
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Figure 3: Schematic of Scheffler dish-cavity receiver system 

  

(a) Front View of Scheffler Dish (b) Lateral View of Scheffler Dish 

Figure 4: Details of 60 m2 Scheffler Dish System 

Table 1: Dimensional details of Scheffler Paraboloid Reflector at India-One 

Focal Length 3.79 m 

Number of rectangular mirrors 770 

Dimension of a rectangular mirror 650 x 120 mm 

Major axis of the elliptical outline of the dish 10.44 m 

Minor axis of the elliptical outline of the dish 7.53 m 

 

Effective 

aperture area 
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Figure 5: Helical coil Cone-Cylindrical Receiver 

Table 2: Dimensional detail of Cone-cylindrical receiver 

Tube Outer Diameter 33.4 mm 

Tube Inner Diameter 26.4 mm 

Number of turns in coils 17 

Pitch of coil 47 mm 

Ratio of Cone to Cylindrical section 1:1 

Coil Diameter at bottom 170 mm 

Coil Diameter at Top 500 mm 

Coil Material ASTM A 53-68 Welded & Seamless Steel Pipes 

 

𝐴𝑝𝑒𝑟𝑡𝑢𝑟𝑒 𝐴𝑟𝑒𝑎 = 𝑅𝑒𝑓𝑙𝑒𝑐𝑡𝑜𝑟 𝐴𝑟𝑒𝑎 ۰{cos (43.23˚ −
𝛿

2
)} 

eq. (1) 

Where 𝛿 is the solar declination angle  

 

In the current analysis, the aim is to analyze the effect of HTF flow direction on the thermal performance of the 

receiver. The two flow configurations are a) Up-flow, and b) Down-flow. In the Up-flow configuration, the cold 

HTF flows from the bottom of the receiver and exits the mouth of the receiver as hot HTF, whereas in the Down-

flow configuration, the cold HTF flows from the mouth of the receiver, and exits as hot HTF from the bottom of 

the receiver. Both flow configurations are shown in Fig 6. The HTF chosen under analysis is Therminol-55, a 

synthetic fluid that is an efficient and reliable HTF for medium temperature-range operations up to 593 K.  

3. Methodology 

The thermal performance of the cone-cylindrical receiver under different flow configurations is compared by 

evaluating their respective thermal efficiencies, which is the ratio of net energy absorbed to the net incident flux. 

The value of total incident heat flux at the receiver aperture can be calculated by the eq (2): 

𝐼𝑛𝑐𝑖𝑑𝑒𝑛𝑡 𝑆𝑜𝑙𝑎𝑟 𝐹𝑙𝑢𝑥 = (𝐷𝑁𝐼)۰(𝐷𝑖𝑠ℎ 𝐴𝑝𝑝𝑒𝑟𝑡𝑢𝑟𝑒 𝑎𝑟𝑒𝑎) eq (2) 

 

Cylindrical 

section 

Conical 

section 
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However, for estimating the incident heat flux on each coil can be estimated by using ray tracing. To perform ray 

tracing, the entire cone-cylindrical receiver is divided equally into 10 sections along the axis 1-1’, as shown in 

Fig 7, and the flux map is plotted for each section using discretized ray tracing operation. The resulting flux map 

is shown in Fig 8. The numerical values of flux map intensities are mentioned in Table 3 for each coil section. 

  
Figure 6: Flow configuration for Heat Transfer Fluid 

 

Figure 7: Cone-cylindrical coil receiver divided equally along the axis into 10 sections 

The incident flux intensities value at each coil section can be used in the steady state energy balance equation, 

which equates it to the summation of their respective useful heat gains and thermal heat loss, as shown in eq (3): 

𝐼𝑛𝑐𝑖𝑑𝑒𝑛𝑡 ℎ𝑒𝑎𝑡 𝑓𝑙𝑢𝑥 = 𝐸𝑛𝑒𝑟𝑔𝑦 𝐴𝑏𝑠𝑜𝑟𝑏𝑒𝑑 𝑏𝑦 𝐶𝑜𝑖𝑙𝑠 + 𝑇ℎ𝑒𝑟𝑚𝑎𝑙 𝑙𝑜𝑠𝑠𝑒𝑠 eq (3) 

𝑇ℎ𝑒𝑟𝑚𝑎𝑙 ℎ𝑒𝑎𝑡 𝑙𝑜𝑠𝑠 = 𝑄𝑐𝑜𝑛𝑑 +  𝑄𝑐𝑜𝑛𝑣 +  𝑄𝑟𝑎𝑑  eq (4) 

𝐻𝑒𝑎𝑡 𝑔𝑎𝑖𝑛 𝑏𝑦 𝐻𝑇𝐹 =  �̇�۰𝐶𝑝۰𝛥𝑇 eq (5) 

As both terms on the right-hand side of eq (3), i.e., energy absorbed and thermal losses are unknown, an iterative 

method is proposed to evaluate these values. The flowchart for the iterative method is shown in Fig 9. 
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Table 3: Section-wise flux distribution details on Cone-cylindrical receiver 

Coil Section No. Coil Length (m) Flux intensity (W/m2) 

10 1.087 6496 

9 1.439 7920 

8 1.791 9776 

7 2.143 12320 

6 2.495 15816 

5 2.671 8304 

4 2.671 11144 

3 2.671 15552 

2 2.671 22672 

1 2.671 35392 
 

 

Figure 8: Flux map distribution section-wise on the cone-cylindrical receiver 

 

3.1 An iterative method for estimating heat absorbed and heat losses at the coil section 

Step 1: Choose the flow configuration between Up-flow & Down-flow with a mass flow rate, 𝑚,̇  and assume the 

inlet temperature T_f_IN_1 at the 1st coil section.  

Steps 2 & 3: The entire coil length is divided into 10 equal sections of axial length about axis 1-1’, as explained 

earlier. Using discretized ray tracing, average flux intensities are estimated at each coil section, with their 

respective values mentioned in Table 3, and these values are assigned as Qincident. 

Step 4: A fraction of Qincident_1 at coil section 1 is assumed to be Qabs_1, and it is equal to the useful heat gain for 

the HTF flowing through this coil section. For this assumed value of Qabs_1, and T_f_IN_1 from Step 1, calculate the 

outlet temperature T_f_OUT_1, using eq (6). Using the temperatures at the inlet and outlet, the surface temperature 

of the coil section is evaluated. 

𝑄abs_1 =  �̇�۰𝐶𝑝۰(T_f_OUT_1 - T_f_IN_1) eq (6) 

Step 5: The calculated value of outlet temperature at coil 1 is assigned as the inlet temperature at coil 2, i.e., 

T_f_OUT_1 = T_f_IN_2 

Step 6: The process of Steps 4 & 5 are repeated for all the coil sections, and the surface temperature at all coil 

sections is estimated. 
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Step 7: For the respective coil surface temperatures, the Qconv and Qrad are evaluated using eq (7) and eq (8) 

respectively. The h.t.c. value in eq (7) and view factor value in eq (8) are estimated using ANSYS Fluent.  

Step 8: After estimating the Qconv and Qrad from the previous step, the energy balance equation is checked. If the 

energy conservation holds good, then the initial guess of T_f_IN_1 and Qabs are correct. If not, then the process is 

repeated with a new guess of T_f_IN_1. 

 

Figure 9: Iterative method to estimate useful heat gain and thermal losses 

 

3.2 Heat transfer coefficient and View factor value for cone-cylindrical coil receiver to estimate Qconv & Qrad 

 

For estimating the convection and radiation heat losses, eq (7) and eq (8) respectively can be used: 

𝑄𝑐𝑜𝑛𝑣_𝑖 = ℎ۰𝐴𝑖۰(𝑇𝑠𝑢𝑟𝑓_𝑖 − 𝑇𝑎𝑚𝑏) eq (7) 

𝑄𝑟𝑎𝑑_𝑖 = 𝜎۰𝜖۰𝐹𝑖_𝑎𝑝𝑒𝑟۰𝐴𝑖۰(𝑇𝑠𝑢𝑟𝑓𝑖

4 − 𝑇𝑎𝑚𝑏
4) +  𝜎۰𝜖۰𝐹𝑖_𝑖𝑛𝑠𝑢𝑙𝑎𝑡𝑖𝑜𝑛۰𝐴𝑖۰(𝑇𝑠𝑢𝑟𝑓_𝑖

4 − 𝑇𝑖𝑛𝑠𝑢𝑙𝑎𝑡𝑖𝑜𝑛
4) eq (8) 

However, the values of h.t.c. in eq (7) and view factor (Fij) in eq (8) are very complex to determine and there is 

no straightforward empirical relation in the literature for determining these values. Therefore, these values for 

each coil section are estimated using ANSYS Fluent. 

For h.t.c. estimation, CFD analysis is conducted by building the geometry and simulating it inside a large enough 

air enclosure, as shown in Fig 10. The enclosure is filled with air at ambient conditions (300 K and 1 atm) uniform 

throughout. Next, the model is meshed suing fine meshing near the coil section, and the mesh coarsens as the 

mesh goes far away from the coil area. The number of elements in the mesh is counted to be 7402418. For 

boundary conditions, an isothermal temperature condition is put at the coil surface, and this temperature for each 

coil section is estimated by the iterative methodology of section 3.1. The resulting h.t.c. values from CFD analysis 

are shown in Table 4. 
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Figure 10: Coil receiver in air enclosure 

 

Table 4: h.t.c and view factor values for Up-flow configuration with inlet temp of 573 K and mass flow rate of 0.312 kg/s 

Coil No. Surface Temp (K) h.t.c. (W/m2-K) 
View factor from coil 

to aperture, Fi_aper 

View Factor from coil to 

insulation: Fi_insulation 

1 577 8.64 0.02 0.45 

2 579 8.24 0.03 0.42 

3 581 7.77 0.04 0.45 

4 583 7.38 0.05 0.41 

5 587 7.56 0.06 0.45 

6 585 8.39 0.05 0.44 

7 588 6.57 0.07 0.42 

8 592 6.93 0.09 0.41 

9 599 7.9 0.12 0.4 

10 609 7.87 0.25 0.38 
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The radiation heat loss will comprise two radiative heat loss terms: radiation from the coil to receiver opening, 

and radiation from the coil to insulation cover. The view factors for both cases are shown in Table 4 and were 

calculated using ANSYS Fluent by applying a surface-to-surface radiation module. The temperature of the 

insulation cover is assumed to be 300 K in the present analysis.  

4. Results & Discussion 

The system is analyzed for Up-flow and Down-flow configurations using the iterative methodology explained in 

section 3.1. The corresponding temperature profiles are shown in Fig 11 and Fig 12. The corresponding mass flow 

rate, average Reynolds number, and thermal efficiencies are also mentioned in the plots of the temperature profile.  

 

Figure 11: Temperature profile for Up-flow and Down-flow configuration at 0.08 kg/s mass flow rate 

From the temperature profiles in Fig 11 and Fig 12, it is observed that the average surface temperature is lower 

when the flow configuration is Down-flow. This can be attributed to the fact that cold HTF enters from the top of 

the receiver and absorbs the most concentrated solar flux. As the temperature is low in the Down-flow 

configuration at the top, the heat losses are substantially less, resulting in higher thermal efficiency. However, it 

is also observed that as the Reynolds number is increased from 13000 to 50000, the difference in thermal 

efficiency between up-flow and down-flow reduces. This is because as the Reynolds number increases, the flow 

rate increases which results in a smaller temperature difference between coil surface temperature and HTF mean 

temperature.  
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Figure 12: Temperature profile for Up-flow and Down-flow configuration at 0.47 kg/s mass flow rate 

 

5. Conclusion 

A cone-cylindrical cavity receiver was analyzed for two flow configurations: Up-flow & Down-flow. The cone-

cylindrical receiver is assumed to be under concentrated solar flux incoming from a 60 m2 Scheffler dish reflector. 

The HTF assumed for the analysis is Therminol-55, a synthetic fluid for moderate temperature operation. The 

analysis was conducted for two flow rates of 0.08 kg/s and 0.47 kg/s. It was observed that irrespective of the flow 

rates, the down-flow configuration had better thermal efficiency. This was attributed to the fact that in the down-

flow configuration, the average surface temperature was lower than in the up-flow configuration, leading to lower 

thermal losses. However, as the flow rates increased, the temperature difference between fluid flow and coil 

surface reduced, which reduced the gap between thermal efficiencies of up-flow and down-flow. 
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Abstract 

Highly industrialized factory farming of pigs is energy-intensive, because efficient pig production is only possible 

under optimal climatic housing conditions, as the highly bred breeds are temperature-sensitive. To keep 

production costs as low as possible, the heating and cooling supply must be operated as efficiently as possible. 

However, as regulatory requirements are constantly adjusted and market demand changes, pig farmers need to 

adapt and improve their pig production, which affects the efficiency of the heat and cooling supply concept. A 

case study in a large piglet farm is used to develop a tool for predicting annual heating and cooling requirements 

that can be used in other farms with similar boundary conditions. The tool allows a quick classification of changes 

in the production system in terms of their impact on heating and cooling demand. The forecast of the scenario-

based heating and cooling load profiles provides an important starting point for increased efficiency and further 

development of a renewable heating and cooling supply concept. 

Keywords: Heating demand, Cooling demand, Pig farming, Pig housing, Piglet production systems 

 

1. Introduction 

Today's world requires constant adaptation and further development of the operating conditions of piglet 

production systems because the demands of the market are changing, and legal requirements are constantly being 

increased. The pig farmers must react to the volatile conditions to be able to hold their market share. This can 

include structural changes to the pig housing, with an impact on the number of animal places and thus an increase 

in heat demand. But also optimising the housing climate through cooling during the summer months to increase 

the efficiency of production and wellbeing of the animals can be a measure. Each measure has an impact on the 

heating and cooling demand and can thus affect the efficient operation of existing heating and cooling systems. 

Solar cooling as cooling system could be an interesting solution, as the stables are equipped with enough roof area 

and thus offer good conditions for solar thermal energy. Based on measurement data collected at a piglet 

production system, a tool is developed as a decision-making basis for the improvement and further development 

of the heating and cooling supply concept. This tool aims at helping piglet farmers to consider and compare 

different scenarios for the heating and cooling demand in order to have a decision-making basis for the expansion, 

conversion, or new construction of the heating and cooling supply systems. For this purpose, the tool determines 

future heating and cooling load profiles based on current heat demand and housing climate data. The focus is 

exclusively on intensive pig production systems with an emphasis on piglet production. 

 

2. Pig production system and requirements of indoor environment in pig 
housing systems 

The process of pig production can be divided into piglet production/rearing and fattening of pigs. The gestation 

period of the sow is between 112 and 115 days. The weaned piglets remain with the sow for 21 to 28 days and are 

suckled by her. After weaning, the piglets are taken to the piglet housing for about 5 weeks. At a live weight of 

30 kg, they are transferred from the piglet housing to the fattening housing. Piglet production/rearing extends 

overall over about 170 days and is thus a main driver of heat demand in the value chain of pig production (Giner 

Santonja et al., 2017). In all process steps of pig production, heat demand has the largest share with respect to the 

total energy demand (Seifert et al., 2009): Within the piglet production system, heat demand accounts for 87% of 
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the total energy demand. In sow housing, heat demand has a share of 66% (Seifert et al., 2009). In consequence, 

heat supply has a significant impact on the energy efficiency of pig production systems. 

Depending on the process stage and the age of the piglets, different house climates are optimal for the performance 

of the animals (Blaha et al., 2010). Tab. 1 shows the performance-oriented optimal temperatures. Those optimal 

air temperatures are the main reason for the heating and cooling demand in the housing. 

 
Tab. 1: Optimal air temperature in pig housing (DIN 18910, 2017) 

Pig Housing Optimal air temperature of the stable air [°C] 

Mating and gestating sows 20 to 16 

Farrowing sows 20 to 16 

Weaners 32 to 20 

Piglets 30 to 20 

 

3. Head demand scenario 

The case study is about a German pig farm which includes 5,000 sows and 160,000 piglets per year with an annual 

heat demand of 5 GWh and an annual electricity demand of 2.6 GWh. Like most farmers with highly industrialised 

factory farming, the case study only had data about the annual electricity consumption but no information on the 

heat consumption. In this case study, measuring the heat demand is only possible by retrofitting appropriate heat 

meters, which involves a great deal of effort and costs. Due to sector-typical restrictions, mobile heat flow meters 

cannot be used within the stables ensuring that the animals do not get in contact with human germs. This means 

that mobile heat flow meters can only be installed outside the stable, for example at the heating distributer, which 

does not allow measurement of the individual compartments. The electricity consumption or the electricity load 

profile can be obtained from the energy supplier and with this, it is easily accessible. Thus, the first step is to use 

the electricity load profile and come to first conclusions. Focus here is the ventilation system because it impacts 

the housing climate and depends on the stable temperature and the outside temperature. This allows initial 

conclusions to be drawn about the daily/weekly/seasonal heat demand based on the electricity load profile. 

 

 
Fig. 1: Annual electricity load profile of the investigated piglet frame in hourly resolution for the year 2020 

 

Fig. 1 shows the electricity load profile for the year 2020, which is representative in comparison to the years 

before. The comparison also shows that there are no significant differences between the years, which also indicates 

constant production and a regular cycle at farrowing, which is also assumed for the determination of the heat 

demand. The analysis of the profile does not indicate a strong seasonality of the electricity profile.   
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Fig. 2: Dependence of the electricity consumption on the average ambient temperature of the investigated piglet frame 

 

In contrast to Fig. 1, Fig. 2 shows that the electricity consumption is slightly dependent on the ambient 

temperature. This dependency is due to the rising ambient temperatures, which leads to increased stable 

temperatures. To ensure the well-being of the pigs and to maintain the optimal air temperatures, the air exchange 

rate of the ventilation systems is increased. This dependency is also supported by the fact that in winter the air 

exchange rate is deliberately reduced by the farmers to reduce heat losses. Thus, the electricity load is subject to 

the climatic regulations of the stable and is therefore related to the heat demand. This means that the heat demand 

is also subject to an ambient temperature dependency as shown in Fig. 3.  

 

 
Fig. 3: Dependence of the heat demand on the average ambient temperature of the investigated piglet frame, hourly resolution 

The annual load profile for the heat demand is created based on a heat flow measurement over a shorter period. 

The results show that there is an ambient temperature dependency of the heat load profile as found by Jesper et 

al., (2021). So, the heat load profile of the investigated piglet farm is calculated for the entire year as shown in 

Fig. 4.  

 

 
Fig. 4: Annual heat load profile of the investigated piglet frame in hourly resolution for the year 2021/22 
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4. Cooling demand scenario 

Fig. 5 exemplifies the farrowing stable temperature of the investigated piglet frame. It shows a year-round 

deviation between set and stable temperature. This is probably due to faulty control, but nevertheless the deviation 

increases in the summer months despite the increased air exchange rate. This temperature overshoot is the main 

reason why some farmers have already installed cooling systems and why the cooling demand must be considered 

when designing an efficient energy concept. 

 

 
Fig. 5: Example of set temperature and stable temperature for one farrowing stable of the investigated piglet frame in 10 minutes 

resolution  

 

In addition to the ambient temperature, the sensitive heat production of the animals must be taken into account 

when calculation the cooling demand of a stable. The decisive factors for the sensitive heat production are the 

number of animals per compartment, their weight, and their daily weight gain. Considering those factors, the 

sensitive heat production can be determined with eq. 1 according to (DIN 18910, 2017). For the case study the 

farrowing pen and the gilts pen are most interesting for cooling, in order to avoid overheating of the farrowing 

sows and to optimise production and growth of the gilts. 

 

Sensitive heat production: 

𝑞𝑠𝑒𝑛 = 0.62 ∗  𝑞 𝑡𝑜𝑡,𝑐𝑜𝑟 −
𝑞𝑡𝑜𝑡

1000
∗ (1.15 ∗  10−7 ∗ 𝑇𝑖

6)  (eq. 1) 

Corrected Heat production on ambient temperature 

𝑞𝑡𝑜𝑡,𝑐𝑜𝑟 =  𝑞𝑡𝑜𝑡 ∗ (1 + 𝐺 ∗ (20 − 𝑇𝑖))   (eq. 2) 

Farrowing pen (DIN 18910, 2017): 

𝑞𝑡𝑜𝑡 =  4.85 ∗  𝑚0.75 + 28 ∗  𝑌1    (eq. 3) 

Gilts (DIN 18910, 2017): 
𝑞𝑡𝑜𝑡 = 4.85 ∗ 𝑚0.75 + 8 ∗  10 −5 ∗  𝑝3 + 78 ∗ 𝑌2  (eq. 4) 

𝐺 = 𝑠𝑝𝑒𝑐𝑖𝑒𝑠 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐 𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡 

𝑇𝑖 = 𝑆𝑡𝑎𝑏𝑙𝑒 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝑖𝑛 °𝐶 

𝑚 = 𝑊𝑒𝑖𝑔ℎ𝑡 𝑎𝑛𝑖𝑚𝑎𝑙 𝑖𝑛 𝑘𝑔 

𝑌1 = 𝑀𝑖𝑙𝑘 𝑜𝑢𝑡𝑝𝑢 𝑖𝑛 𝑙/𝑑 

𝑝 = 𝑃𝑟𝑒𝑔𝑛𝑎𝑡 𝑝ℎ𝑎𝑠𝑒 

𝑌2 = 𝑑𝑎𝑖𝑙𝑦 𝑤𝑒𝑖𝑔ℎ𝑡 𝑔𝑎𝑖𝑛 𝑖𝑛 𝑘𝑔/𝑑 

 
The cooling demand for the investigated piglet farm is shown in Fig. 6, with a reasonable peak during the summer 

period, what makes solar cooling a suitable option to meet the demand. But must intensive pig production systems, 
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as well as this case study have a biogas plant with an CHP unit. For the case study the cooling demand overlaps 

with the excess heat of the CHP unit, for most of the time as shown in Fig. 6. This makes it possible to use the 

excess heat for cooling the air supply by absorption cooling and adjust the stable temperatures to the optimal 

temperatures. This solution has the advantage of better housing climate without or only few additional energy 

input, as the excess heat is currently dissipated during the summer period. In the current situation, with the current 

incentives, solar cooling is not an attractive solution for the farms, because the excess heat from the CHP is 

available during the summer period. 

 

 
Fig. 6: Cooling demand of the stables and excess heat of the CHP of the investigated piglet farm 

5. Conclusion 

The consideration of different heating and cooling demand scenarios in the design of a heating and cooling supply 

concept offers the advantage that future changes can already be considered. Likewise, the forecast of the heating 

and cooling load profiles can serve as a basis for decision-making for planned measures. For detailed planning, 

the specific conditions of the operation site must be considered. The full paper presents the methodology how the 

heating and cooling load profile for a piglet farm can be calculated based on different boundary conditions such 

as size of the housings, number of pigs, and location as well as the installed facilities for heat recovery, cooling, 

etc. This methodology is exemplified by the case study but can be transferred to other intensive pig production 

systems, as the circumstances such as the layout of the stables and the presence of a biogas plant are very similar. 

The results show that the profile of the excess heat of the existing CHP, which is currently dissipated during 

summertime, goes along with the calculated cooling demand for the stables. In consequence, an absorption cooling 

process with the excess heat of the CHP is a more attractive solution to increase breading efficiency and animal 

welfare at the same without additional energy input, as solar cooling. 
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Abstract 

Maize is the most widely grown cereal crop in Zimbabwe. At harvest, the content of moisture in maize is usually 

above 25 % which is undesirable for safe storage throughout the year. The acceptable moisture content for 

prolonged storage of maize is about 12.5 %. Most farmers in Zimbabwe use the traditional way of drying maize 

by exposing it to the sun for a prolonged period. The drying period can span up to three months using these 

traditional methods. This delays the delivery of the grain to the market as well as the quality of the product 

resulting in post-harvest losses. This paper is a documentation of the project that was supported and sponsored by 

the Southern African Solar Thermal Demonstration Initiative (SOLTRAIN) to design a small-scale solar grain 

dryer for maize in Zimbabwe. Drying experiments were conducted in the laboratory to determine the drying 

parameters that were used in the design. An optimum drying temperature of 60 °C was determined against a drying 

time of 6 hours to reach the acceptable moisture levels using a drying vessel of a capacity of 1.5 tonnes and a 

collector area of 48 m2 using flat plate air collectors. The control system of the dryer was also developed  

Keywords: Solar drying, grain drying, flat plate air collectors, drying chamber 

 

1. Introduction 

The main goal of this project was to improve the quality of the maize whilst reducing waste associated with the 

drying process by making use of renewable solar thermal energy. This undertaking drives towards the achievement 

of Sustainable Development Goal 7 which calls for the provision of clean and affordable energy. The present 

common maize drying techniques in Zimbabwe are monotonous, time-consuming as far as productivity is 

concerned (Lambert et al., 2018). The developments that have occurred over the years use non-renewable energy 

sources (Meyer and Greyvenstein, 1992). These are not readily accessible in Zimbabwe, and they also compromise 

the natural environment. There is need to spare time, reduce labour, enhance the quality of dried maize with a 

better clean drying technique. Many farmers suffer post-harvest losses as well as delayed marketing of grain due 

to the current natural drying techniques (Herald,2016). Hence the need to develop a simple grain dryer that is 

usable at a small-scale level. 

2. Experimental Setup 

Experiments were conducted to analyse the effect of temperature on drying rate and moisture content in order to 

determine and optimise the drying parameters for drying grain. A Thermotec 40 litre laboratory oven was used 

for the experiment which has a temperature range of 0-150℃ and constant airflow rate of 1.5m/s. Three 

temperature levels were selected according to the Taguchi Design of Experiments that are 40 °C, 50 °C and 60 

°C. The mass of the grain was recorded at 5 min intervals until the moisture content of grain reaches the desired 

12.5%. A stopwatch was used to measure the drying time for the various experiments. The results of the 

experiments are as shown in Fig 1 and Fig 2. 

 

International Solar Energy Society EuroSun2022 Proceedings

 

© 2022. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientiic Committee
doi:10.18086/eurosun.2022.05.08 Available at http://proceedings.ises.org 441



 

0 10 20 30 40 50 60 70 80 90 100

8

10

12

14

16

18

20

22

24

26

28

M
o
is

tu
re

 C
o
n

te
n

t 
(%

)

Time (min)

 (40°C)

 (50°C)

 (60°C)

Moisture Content Vs Time of Drying

 

Fig.1. Moisture Content Vs Time of Drying Maize at Varying Temperatures 

Fig 1 shows the variation of moisture content and drying time for the three temperature levels, while Fig 2 shows 

the drying rate against the drying time. 
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Fig.2. Drying Rate Against the Drying Time 

By applying the large is better, the optimum values can be deduced from the graphs. It was concluded that dryer 

is sensitive to temperature more than the other parameters. Initial mass and drying period needed not be too large 

and too small for effective drying to take place. 

3. System Design 
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A maize dryer was designed with a capacity of drying 1500 kg of maize from 25 % to 12.5 % moisture content in 

8 hours, using a collector efficiency of 33.2 %, and a 30 % pickup efficiency as well as 30 % system efficiency. 

The system efficiency is within the range of efficiency for forced convection dryers, that is, 20-30 % (Fuller, 

2012). The design was made up of two different systems. The first system is the heating system process that uses 

the flat plate solar collectors (Bala and Janjai, 2012). A dehumidifier to control the humidity and temperature of 

air was also included. The second system consists of the grain handling circuit for efficient drying of grain. All 

the electrical components were designed to be powered by an external solar photovoltaic system. Fig 3 shows the 

schematic of the heat collection, heat storage and drying chamber layout design. The major design considerations 

for the maize dryer system include the solar collector unit sizing, design of ductwork, drying chamber sizing, 

dehumidifier sizing, photovoltaic system sizing and the control system sizing. The solar collector design followed 

guidelines from Duffie and Beckman (2006) as well as Tan and Charters (1970). 

 
Fig.3. Maize Dryer System Layout 

3.1 Design of a Solar Collector Unit 

The drying heat load, Qload determines the area of a solar heat collector. The heat load is determined by the amount 

of grain to be dried, its initial and final moisture contents, and the time required to complete the drying operation. 

1500 kg of maize at 25 % moisture content needs to be dried to 12.5 % in 8 hours. The initial amount of moisture 

in the grain, wi , is: 

 

𝑚𝑖 = 25% ∗  1500𝑘𝑔 =  375 𝑘𝑔    (1) 

and the dry matter weight, 𝑚𝑑𝑚, is: 

𝑚𝑑𝑚 = 1500 𝑘𝑔 − 375 𝑘𝑔 = 1125𝑘𝑔   (2) 

The final amount of moisture in the grain, 𝑚𝑓, at 12.5 percent moisture content, is found from the relationship: 

12.5 % =
𝑚𝑓

𝑚𝑓 + 𝑚𝑑𝑚

𝑘𝑔 

Hence, 

𝑚𝑓 =
12.5 % ∗1125 𝑘𝑔

0.875
= 160.71𝑘𝑔     (3) 

The amount of moisture to be removed, mw, is therefore: 

𝑚𝑤 = 375 𝑘𝑔 − 160.71 𝑘𝑔 = 214.29𝑘𝑔   (4) 

The total heat energy required to evaporate the water and dry maize to the required moisture content for the total 

drying process is calculated using Equation 5. 

𝑄𝑙𝑜𝑎𝑑 = 𝑚𝑝𝐶𝑓(𝑇𝑓 − 𝑇𝑖) + 𝑚𝑤ℎ𝑓𝑔    (5) 
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Where: 

• 𝑚𝑝 = mass of a maize, kg 

• 𝐶𝑓 = average specific heat capacity of the maize, 1.552 kJ/kgK 

• 𝑇𝑓 (65 °C) and 𝑇𝑖  (28 °C) is the final and initial temperatures of air respectively, ℃ 

• 𝑚𝑤 = is the mass of the water to be removed during drying, kg 

• ℎ𝑓𝑔 =  latent heat of vaporisation, kJ/kg. (2304 kJ/kg from steam tables) 

 

𝑄𝑙𝑜𝑎𝑑 = 1500 𝑘𝑔 × 1.552 𝑘𝐽/𝑘𝑔𝐾 × (65 − 28)℃ +  214.29 𝑘𝑔 × 2304 𝑘𝐽/𝑘𝑔  (6) 

𝑄𝑙𝑜𝑎𝑑 =  332.792 𝑀𝐽 

If a conservative collector efficiency of 30% is considered, and an average irradiation of 800.48 W/m2 for 

Mashonaland Central in Zimbabwe is used, the useful heat gain in the collector, 𝑞𝑢, is:  

𝑞𝑢 = 30% ∗ 800.48 𝑊
𝑚2⁄ =  240.14 𝑊

𝑚2⁄     (7) 

Assuming that radiation is available 8 hours a day, hence, using 8 hours of operation, the total collector heat gain, 

𝑞𝑢𝑡, is: 

= 240 𝑊
𝑚2⁄ ∗ 8 ℎ = 1920 𝑊ℎ

𝑚2⁄ 𝑜𝑟 6.916 𝑘𝐽 𝑚2⁄  

Therefore, the total area of a bare plate solar heat collector,Ac,  is given by Equation 8. 

𝐴𝑐 =
𝑄𝑙𝑜𝑎𝑑  

𝑞𝑢𝑡
       (8) 

𝐴𝑐 =
𝑄𝑙𝑜𝑎𝑑  

𝑞𝑢𝑡

=
332.79

6.916
= 48𝑚2 

The average drying rate for the drying system is calculated using Equation 9: 

�̇�𝑑𝑟 =
𝑚𝑤

𝑡𝑑
      (9) 

Where: 

• td = total time to reach the equilibrium moisture, sec 

�̇�𝑑𝑟 =
214.29 𝑊

𝑚2⁄

8 ℎ × 60 𝑚𝑖𝑛 × 60 𝑠
 

�̇�𝑑𝑟 = 7.44 ×  10−3𝑘𝑔/𝑠  

The mass flow rate of air required for the drying process is evaluated using the Equation 10: 

�̇�𝑎 =
�̇�𝑑𝑟

(𝑊𝑓−𝑊𝑖)
      (10) 

Where: 

• �̇�𝑑𝑟, is the average drying rate, kg/hr; 

• Wf;  Wi are final and initial humidity ratio, 
kgH2O

kg (dry air)⁄  (Determined from Psychrometric Charts) 

�̇�𝑎 =
7.44 × 10−3 𝑘𝑔/𝑠 

(0.20579 − 0.024226) 
𝑘𝑔𝐻2𝑂

𝑘𝑔 (𝑑𝑟𝑦 𝑎𝑖𝑟)⁄
 

�̇�𝑎 = 0.041 𝑘𝑔/𝑠 

Power required for the drying process is calculated using Equation 11: 

𝑃𝑜𝑤𝑒𝑟, 𝑃 =
𝑄𝑙𝑜𝑎𝑑

𝑡𝑑
      (11) 

𝑃 =
332.792 × 106 𝐽

8 ℎ × 60 𝑚𝑖𝑛 × 60 𝑠
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𝑃 = 1.156 × 104𝑊 

 

3.2. Design of Ductwork 

The air return system requires sizing of ducting for efficient circulation of steam. To design ducting system, a 

proper fan needs to be selected, evaluation of volumetric flow rate, fan horse power and the determination of the 

duct area. The equations to design the maize dryer ductwork include: 

The volumetric flow rate required for the drying rate is evaluated as follows in Equation 12. 

𝑉𝑎 =
�̇�𝑎

𝜌𝑎
       (12) 

Where: 

• �̇�𝑎 =  is the mass flow rate of air, kg/s  

• 𝜌𝑎 =  density of air at 65℃ = 1.0447 kg/m3 

𝑉𝑎 =
0.041 𝑘𝑔/𝑠  

1.0447 𝑘𝑔/𝑚^3
 

𝑉𝑎 = 0.0392 𝑚3/𝑠 = 79.68 𝑐𝑓𝑚 

Fan horsepower is then evaluated using Equation 13. 

𝐹𝑎𝑛 𝐻𝑃 =
𝐴𝑖𝑟 𝐹𝑙𝑜𝑤×𝑆𝑡𝑎𝑡𝑖𝑐 𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒

6320×𝐹𝑎𝑛 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦
    (13) 

𝐹𝑎𝑛 𝐻𝑃 =
79.68 𝑐𝑓𝑚 × 469.74

6320 × 0.85
 

𝐹𝑎𝑛 𝐻𝑃 = 6.70511𝐻𝑃 ≈ 5 𝑘𝑊 

Most fans have efficiency ranges between 70% and 85%. Having a working temperature of 65℃ = 149℉ and 

approximating 469.74 inches from the static pressure. 

The average velocity of heated air is 200fpm (1.016 m/s) (Ashrae, 2010). The duct area for the pipe system that 

transport heated air from thermal energy storage tank to drying chamber is determined as shown in Equation 14.  

Therefore, the duct area is calculated as; 

𝐷𝑢𝑐𝑡 𝐴𝑟𝑒𝑎 =
𝐴𝑖𝑟 𝐹𝑙𝑜𝑤(𝑐𝑓𝑚)

𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦(𝑓𝑝𝑚)
     (14) 

𝐷𝑢𝑐𝑡 𝐴𝑟𝑒𝑎 =
79.68 𝑐𝑓𝑚

200 𝑓𝑝𝑚
 

=  0.394𝑓𝑡2 

3.3 Drying chamber sizing 

To size the drying chamber, knowledge of amount on maize to be dried per batch as well as the volume of maize 

is vital. Also, the volume of the screw conveyor in the chamber is considered by addition of 30% volume of the 

volume of maize. The total volume is 1500kg of maize which occupies an approximate f 1.93m3 space. With a 

1.5m height, the radius of cylinder is calculated using the relationship in Equation 15. 

𝑅𝑎𝑑𝑖𝑢𝑠, 𝑟 = √
𝑉

𝜋ℎ
      (15) 

Where,  

• V = Volume of drying chamber, m3 

• h = height of drying chamber, m 

𝑅𝑎𝑑𝑖𝑢𝑠, 𝑟 = √
1.3 × 1.93 m3

𝜋 × 1.5 𝑚
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= 0.72 𝑚 

3.4 Dehumidifier Sizing 

Assuming that the initial humidity of moist air is 80% relative humidity, the desired relative humidity is 50%, the 

atmospheric room temperature and pressure is 28 °C and 760mmHg respectively. The size of the dehumidifier is 

obtained by use of Equation 16. 

𝐷𝑒ℎ𝑢𝑚𝑖𝑑𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑝𝑒𝑟 ℎ𝑜𝑢𝑟, 𝑘𝑔/ℎ𝑟 = (𝐻𝑎1 − 𝐻𝑎2)𝑉𝑟  (16) 

Where:  

• 𝐻𝑎1 = is present absolute humidity of air, mmHg 

• 𝐻𝑎2 = is desired absolute humidity of air, mmHg 

• 𝑉𝑟 = Volume of room to be dehumidified, i.e., solar collector volume (9m × 9m × 0.5m = 40.5m2) 

The present absolute humidity of air (Ha1) in mmHg is given by Equation 17 as: 

𝐻𝑎1 =
𝑃𝑖×𝑀𝑤 

(𝑃−𝑃𝑖)𝑀𝑤𝑑𝑟𝑦
 𝑚𝑚𝐻𝑔     (17) 

Where: 

• Pi = Partial pressure of water at given relative humidity, mmHg 

• P = Atmospheric pressure of water at given relative humidity, mmHg 

• Mw = Molecular weight of water, g/mol 

• Mwdry = Molecular weight of dry air, g/mol 

From Equation 17 Ha1 and Ha2 were determined as follows: 

𝐻𝑎1 =
𝑃𝑖 × 𝑀𝑤 

(𝑃 − 𝑃𝑖)𝑀𝑤𝑑𝑟𝑦

=
22.61 𝑚𝑚𝐻𝑔 × 18 𝑔/𝑚𝑜𝑙

(760 − 22.61)𝑚𝑚𝐻𝑔 × 29𝑔/𝑚𝑜𝑙
= 0.019𝑚𝑚𝐻𝑔 

𝐻𝑎2 =
𝑃𝑖 × 𝑀𝑤 

(𝑃 − 𝑃𝑖)𝑀𝑤𝑑𝑟𝑦

=
14.13 𝑚𝑚𝐻𝑔 × 18𝑔/𝑚𝑜𝑙

(760 − 14.13) 𝑚𝑚𝐻𝑔 × 29𝑔/𝑚𝑜𝑙
= 0.0118𝑚𝑚𝐻𝑔 

This implies that using Equation 16, the dehumidification capacity would be: 

(0.019 − 0.0118)𝑚𝑚𝐻𝑔 × 40.5 m2 = 0.293kg/hr 

3.5 Photovoltaic System Design  

The sizing of the photovoltaic system was done in 5 steps. The steps included estimating the electrical load, battery 

sizing, solar array sizing, inverter sizing, and charge controller sizing.  

(i) Estimating the Electric Load 

The biggest load in the design is the blower fan of 5 kW, followed by dehumidifier load estimated to be 0.28 kW. 

Other loads include LED lights of 30 W and microcontroller of 20 W. The blower is run intermittently during the 

drying process as the dryer also takes advantage of the natural convection process. It is estimated that the blower 

runs for an hour cumulatively during the day. The other components will operate for about 8 hours a day. A 

combined daily energy demand of 10 kWH was used in the design to also cater for system efficiencies. 

 

(ii) Battery Sizing  

The battery capacity is determined by the daily energy demand, the system voltage and the depth of discharge. A 

12 V system, for a 10-kWH daily energy demand and depth of discharge of 50 % yields a battery capacity of about 

1 700 AH. This capacity is based on one day operation. The battery capacity could be increased to give more days 

of autonomy, but since the solar dryer is not expected to work without radiation, therefore it is prudent to use one 

day of autonomy to minimise costs. 

 

(iii) Array Sizing 

The solar PV array is sized by considering the daily load demand, the peak sun hours and the system efficiency. 
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The location for which the dryer should be utilised has about 6.5 hours of sunshine. Considering system efficiency 

of 95 % between the charge controller and the array, the size of the array should be 1619 W. The selection of the 

panels will depend on the available solar panels on the market.  

 

(iv) Inverter Sizing 

The inverter is sized to take both linear and non-linear loads. The capacity of the inverter is should be oversized 

to allow for a higher power draw at equipment start-up.  In this design the inverter should be able to cater for the 

5 kW motor and 330 W additional components for lights, controller and dehumidifier. 

 

(v) Charge Controller Sizing 

The charge controller should be sized according to the maximum current flowing in the circuit. The maximum 

power from the solar generator is 1619 W and with a system voltage of 12 V the maximum amperage is around 

135 Amps. The current can be reduced by increasing the system voltage to 24, 36 or 48 Volts. 

3.6 Control System Design  

Process control is the active changing of the drying parameters based on the results of process monitoring. The 

monitoring sensors measures actual values of parameters and displays them on an HML. The drying chamber will 

have two humidity sensors (at top and bottom) which works to measure the humidity in the dryer.  

When the difference in humidity is measured and is found to be more or less the same, the buzzer system rings to 

alert the operator to close circulation valve. The operator will then open the offloading valve to take a sample of 

maize only and check if the moisture content has reached desired level. If the humidity difference between the 

two sensors is not within threshold, the maize offloading valve is closed whilst the circulation valve is open to 

allow grain circulation. 

The temperature sensors measure current temperature and they shut down the blower when the temperatures in 

the drier are not within threshold. In the design of the control system, an Arduino controller is used to control the 

system automatically. 

4. System Flow 

The system flow can be explained by two different systems. The first system is the heating system process that 

uses the flat plate solar collectors, dehumidifier to heat air to required temperatures. The second system consist of 

the grain handling circuit for efficient drying of grain. 

4.1 The Heating Circuit 

The heating circuit is made up of the flat plate solar collector, dehumidifier, PID controller. The heat energy is 

collected by the flat plate solar collector and stored in the heat storage tank. From the heat storage tank, there is a 

valve to regulate the amount of heat energy passing through. As heat passes through the valve, it is then blown to 

grain at required temperatures for drying.  

The drying chamber has temperature sensors to check the current temperatures of the heat transferred to maize. 

The valve opening levels are controlled by use of PID controller. The PID controller sends a voltage pulse 

depending with the calculated error. Therefore, the valve is either partially opened or closed as it allows heat to 

pass through to compensate for the disturbances. 

4.2 Grain Handling Circuit 

The grain handling system is made up of the drying chamber with hoppers and Chinese hats, valves and two 

blowers. Grain is loaded into drying chamber by blowing it to the top after which the blower is switched of. As 

grain falls through the opening of the hopper, it receives heat energy from the heated air and in doing so it starts 

to dry gradually.  

After passing through the top hopper, grain is channeled (by means of Chinese hats) to the constructed gaps 

between the inner surfaces of the drying chamber and Chinese hats and in doing so increases the holding time of 

 
P. Muusha et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

447



 
grain in the chamber. From the Chinese hats, grain continue falling down to the conical shaped bottom of the 

drying chamber by means of gravity.  

The tip opening of the conical shaped bottom of the drying chamber has a pipe which collects grain that falls on 

it. This pipe is Y shaped with single valves for each. One pipe is for grain discharge after drying and the other is 

for circulation of grain to be blown back to the top chamber hopper such that the process repeats itself until grain 

reaches the required moisture content. 

5. Results 

The designed dryer has a capacity of drying 1 500 kg of maize from 25% to 12.5% moisture content in 8 hours. 

The solar dryer has a collector efficiency of 43.2%, and a 30% pickup efficiency as well as 30% system efficiency. 

The system efficiency is within the range of efficiency for forced convection dryers, that is, 20-30 %. The collector 

efficiency is within the range of 30-40 % for the given collector area. This implies that the project is economically 

feasible and a desirable option. 

 

A working prototype which is shown in Figure 4 was fabricated. The prototype was made up of a flat plate solar 

collector, heat storage tank, a blower, a drying chamber, as well as the control unit. A flat plate solar collector was 

made up of a glass cover plate, anodic aluminum absorber plate and a wooden insulator plate. The drying chamber, 

as well as the heat storage tank, were made of a galvanized metal sheet. Control system was made up of Arduino 

Mega microcontroller connected to two DHT temperature and humidity sensors and a DSB 108 temperature 

sensor. A buzzer and an LED light with two colors green and red showing comprised the control system. 

 

 

Fig.4.Fabricated Prototype 

6. Conclusion 

The project consists of the design of a solar thermal dryer for use by A1 communal farmers in Zimbabwe. It gives 

an understanding of harnessing solar energy for the benefit of the farmers thereby increasing the efficiency of 

drying grain during harvest period. The design can dry 1.5 tons per day on a normal sunny day. This will go a 
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long way in reducing post-harvest losses and farmers can deliver their grain to the market at a faster rate thereby 

improving their cash flows compared to natural drying.  

 

7. Acknowledgements  

The authors extend thanks to Austrian Development Agency, OFID and SOLTRAIN - Southern African Solar 

Thermal Training and Demonstration Initiative for funding this project. The funding allowed for further 

experimental work, fabrication of a prototype to conduct experiments that supported the research and funded other 

activities to gather data from affected farmers and Grain Marketing Board. Special thanks are also given to the 

NUST Department of Industrial and Manufacturing for supporting this project. 

 

8. References  

Ashrae. 2010. Handbook of Fundamentals. New York: American Society of Heating, Refrigerating and Air-

Conditioning Engineers. 

Bala, B. K., & Janjai, S., 2012. Solar drying technology: potentials and developments. In Energy, Environment 

and Sustainable Development (pp. 69-98). Springer, Vienna. 

Duffie, J. A., & Beckman, W. A., 2006. Solare energy thermal processes. New York: John Willey and Sons. 

Fuller. J. R., 2012. Solar Drying - A technology for Sustainable Agriculture and Food Production. Solar Energy 

Conversion and Photoenergy Systems, III. 

Herald., 2016. Emerging_Farmer. from How to grow maize in Zimbabwe: 

http://www.emergingfarmer.com/2016/10/how-to-grow-maize-in-zimbabwe.html  [Online] Accessed March 

15, 2019. 

Lambert, J., Angus, D., & Reid, D., 2018. FAO. Retrieved January 6, 2019, from Agriculture Engineering in 

Process: http://www.fao.org/docrep/t0522e/t0522e08.htm  

Meyer, J. P., & Greyvenstein, G. P., 1992. The drying of grain with heat pumps in South Africa: A technoeconomic 

analysis. International Journal of Energy Research, 16(1), 13-20. 

Tan, H. M., & Charters, W. W. S., 1970. An experimental investigation of forced-convective heat transfer for 

fully developed turbulent flow in a rectangular duct with asymmetric heating. Solar Energy, 13(1), 121-125. 

 

 

 
P. Muusha et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

449



  

How to Combine a Solar Heating Plant and a CHP Most Efficiently 
for Industrial Applications? 

Felix Pag1, Alan Pino2 and Klaus Vajen1 

1 University of Kassel, Institute of Thermal Engineering, Kassel (Germany) 

2 University of Seville, Department of Energy Engineering, Sevilla (Spain) 

 

Abstract 

To successfully decarbonize the industrial heat demand efficient solutions to reduce the CO2-emissions of the 

industrial heat supply are required. Since solar heating plants usually cannot supply a company’s low temperature 

heat demand, they must be combined with other low carbon technologies. Combined heat and power plants 

represent one of the most efficient technologies for generating heat and electricity from fossil fuels. In the future, 

CHP plants fueled by H2 or biogas can be an important component of sector coupling. Nevertheless, the operation 

of CHP plants with fossil fuels causes CO2 emissions, and renewable fuels are scarce. Therefore, a combination 

with e.g. solar thermal is recommended in order to reduce the operating hours. This study analyzes the 

combination of solar heating plants and CHPs based on TRNSYS simulations. Variations of the hydraulics, system 

design and operation, as well as control, result in an optimized system design considering the diverse industrial 

boundary conditions. The assessment is performed considering a technical evaluation. This work is conducted 

within the framework of IEA SHC Task 64/IV Subtask A. 

Keywords: Solar heating plant, SHIP, CHP, TNRSYS, Task 64/IV 

 

1. Introduction 

The decarbonization of industrial heat demand is a huge challenge world-wide. In contrast to the higher 

temperature level above 200 °C, the low- and medium-temperature heat demand is suitable to be provided with 

solar collectors also in regions with lower direct normal irradiation. However, recent studies of the authors 

highlight two aspects that underline the importance of efficient hybrid heat concepts. Firstly, industrial heat 

demand is not constant throughout the year, but ambient temperature dependent heat plays a significant but often 

underestimated role in industry (Jesper et al., 2021). Consequently, the potential solar fractions are also in 

industrial application often limited by the seasonality of the heat load profile as it is usual in residential 

applications. Secondly, the availability of roof area is a strongly limiting factor in various industries, especially in 

the sectors with a high summer heat demand and a correspondingly high solar collector area potential (Pag et al., 

2022). The VDI guideline 3988 (Association of German Engineers, 2020) is an established pre-design 

methodology for solar process heat plants in European countries. Here, the solar thermal system is designed with 

respect to the summer heat demand as key design parameter following the idea, to fully cover this heat demand 

on a sunny summer day. Consequently, only little solar excess heat is generated, but only comparably small solar 

fractions are possible if the summer heat demand is significantly smaller than winter heat demand. With respect 

to the climate change mitigation goals and in order to massively reduce the CO2-emissions, solar heating plants 

have to be combined with other renewable or least most efficient technologies. Currently, there is not enough 

renewable electricity to cover world-wide heat demand with heat pumps. In addition, there is not always a suitable 

heat source for heat pumps and ambient heat is only available at a low temperature level with respect to the 

temperature requirements in industry. CHP are one of the most efficient solutions to use fossil fuels. Fueled with 

H2 or biogas, CHP can play an important role for sector coupling or in regions with a very heat demand density 

(e.g. industrial companies). Therefore, also efficient combined heat and power (CHP) modules in combination 

with solar heating plants can be a solution to reduce CO2-emissions if there are integrated efficiently. However, 

design guidelines and detailed information on how to combine both technologies are rare. In this study, an efficient 

system design and operation of solar heating plants and CHPs is defined with respect to different boundary 
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conditions. Different hydraulics, design-strategies, and operation modes are compared employing TRNSYS 

(Klein, 2017) simulations, whose results are evaluated technically. 

2. TRNSYS Simulation Models  

In order to analyze how to combine solar heating plants and CHPs most efficiently, two different hydraulics are 

implemented in TRNSYS (Fig. 1). The first system follows the idea of “keeping it simple”. Both technologies 

charge one shared buffer storage which supplies the heat for the process. In the second system, each of the 

technologies charges an independent storage. The storages are discharged alternating: if there is enough solar heat 

available, the solar buffer storage is discharged with priority; otherwise, if at the top the solar storage the process 

set temperature is not reached, the heat is supplied from the CHP storage. In both cases, the solar heating plants 

is operated with a set temperature control with variable flows in the primary and secondary circuit to always 

provide the set temperature if enough irradiation is available. The CHP efficiency is modelled with characteristic 

curves, calculating the thermal and electrical efficiency based on the net power and the part load ratio. The CHP 

is controlled with respect to the temperatures of the respective storage. Different switch-off criteria for the CHP 

are analyzed in the one-storage system allowing the CHP less (only top 10 %) or more (up to 60 %) usage of the 

storage by varying the position of the respective temperature sensor. In the two-storage system, the CHP starts 

operation if the top temperature of “its” storage falls below the set temperature and stops operation if the storage 

is fully loaded. Furthermore, the CHP has a minimum runtime of one hour and a standby time of 0.5 hours reducing 

interval operation. 

CHP
CHP

 

Fig. 1 Scheme of the two simulated hydraulics, left: one-storage system, charged by both solar collectors and CHP,  

right: solar collectors and CHP charge the corresponding storages independently. 

 

3. Pre-design of simulation cases 

To evaluate the system design and performance with different boundary conditions, the reference profiles from 

Jesper et al. (2021) are used. The respective regression profiles are shown in Fig. 2, (a) representing the profiles 

for working days and (b) for weekend days as well as holidays. Each of the profiles represents a different ambient 

temperature dependency (cluster) and the profiles for weekdays and weekend days can be combined as needed. 

In the further work, the combination of these cluster profiles is represented by the following nomenclature 

(working day cluster, weekend day cluster). According to the most often cluster combinations given by Jesper et 

al. (2021) the following cluster combinations are selected: (0,0), (0,1), (1,2), (2,3), (3,4). Potsdam, Germany, is 

chosen as location and the respective temperature profile is used to calculate the actual heat load profile. The 

annual heat demand is varied between 1, 3, and 5  GWh/a which is relevant for scaling effects on the one hand 

and for the thermal and electrical efficiency curves of the CHP modules. The process temperatures are set to 80 

°C for the flow stream and 60 °C for return, which is typical for low temperature process heat (Lauterbach et al. 

2012; Brunner et al. 2012). 
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Fig. 2: Heat load profile regressions as a function of the ambient temperature from (Jesper et al., 2021) 

The solar heating plant is designed according to the VDI guideline 3988. The collector area is sized to fully cover 

the summer heat demand of a standard production day on a good summer day in combination with a buffer storage. 

Consequently, solar excess heat is avoided to improve economics. Consequently, only low solar fractions can be 

reached (Pag et al., 2022), especially by companies with a significant ambient temperature dependency of the heat 

load and by companies with a limited roof area. For each of the four heat load profiles, the CHP is designed with 

various net capacities considering different full load hours (3000 to 7000 full load hours) in a year. Typically, this 

is done based on a sorted load curve. Therefore, the annual solar yield is estimated based on the load profile and 

the VDI guideline. Then, the solar yield is distributed in an hourly resolution employing the efficiency curve of 

the collector. Based on this, the residual heat load is calculated, and the CHP size is determined according to a 

given full load hour value. For the given cases, the CHP net electrical power varies between 50 and 300 kWel. For 

the one-storage system, the storage size is determined with respect to the collector area based on the VDI 

recommendations. The same is done for the solar storage in the two-storage system; however, the CHP storage is 

sized to buffer one hour of full capacity operation of the CHP without heat demand. 

4. Comparison of system performance of one- 
and two-storage system 

To compare the technical performance of a one-storage system with a two-storage system, the system design 

shown in Tab. 1 is used.  

Tab. 1: Parameters of the system design to compare one- and two-storage system 

Parameter Value 

Solar collector size 1,660 m²gr 

Solar storage 166 m³ (100 l/m²gr) 

CHP capacity 422 kWth, 324 kWel 

CHP storage size 18 m³ 

Working day cluster 1 

Weekend day cluster 2 

Annual Heat Demand 3 GWh 

 
Fig. 3 shows the difference between the one- and the two-storage system for several parameters. Consequently, 

the storage losses (Q_loss,st) are higher in the two-storage system as a second storage is installed which is only 

fed by the CHP unit. In contrast, the solar yield (Q_sol,st), calculated as the solar heat which is fed into the storage, 

is higher in the one-storage system compared to the two-storage system. This can be explained by the fact the 

storage is discharged continuously, so the mean bottom storage temperature throughout the year is lower compared 

to the two-storage system. Here, the solar storage is discharged discontinuously (only if the top of the storage 

reaches the set temperature) and only when discharged “cold” return water is fed into the storage at the bottom. 

Due to higher storage losses and less solar yield, more heat has to be provided by the CHP (Q_CHP, +1 %) in the 
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two-storage system. Nonetheless, also slightly less heat is provided by solar heating plant and CHP compared to 

the one-storage system (Q_load,covered -1 %).  

To sum up, with respect to an efficient system design, the one-storage system offers a more efficient system 

performance and should be preferred if a system is built from scratch. Apparently, the efficiency of the solar 

thermal system is not affected by the CHP unit which feeds into the same storage. 

 

 
Fig. 3: Comparison of the one- and two-storage system for the selected system design 

5. Technical performance of different system 
designs with the one-storage system 

The results presented in section 4 highlight that a combined storage of solar heating plant and CHP is beneficial 

for the overall system performance. The efficiency of the solar heating plant is not significantly affected by the 

CHP. This can be explained by the fact that the CHP is only allowed to charge the top 10 % of the storage whereas 

the rest of the storage is only charged by the solar heating plant. With respect to the CHP this might lead to 

undesirable side effects, such as continuous switch-on and switch-off operation. As indicated in section 2, further 

simulations are done, analyzing the system performance if the CHP is allowed to heat up a higher share of the 

storage (top 30 % and top 60 %). Furthermore, the system performance is analyzed for the different load profiles. 

Fig. 4 shows the results for the different system simulations as a function of the full load hours of the CHP 

(inversely proportional to CHP capacity) exemplarily with an annual heat demand of 1 GWh/a – (a) showing the 

respective solar yield and (b) the starts of the CHP per year. Apparently, the heat load profile has a slight influence 

on the solar yield which is mainly due to a lower heat demand on week-end compared to production days (cluster 

(0,1), (2,3), and (3,4)). Furthermore, the capacity of the CHP does not show a clear influence on the solar yield, 

but only for cluster (0,1). Here, with higher CHP full load hours which is correlated with a lower CHP capacity, 

the solar yield is increasing. This might be an effect of the minimum run time of the CHP which is set to one hour. 

The higher the capacity of the CHP the more the storage is heated up which reduces the solar yield by higher 

storage temperatures. This is most significant for cluster (0,1) as the week-end heat load is especially low in 

comparison to the production day heat load here. The results show that the more the CHP is allowed to heat the 

storage, the more the solar yield decreases. Whereas the difference between the placement of the CHP control 

node, which stops the CHP operation if the set temperature is reached here, at 10 (blue) or 30 % (orange) of the 

storage height does not significantly affect the solar yield. allowing the CHP to heat up to 60 % of the storage 

decreases the solar yield by up to 10 %. This effect is stronger, if the heat load is more seasonal (cluster (2,3) and 

(3,4)) or if the CHP capacity is high. Fig. 4 (b) analyzes the number of CHP starts with the same variations. The 

influence of the position of the CHP control node is even stronger here. By allowing the CHP up to 60 % of the 

storage, the number of starts can be significantly reduced, partially up to 80 %. The influence of the CHP capacity 

and the seasonality of the load profile only shows a minor importance. The effect on economics can be hardly 

numbered, but it is common sense, that a smoother operation of CHPs with less starts has a positive effect on 

maintenance costs and lifetime. 
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Fig. 4: TRNSYS simulation results: specific solar yield and CHP starts per year as a function of the CHP capacity for the different 

clusters and different heights of the CHP control node, annual heat demand 1 GWh/a 

6. Conclusion and Outlook 

The combination of solar heating plant and CHP is analyzed under various boundary conditions with TRNSYS 

simulations to evaluate how to combine both technologies most efficiently. The comparison of a one- and two-

storage system shows that the technical performance of the one-storage system is beneficial. But as the system 

performance does not differ that significantly, both hydraulics can be realized efficiently, but are going to have 

different applications. If a CHP is already existing, the two-storage system can be the best option, as a smaller 

CHP storage is already existing, and the solar thermal system can simply be installed in parallel. If a new system 

is going to be implemented, the one-storage system should be installed as it is easier to control and only one 

storage is needed which reduces the investment. Furthermore, it is shown that the CHP operation can benefit of a 

large solar storage by reducing the starts and stops throughout the year which reduces the maintenance costs and 

extends the lifetime. The analysis of the CHP control highlights that the CHP should not be allowed to heat up the 

entire solar storage as this reduces the solar yield significantly from a certain point. These results can also be 

transferred to the combination of solar heating plants with other technologies such as biomass or heat pumps 

which must and can be operated more flexible compared to solar heating plants.  
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Abstract 

Industrial heat production is responsible for around 20% of total greenhouse gas emissions in Europe. To achieve 

the climate change goals defined in the Paris Climate Agreement, the EU commission has shifted its focus on 

sustainable means to generate heating. Moreover, global dependencies are leading to a re-organization of natural 

gas supplies. Therefore, there is a need for less vulnerable and less price volatile solutions for heating. This paper 

focuses on two decarbonization technologies for industrial process heat supply: (a) electricity-driven steam-

generating high-temperature heat pumps (HTHP), a technology that is more efficient than fossil fuel boilers in 

generating steam, and (b) solar parabolic trough collector (PTC), which can produce heat economically and at a 

minimal carbon footprint compared to other technologies. The main aim of this paper is to evaluate the levelized 

cost of heat (LCOH) of these technologies to fulfill a comparative techno-economic analysis. A maximum PTC 

collector's solar fraction limit is defined to indicate when the LCOH for these two technologies is equal. This limit 

allows distinguishing between the economic stronghold of each technology. The evaluation is carried out through 

the annual energy simulations using TRNSYS and Excel spreadsheets for HTHPs, while TRNSED and OCTAVE 

are used for the solar thermal part. Boundary conditions for European geographical constraints have been applied 

to establish use cases for the analysis. The result shows that the design of a PTC system with optimal SF can reach 

cost parity with HTHP for most of the analyzed locations. The developed methodology serves as a valuable guide 

to quickly determine a preferred lower carbon heat solution, thus easing the decision-making for industries.  

 

Keywords: High-Temperature Heat Pump; Parabolic Trough Collector; Solar Fraction; Techno-economic 

analysis 

1. Introduction 

"Heat is half" of the global primary energy consumption, while the other half is due to energy use in transport and 

electricity sector [1]. The generation of heat from various fuel sources results in nearly 40% of the global CO2 

emissions. Therefore, the decarbonization of the heating supply is the "elephant in the room" and needs significant 

attention from policymakers to promote the right technological solution to facilitate the rapid replacement of gas, 

coal, and other fossil fuels. Heat is consumed in buildings for space heating, domestic hot water, and industries to 

generate steam or hot water. The major focus regarding technical solutions for clean heating is often on 

electrification using electrical heaters or heat pumps (HPs). Residential heating demand can be decarbonized using 

commercial HPs, and their significance is further emphasized in Repower EU, which aims to deploy 60 million 

HPs by 2030, a projected 4 fold increase from current numbers [2].  

It is important to note that industrial process heating demand constitutes 66% of the EU's overall heating demand 

[3]. In addition, the concepts of positive energy district (PED) and climate-neutral city are promising nowadays, 

but they have not yet included industrial heating demand within their boundaries. With the ongoing challenges in 

gas supply, natural gas prices have increased exponentially in the past few years, thus creating an energy-tense 

situation in the EU [4]. This implies that a less price volatile and reliable supply of fuels for industrial process 
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heat should be prioritized. The process heat required in most industries is in the medium temperature range (i.e., 

80 to 250 °C). Several technologies in the market can achieve this temperature with low carbon emissions, such 

as solar thermal (ST) collectors, high-temperature heat pumps (HTHP), and boilers utilizing green fuels such as 

waste biomass or biogas, or renewable electricity.  

Industries typically use fossil fuel boilers to generate steam, which is used as a heat transfer fluid to carry out 

several processes. Retrofitting any new technology in an existing boiler system requires a detailed understanding 

of system boundary conditions. Therefore, economic feasibility is a crucial decisive criterion for industries to 

evaluate any technology. From market experience, it is realized that large multinationals can facilitate the capital 

expenditure (CAPEX) for an efficiency improvement process (such as the implementation of ST, HTHP) only if 

the payback is attractive (typical expectation is less than 5 years). 

An indicative pre-feasibility assessment using economic key performance indicators (KPIs) can facilitate 

industries toward quick decision-making for a go/no-go decision concerning a detailed evaluation of any 

technology. Therefore, this paper is themed around doing a comparative techno-economic analysis for heat 

generation using typical boundary conditions encountered in industries. The focus is on two specific technologies 

to generate steam, i.e., (a) electricity-driven steam-generating HTHPs and (b) solar-powered parabolic trough 

collectors (PTC), which is a type of concentrating ST collector.  

2. Objectives 

The central objective of this paper is a comparative analysis of both HTHP and PTC systems for steam applications 

using industrial boundary conditions. Previous studies have performed a general feasibility analysis for solar 

thermal technologies or HPs. However, only a few have investigated comparing these technologies on a large 

spatial scale with techno-economic boundaries. Moreover, there is a lack of studies comparing HTHP for the 

steam generation with PTC-based collectors.  

 

Perez et. al compared the techno-economic performance of 3 types of ST collectors, and photovoltaic powered 

heat pumps [5]. The methodology used to compare ST and PV systems is based on the calculation of the levelized 

cost of energy and greenhouse gas emissions. However, only a residential heat pump with maximum temperature 

upto 60 oC is considered without dynamic modelling, and the ramping up of temperature upto set point is done by 

resistance heater. Neyer et. al compared the techno-economic assessment by comparing an air/water heat pump 

with photovoltaic and solar thermal, to support for a small multifamily house located in Madrid [6]. However, the 

results are restricted to residential temperature range, and does not apply for industrial sectors. A similar study 

concluded that a hybrid system of solar thermal collector with Natural gas boiler is competitive to air source HP 

system, with boundary conditions applied to residential buildings in Europe [7]. There is a lack of studies dealing 

for decarbonising heating technologies for industries, specifically comparing HTHP for the steam generation with 

PTC-based collectors. The most relevant work to the current paper is by [8], where the authors have developed a 

techno-economic comparison methodology using maximum turn-key solar investment as an indicator. This 

methodology can be used as a criterion to quickly compare and select between solar thermal and heat pumps based 

on boundary conditions. However, even the study did not consider the effect of SF on LCOH. This variation is 

critical to consider while comparing technologies, especially with high-temperature solar thermal, due to the lack 

of steam storage technologies. The LCOH of the ST system increases exponentially after a threshold SF due to 

the diminishing added value of heat storage. Therefore, when comparing other technologies with ST, the SF is a 

critical criterion to define and is not considered in previous studies. The current paper has overcome the limitations 

by using comprehensive variables as a comparison basis for both HTHP and ST. The paper also considers updated 

analysis from a techno-economic perspective capturing the recent development in PTC and HTHP while 

considering the effects of improved efficiency and cost reductions. The next sections provide an overview of 

research methodology 

3. Research methodology 

This study aims to assess the energy and economic performances of industrial PTC and HTHP in the context of 

the European climates. Figure 1 shows the flow chart of the methodology used for analysis. First, the evaluation 
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is carried out through annual energy simulations performed with dynamic simulation software. After this, a 

systematic approach is followed to provide the reader with the information needed to understand the results.   . 

The analysis is carried out for 3 different load profiles with constant peak demand to capture a broad range of 

industrial load conditions. The geographical focus for simulations is limited to Europe. However, the results 

obtained are parametrized to direct normal irradiation (DNI) and can be used to assess the performance for any 

given location. 

  

In Step 1, simulations for HTHP are conducted using TRNSYS for given load profiles to calculate the COP and 

thermal output. The outputs are based on a performance map obtained from an HTHP supplier (ref) for a broad 

range of operating conditions. 

In Step 2, dynamic simulations for PTC collectors are done. The product chosen for this study is restricted to a 

PTC manufactured by a Swedish company named Absolicon solar collector AB [9]. The product is designed for 

industrial applications and fits this study well.  

Simulation of the PTC system is done in two sub-steps. The component performance is analysed using TRNSED, 

and the system performance is simulated using the developed model in OCTAVE. Storage sizing optimization 

obtains each location's SF vs. LCOH curve. The LCOH calculations for ST and HTHP are done using a developed 

model in Excel.  

Finally, in Step 3, based on the results obtained, the LCOH of both technologies is compared to provide boundary 

conditions to identify the strong economic hold of each technology. An indicator SFlimit is introduced to distinguish 

the economic advantage and to generalize the results.  

 

 
 

Figure 1 Flow chart for the methodology used for this study 
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4. Boundary conditions 

 

4.1 Load profiles and heating demand 

 

The heat demand in the industries depends on the process characteristics and varies, which is difficult to capture 

by one study. However, the selection of load profiles to represent a significant share of industries is the focus of 

this paper. Three different load demand profiles are considered for the analysis. The peak heat demand is fixed at 

500 kWth (steam flow of 0.8 tonnes per hour), typical of many process industries. As ST and HTHP are subjected 

to the same load constraints, the comparative results are not affected by the selection of peak load value. The 

steam demand is assumed at a constant temperature of 140 °C (saturation pressure 3.7 bara). The steam 

temperature range is commonly used in many food processing industries and fits well with temperature constraints 

for both medium-scale PTC and HTHP products. 

 

The 3 chosen load profiles are explained as follows: 

• Continuous demand: Uniform demand throughout the year with 8760 annual operational hours, which 

results in annual heat demand of 4380 MWh/year. Such load profiles are prevalent in many large 

production factories, such as the pharmaceutical sector.  

• Weekday demand: Uniform demand throughout the weekdays of the year (no operation during the 

weekend). The annual heat demand for this case is 3132 GWh/year, corresponding to real cases in 

industrial load. An example of this load variation can be found in the food and beverage sector. 

• Daytime demand: Uniform demand only during the day (10 hours per day starting 8:00 to 18:00 for 

whole week), resulting in an annual heat load of 1825 GWh/year. This load profile is typical for a 

small/medium production facility. 

 

A summary of the considered load profile cases for simulations is shown in Table 1.  

 

Table 1 Summary of the load profiles considered for simulations 

Load 

profile 

Nos of 

operational 

days per 

year 

Operational 

days per week 

Operational 

hours per day 

Peak Power 

[kW] 

Annual 

heating load 

[GWh] 

Time  

1 365 7 24 500 4.38 24*7*365 

2 261 5 24 500 3.13 24*5 

3 365 7 10 500 1.82 8:00 to 18:00 

each day 

 

Weekly variation for considered load profiles is shown in 2 . The presented week pattern is repeated for a whole 

year to obtain the annual heat demand.  

 

 

 

 

 

 

 

 

 

 

 

                                                    Figure 1 Weekly variation of different load profiles considered for the analysis. 

 
Figure 2 Weekly variation of different load profiles considered for the analysis. 

 

4.2 HTHP boundaries 

 

The HTHP is designed for peak heating capacity in this study. Therefore, it is considered the sole heat source for 

the energy system without any backup boiler. On the source side, the available wastewater stream is considered 
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at the inlet, which transfers heat to the HP refrigerant and exits at a lower temperature depending on the 

temperature glide. On the sink side, the feed water stream enters the inlet and receives heat from HP to convert to 

steam, which is fed to the process line. A commercial HTHP (Kobelco model 165) capable of generating steam 

at a maximum temperature of 165 °C is used to meet the steam requirement [10]. The HP used for this study can 

produce steam up to maximum temperature and pressure of 165 °C and 0.8 MPa-gauge, respectively. The applied 

refrigerant in this HP is a mixture of R134a and R245fa. The HP utilizes a semi-hermetic inverter twin screw 

compressor. The rated COP of the modelled HTHP is 2.5, specified at source and sink temperatures of 70 °C and 

165 °C, respectively. A performance map based on data from the commercial HTHP is used to calculate the 

electricity consumption. The performance map consists of the COP of the HTHP for various temperature lifts, as 

shown in the Figure 3. The temperature lift represents the difference between the fluid temperature at the heat 

source inlet and the heat sink outlet. The HP has a variable speed capacity to operate at the part load conditions. 

The electrical consumption derived from the annual simulations is then used to calculate the LCOH.  

 

 
Figure 3 Variation of HP COP with temperature lift 

The source for the HP evaporator is considered a wastewater stream with a fixed temperature of 40 °C, available 

throughout the year. A temperature glide of 6 °C  is considered on the evaporator. The resulting temperature lift 

of the HTHP is 100 °C , corresponding to steam temperature of 140 °C. The feedwater temperature entering the 

HTHP arrives at 110 °C, resulting in a 30 °C  temperature difference on the heat sink side. The flow rate in the 

source and sink are varied to obtain the designed temperature glide and thermal capacity, respectively. The HP is 

designed for peak heating demand of 500 kW; the specifications are shown in Table 2. 

 

Table 2 Specifications of HP considered in this study [34]. 

Parameter Value  

Compressor Semi-Hermetic Inverter Twin Screw 

Refrigerant Mixture of HFC134a & HFC245fa 

Dimensions [mm] W4400 H3180 L2810 

Weight [kg] 7090 

Heating capacity[t/h] @0.6MPaG, source 70°C 0.839 @20°C supply 

Power [kW] @0.6MPaG, source 70°C 253.9 

Heating COP@0.6MPaG, source 70°C 2.5 

 

 

Economic inputs for HTHP 

For the HP LCOH, it is necessary to include various costs. The analysis is done for 3 different capital expenditures 

(CAPEX) of 500, 1000, 1500 Euro/kWth values derived from data based on implemented HTHP case studies [11]. 

The operational costs for HTHP consider the electricity to run the HP compressor and fluid pumps. The operation 

and maintenance (O&M) costs for HTHP are usually higher than those for boilers and are set to 5% of CAPEX 

value. The relevant parameters for HTHP thermo-economic modelling are shown in the Table 3. The LCOH of 

both HTHP and PTC systems are compared for time horizon of 15 years. The period is chosen to reflect the 

suitable timeline considered by various multinational companies for energy related investments. Three different 

electricity prices are chosen for analysis considering the range of industrial electricity tariffs in EU. 

 

Table 3 Assumptions regarded in HTHP simulations 

Parameter  Abbreviation Value Units  

System degradation rate SD 0.5 %   

y = -0.021x + 4.1752

R² = 0.9389

1

1.5

2

2.5

3

3.5

60 70 80 90 100 110 120 130

C
O

P

Temperature lift (K)
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Capital expenditure CAPEX 500/1000/1500 Euro/kWth   

O&M cost EXo&M 5 % of CAPEX 

HP lifetime    15 Years   

LCOH analysis period   15 Years   

 

For sensitivity analysis of LCOH, a total of 27 cases are analyzed, accounting for 3 different values of three 

variables (i.e., CAPEX, electricity price, and load profiles). The values of these variables are shown in Table 4. 

 

Table 4 Different scenarios for the variables used in HTHP LCOH calculations.  

Description Abbreviation Case 1 Case 2 Case 3 

HP CAPEX [Euro/kWth] CAP 500 1000 1500 

Electricity Price [Euro/MWh] ELP 70 100 150 

Load Profile [h/year] LPR 8760 6264 3650 

 

 

4.3 Solar thermal collector simulations 

 

3.3.1 PTC product description 

The ST product considered for analysis is a PTC collector manufactured by the Swedish company Absolicon solar 

AB. The product T160 is a concentrating parabolic trough collector that focuses direct solar irradiance onto an 

absorber tube that runs along the focal line of the concentrator and contains a working fluid that gets heated when 

solar radiation is concentrated on it. The collector works on single axis tracking using the astronomical watch 

which tracks the solar collectors so they always face the sun. The product can generate steam and hot water from 

60 °C to 160 °C, and is therefore suitable for many industrial sectors (e.g dairy, brewery, chemical etc). The 

collector can be categorized as a small PTC type and is certified by solar Keymark. The optical efficiency of the 

collector is 76.6 % based on aperture area. The key technical specifications of the collector are shown in Table 5.  

The main components of a collector consist of: 

- Reflector, which reflects the incoming radiation onto the receiver. 

- The receiver tube absorbs reflected radiation and converts it into heat; this heat is then dissipated by the 

agent fluid that is pumped through the receiver tube 

- The protective glass avoids heat losses and protects the collector from dust, snow etc.  

 

  Table 5  Key technical specifications of T160 PTC collector  

Item Description 

Collector type Glass-covered PTC with one-axis tracking 

Recommended heat transfer fluid Water. Propylene Glycol (max 40%) 

volume of heat transfer fluid in 

receiver tube[Liter] 

2.2 

Operational temperature [°C] 60 to 160 

Stagnation temperature [°C] 460 

Maximum operating 

pressure[bar] 

16 

Receiver Stainless steel, optically selective coating 

Glass 4mm hardened glass, anti reflective coating 

Reflector Polymer embedded silver on steel sheet 

Weight [kg] 148 

 

 

3.3.2 Collector integration in the system 

The overall system is divided into 2 circuits. The pressurized water stays in a closed loop called the solar loop, or 

primary loop. Pressurized water is warmed up by circulating in the solar collectors and is later cooled down 

through the heat exchanger, which has its secondary side connected with a steam separator. The steam separator 

is a vessel which contains a mixture of steam and hot water. When the required pressure is reached in the vessel, 

the steam will be sent to the customer's main steam line. 

The generated steam is separated from the remaining saturated liquid in the steam separator, and it has priority 

over the boilers-generated steam due to small overpressure. Its primary use is maintained high by the small 
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overheating. The saturated liquid separated from the steam in the steam separator is mixed with the incoming 

water from the deaerator and recirculated to the steam heat exchanger. The separation of steam and water (that 

occurs by gravity) creates inside the steam separator two regions (one of steam and one of liquid at nearly the 

same temperature), the volumes of which can fluctuate and absorb small power surges or reductions 

The system arrangement considers PTC collector fields with a storage system to generate steam at 140 °C with 

feedwater temperature at 110 °C, same as considered for HTHP. Whenever solar production exceeds the demand, 

heat is diverted to thermal storage. The storage system is considered a pressurized tank using water as a storage 

media. When the storge is fully charged, the water Is heated to a maximum temperature of 160 °C. After 

discharging, the tank is cooled down, corresponding to the bottom temperature in the steam separator 

(approximately 140 °C). This results in an effective temperature difference of 20 °C In the thermal storage between 

charging and discharging.  

 

 

3.3.3 Modelling of PTC system 

A dynamic simulation of the collector performance was carried out for a statistically normal year based on climate 

data from Meteonorm using time step of 15 minutes. Simulations are based on the Solar Keymark ISO 9806 

collector parameters of the Absolicon T160.  

The simulation approach for PTC is based on 2 steps. In the first step, the collector is modelled without interacting 

with the heating load. This can be considered as if the collector operates under infinite load, and thus all the heat 

generated by the collector is fully utilized. The simulations are done using TRNSED, which is an add-on to 

TRNSYS. The collector performance parameters based on the aperture area used in the TRNSED are shown in 

Table 6. 

 

Table 6 Input Performance characteristics of T160 collector used for model [29] 

Parameter Value 

Optical efficiency 76.6 % 

a1 [W/m2K] 0.368 

a2 [W/m2K2] 0.00322 

Kd [-] 0.120 

𝛽, tilt [°] Single-axis tracking E-W 

𝛾, azimuth [°]* 0 

 

3.3.5 Economic boundaries & geographical inputs    

The data for PTC economic analysis includes the capital and O&M cost. The economic input values are based 

on data collected from the PTC manufacturer as shown in Table 7. 

 

 Table 7 Assumptions regarded in PTC T160 simulations 

Item Symbol Value Unit Remarks 

Capital expenditure CAPEX 350 Euro/m2 Represents the installed 

cost  

O&M cost EXO&M 0.1 % % of CAPEX 

Solar collector lifetime    25 Years   

LCOH evaluation period   15 Years   

System degradation rate SD 0.1 %   

 

The simulation for PTC is done for various locations in Europe, as shown in 4. If the country's direct normal 

irradiance (DNI) is spatially uniform, then one city from each country is used for simulations. However, some of 

European countries (for e.g  France, Italy and Germany), have a significant variation of DNI. Therefore, multiple 

cities within the same country are selected for better representation. The LCOH results of PTC for each country 

would be compared with the LCOH of HTHP to determine the solar fraction threshold below which ST is more 

economically attractive than HTHP.  
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Figure 4  Map representing the various locations used for PTC simulations 

 

 

4. Results 
4.1 HTHP simulation results  

Table 8 shows the results for LCOH calculations for HTHP for 27 simulated scenarios representing variation in 

the load profiles, investment cost, and electricity price. For any specific load profile, the CAP1-ELP1 represents 

the LCOH of HTHP assuming capex 1 (500 €/kWth), and Electricity prices 1 (70 €/MWhe), as shown previously 

in Table 4. The results show that the LCOH of HTHP varies from 45-130 €/MWh for the simulated scenarios. 

The minimum LCOH (45 €/MWh) is obtained for the lowest CAPEX and ELP values in LPR1, when the HTHP 

is utilised throughout the year. For the same CAP and ELP combination, LCOH increases while moving from 

LPR1 to LPR3 due to decreasing operational hours. Furthermore, for the same CAP value and any load profile, 

the LCOH increase with a higher electricity process (when moving from ELP 1 to ELP 3). 

  

   LCOH of HTHP (Euros/MWh) 

Case  HP 

CAPEX 

EUR/kW 

Electricity 

price 

EUR/MWh 

Load profile 1 

LPR.1 

8'760 h/a  

Load profile 2 

LPR.2 

6'264 h/a 

Load profile 3 

LPR.3 

3'650 h/a 

CAP.1-ELP.1 500 70 45 49 58 

CAP.1-ELP.2 500 70 59 63 73 

CAP.1-ELP.3 500 70 84 88 98 

CAP.2-ELP.1 1'000 100 51 58 75 

CAP.2-ELP.2 1'000 100 66 73 89 

CAP.2-ELP.3 1'000 100 91 98 114 

CAP.3-ELP.1 1'500 150 58 67 91 

CAP.3-ELP.2 1'500 150 73 82 106 

CAP.3-ELP.3 1'500 150 98 107 130 

 

 

4.2 PTC simulation results  

The results from PTC simulations suggest that LCOH has higher variation than HTHP. The reason can be 

attributed to a wide range of solar irradiation variations across simulated European locations. Furthermore, the 

LCOH also varies with solar fraction for any specific location. The range of LCOH obtained from PTC varies 

from 28 to 160 €/MWh. The lowest LCOH is obtained for high DNI regions (for example, cities in Spain, Portugal 

and Southern Italy), and at a lower solar fraction. Figure 5 shows the variation of LCOH for PTC collectors at 3 
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different solar fractions (5%, 25%, and 50%) and for LPR1 (8'760 h/a) using all simulated locations. There is 

decreasing trend of LCOH with increasing DNI due to high collector output. Furthermore, for the same DNI, the 

LCOH increases with increase in solar fraction due to lower utilisation of heat. 

It is also important to consider that LCOH not only depends on the absolute annual DNI value, but also on the 

temporal variation. The high temporal variation makes it difficult to achieve large SF due to large tank volume 

needed, thus increasing the LCOH. This can be seen by comparing the 2 data points in 5 at 50 % SF (compared 

data points are marked black border). These 2 locations have nearly the same annual DNI value of around 1500 

kWh/m2. However, the LCOH for one location is much higher (147 €/MWh) compared to the other location (75 

€/MWh). 

 

 

Figure 5  Variation of LCOH with SF for all locations at 3 different solar fractions and load profile 1 (8760 h/a) 

The range of PTC LCOH for all 3 load profiles is shown in Figure 6. Results indicate that load profile 3 has the 

lowest LCOH at high solar fraction (50 %), due to high coincidence in solar irradiation and load demand. LPR2 

has the highest LCOH at any SF. This is due to the lack of heating load during the weekend in LPR2, which results 

in high storage volume or heat spillage from the collectors. 

 

 

Figure 6  Range of PTC LCOH for 3 load profiles and 3 different solar fractions for all simulated locations 

Based on the analysis in section above sections , the values of SFlimit for all simulated cases is quantified, and 

normalised to DNI as shown in Figure 7. 
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Figure 7  Variation of SFlimit with DNI for LPR.1 (left), LPR.2 (middle), and LPR.3 (right) 

 

 

In high DNI regions (1'500 to 2'000 kWh/m2), the average SFlimit varies from 25 % to 55 %, indicating that ST 

technologies are a cheaper way of reducing the emission by at least 1/4th. In such regions, the demand up to 55% 

can be met by solar thermal collectors at economical LCOH if the load profiles are favourable (LPR3). In medium 

DNI regions (1'001 to 1'499 kWh/m2), SFlimit varies from 15 % to 30 %, lower than the high DNI regions. If the 

boundaries favor HTHP (low CAPEX, low electricity price, and high operational hours), the DNI at any location 

must be higher than 1200 kWh/m2 for PTC to compete. In low DNI regions (500 to 999 kWh/m2), the maximum 

SFlimit obtained is 10 %. In such regions, HTHP is cheaper than PTC for low and medium CAPEX/el price value. 

However, if the electricity and CAPEX are high, PTC can compete with HTHP at a minimum DNI of 764 kWh/m2.  

Comparing the results for different load profiles, there is an increasing trend of SFlimit with increasing DNI when 

moving from LPR.1 to LPR.3, indicating better economic results for PTC. When the consumption and production 

have high coincidence for example in LPR.3, there is a small need for storage, which would result in lower LCOH 

for PTC collector, and therefore higher value of SF limit can be seen. For all load profiles, Higher SF limit can be 

obtained for high DNI locations, due to high thermal output of the collectors. In LPR 3, a SF limit can be obtained 

even for low DNI (764 kWh/m2) due to favourable match in DNI and load. Such figures can be used to do a quick 

cost feasibility analysis for both ST and HTHP, and can be very useful tool for designers. 

 

5. Conclusions 
This paper compares the techno-economic aspects of HTHPs and PTC collectors for various industrial boundary 

conditions for 3 load profiles. The focus is on steam generation at 140 °C (3.6 bara), commonly used in many 

process heating industries. The characteristics of commercial HTHP and PTC products are used as input in the 

simulation model to obtain energetic results. For LCOH calculation, an excel model is used. Finally, results are 

generalized using SFlimit as an indicator to distinguish the economic advantage of each technology. 

 

The major conclusions of the study are as follows: 

 

• The LCOH of HTHP for the analyzed boundary conditions ranges from 45 to 130 €MWh. There is a 

clear trend of increasing LCOH with higher electricity prices and specific CAPEX costs. As the HTHP 

was sized for a peak load capacity of 500 kW, the total CAPEX is the same for all 3 load profiles. 

However, the LCOH can be lowered by operating the HTHP for more hours. Therefore, the LCOH in 

scenario LPR1 is always lower than in LPR2 and LPR3 for the same cost of electricity prices.  
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• The least obtained LCOH comes from the PTC collector for high DNI regions and low solar fractions. 

If the meteorological conditions are suitable, PTC is a cheaper alternative to generate steam compared 

to HTHP. The LCOH range obtained from PTC simulations is 28 to 160 €/MWh up to 50% SF. Lower 

values of LCOH can be observed for high DNI regions and vice versa. High DNI regions are, for 

example, Spain, Portugal, and Southern Italy. Furthermore, LCOH has an increasing variation with SF. 

The SF-LCOH curve is not dependent on the absolute DNI but on the distribution of the DNI on a 

temporal basis, which decides the storage volume needed to increase the SF. 

 

• As the LCOH increases with SF, an SFlimit exists when producing heat from ST gets expensive 

compared to HTHP. This limit is higher for high DNI regions and lower for low DNI regions. The limit 

increases with higher ELP and CAP for the HP. In low CAPEX and electricity cost situations for an 

HTHP, a threshold DNI of 764 kWh/m2 is needed for PTC to produce heat at a cheaper rate. In the high 

CAPEX scenario, this threshold DNI changes to 1'200 kWh/m2, and the average SF limit varies from 

25% to 55%. In high DNI locations (1’500 to 2’000 kWh/m2), 15% to 30% for medium DNI (1’001 to 

1’499 kWh/m2), and 0% to 10% for low DNI locations (0 to 999 kWh/m2).  

 

• Industry segment has high synergies if it is considered in PED concept, while both HTHP and PTC can 

be the key technologies for a fully decarbonised urban energy system. 
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Abstract 

 
India is one of the largest milk producers and converts 50-55% of the produce into milk products and sweets. One 

of the base milk products in Indian sweets in Khoa, which is traditionally produced locally in an open pan heated 

by burning firewood. This manuscript aims to replicate the khoa production facility of Mahesh Khawa Kendra 

(MKK) to simulate and cater the heat requirement of temperatures using solar thermal energy and replace the 

existing wood-fired boiler setup. The storage based evacuated tube solar collector model is simulated using 

MATLAB Simulink CARNOT Toolbox supported by designing procedure and critical assumptions. The 

simulation results performed are analyzed on monthly and annual basis and monitored through performance 

parameters like solar fraction, fractional energy savings, collector field efficiency, collector yield as well as 

utilizibility. The simulated results are promising to run the replicated system purely on solar energy with solar 

fraction of 1.06 of the annual operation and deliver average of 68% fractional energy savings. 

Keywords: India, milk, khoa, solar, collector, fractional energy savings, solar fraction, utilizibility, CARNOT 

1. Introduction 

The world milk production is projected to increase by 175 million tons (23%) by 2024 when compared to the base 

years (2012-14), the majority of which (75%) is anticipated to come from developing countries, especially from 

Asia (‘Dairy’, 2015). Besides higher profitability, traditional dairy products have acquired an interest in large-

scale production to meet consumer demands (Velpula, 2018). India ranks first among the world’s milk producing 

nations since 1998 and has the largest bovine population in the world (Solar Heat for Industry India, 2020). About 

50-55% of milk produced in India is converted into a variety of milk products through processes such as heat 

desiccation, heat acid coagulation and fermentation times (Velpula, 2018) .The thermal energy accounts for 

approximately 70% of the total energy needs in dairy value chains for processes like powering chilling and storage 

units, sterilization processes, spray drying, evaporation, pasteurization, and other processes (Greening the Indian 

Dairy Value Chain, 2019). Solar thermal systems can contribute enormously to driving various thermal processes 

in the dairy industry, which demand water temperatures at <120°C (Solar Heat for Industry India, 2020). Among 

all the milk-based products, this project focusses on Khoa. Khoa, one of the most important heat-desiccated 

products, is used as the base material for a large variety of sweet delicacies (Rasane, Beenu and Dey, 2015). About 

600,000 metric tons of khoa is produced annually in Indian sub-continent, utilizing 7% of total milk production 

just in India (Rasane, Beenu and Dey, 2015). 

1.1 Motivation 

The first author of this manuscript likes to consume sweets on regular basis which led to curiosity in local 

sweetshop varieties and therefore, the local khoa manufacturing setups were explored near-by the city of Pune, 

Maharashtra India. In Manchar, three different khoa manufacturers were personally visited where firewood was 

the fuel to supply heat either to the khoa making pan directly or burning firewood to heat water, which in turn 

heats the milk using a steam/water jacket. The level of sophistication varied across manufacturers based on the 

investment made. Mahesh Khawa Kendra (MKK), located in Machar, Nashik Road, district Pune, is sophistically 

well equipped with wood-fired boiler and vertical open drum Scrap Surface Heat Exchanger (SSHE) machines 

for khoa manufacturing. The manufacturer openly discussed the ongoing problems regarding his woodfired boiler 

and related issues, and his willingness to shift to solar thermal technology as per feasibility. As a renewable energy 
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enthusiast, personally, this was one of the big opportunities to work on an actual live project and potentially assess 

the transition of wood-fired boiler application to a partially or totally renewable energy-powered application. The 

core of this work is thus devoted to check the performance of a typical system and simulate the system components 

and based on the final performance, the design is finalized for khoa production process. 

      

Fig. 1: Wood-fired boiler and firewood at Mahesh Khawa Kendra, Manchar, India (Source: Self-clicked) and Khoa making in-

process in one of the khoa manufacturing machines (Source: Self-clicked) 

2. Literature review 

For finding relevant literature on the internet, renowned search engines, as well as scientific publishing literature 

platforms, were used, for example, Web of Science (Web of Science, no date), Scopus (Scopus, no date) and 

Google Scholar (Google Scholar, no date)along with the search portal provided by the University of Oldenburg, 

Orbis Plus (ORBIS Plus Suchportal, no date) 

To segregate the results based on the target product to be produced, keywords like ‘Khoa’, ‘Khoya’, ‘Khawa’, 

‘Khava’, ‘Khowa’, ‘Khova’, ‘Mawa’ were used to aim for literature for khoa production. To comply with the 

words used on the international level, additional keywords in the context of milk, like ‘desiccated’, ‘dehydrated’, 

‘dehydration’, ‘condensation’, and ‘condensed’ were used as needed in sub-search options as needed. Not only 

these, the process of prolonged boiling milk to form khoa and the heat transfer processes involved were also 

included (for example, words like ‘heat’, ‘transfer’, ‘convective’). 

2.1 Khoa 

As per the Bureau of Indian Standards, IS:4883 (1980) states the definition of Khoa as followed: “KHOA 

(KHAVA, MAWA, and PALGHOA) refers to the milk product prepared by partial dehydration of milk by heating 

under controlled conditions” (BIS, 1980). It also states, “Buffalo’s milk is usually preferred over cow’s milk for 

KHOA production since the former gives greater yield and a more desirable body and texture”. As per M. Hickey 

(2009), “Condensed milk (plain) – is defined as obtained by partial removal of water from milk to which sugar 

may have been added” (Hickey, 2009). Concentrated semi-dried milk Khoa is produced by prolonged boiling of 

milk in shallow pans and drying it to a total solid amount of about 70 percent through a process of rapid 

evaporation of its water content (Nandi, 2009). 

2.2 Khoa Production temperatures 

Mahesh Kumar (Kumar et al., 2011; Kumar, Prakash and Kasana, 2012), did extensive research through his 

studies for Khoa production including pool boiling of milk to assess khoa production temperatures. For his study, 

Kumar et al. considered the temperature range 90-95°C for nucleate boiling. Another team (More, no date) also 

developed a steam jacketed semi-mechanized Khoa-making equipment that maintained the temperature in the 

range of 60-120°C which varied across the drum length to control the quality and texture of khoa produced. 

Working in association with the local sweetmeat production units, it was ascertained that the operating 

temperature required for the preparation of Khoa is in the range of 95°C to 101°C (Nandi, 2009). To support the 

above-mentioned arguments, the Fig. 2 from the Solar Heat for Industry India (2020) report determines different 

solar collector technologies, temperature ranges as well as the applications for which the technologies are selected. 

Pasteurization and subsequent khoa production are considered in applications under 150℃. For temperatures 

specifically in the range 100-150℃ evacuated collectors are considered. 
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Fig. 2: Selection of different solar collector technologies as per temperature range and application requirement (Solar Heat for 

Industry India, 2020) 

2.3 Khoa production using Solar Thermal Energy 

With relevance to solar thermal energy, Chaudhary and Yadav, (2020) conducted a study using an evacuated tube 

solar collector to power a simultaneous two-staged cooking system for cooking rice and khoa production. They 

observed temperatures in the range of 76 to 132°C with an average solar intensity of 857.96 W/m2. The khoa was 

produced successfully with moisture removal of up to 73%. Nandi (2009) demonstrated khoa production using a 

parabolic concentrator system with 50% efficiency which would achieve temperatures for khoa production as well 

as other sweetmeats. Rao and team (Rao et al., 2020) did a study on the economic analysis of khoa production in 

an open pan (kadhai) which used 60 kg of firewood to produce 11.5 kg of khoa using 40 liters of milk. Other 

papers were also available that dealt with economic analysis, but the specific fuel consumption was not mentioned. 

The paper from Rao et. al. can be referred to as one of the processes using firewood as fuel to produce khoa. 

3. Methodology 

The existing setup comprises a wood-fired boiler with helical water heating coil, flue gas-based water preheater, 

electric motor, two khoa manufacturing open drum-type SSHEs, pumps, and motors. The reason behind using 

specific firewood, Acacia nilotica, locally also known as Babool/Babul treewood, has the highest calorific value 

of 6130 kcal/kg (Chakradhari and Patel, 2016) or 25.6 MJ/kg. At MKK, mainly three products are manufactured 

namely Khoa, Basundi, and Pedha. Khoa being the most temperature intensive, high demand and with a long 

duration of cycle time (on full heat supply), it is being targeted for this application. Benchmarking was performed 

for the existing setup according to working hours, cycle times, operational pressures and assuming temperatures 

from the literature for khoa production, i.e., 105°C. These are crucial for feeding the data as per setup to the model. 

To model the system, MATLAB Simulink was used with the help of the CARNOT toolbox as an add-on. The 

toolbox comes with existing models and blocks modelled with the help of S-functions and experimentally 

validated operational parameters presented in validation files which are available on the CARNOT database as 

well as in the help section (Verification of Models - CARNOT Toolbox manual, no date). However, all the data 

points mentioned by default in the existing models are not in-line with the khoa production system to be modelled. 

Meaningful connections, operational parameters as well as user-defined inputs (author’s) were made to obtain 

fruitful results. 

An important assumption here for load calculations is the milk is being treated as a fluid (liquid) throughout the 

khoa production process. It is necessary because CARNOT treats all the fluids in the connections as liquids. If at 

any certain point in the connection the gaseous phase (or water + steam) phase exists, the simulation would 

terminate. To understand the limitations of the tool to be used for simulations as well as to adhere to the heating 

temperatures as per the literature, the load calculations are performed by treating milk as an emulsion fluid. The 
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khoa (milk fats) would be obtained simply by evaporation of water out of the emulsified mixture of milk. This is 

the reason the load calculations are not performed precisely based on energy demand as per products. Instead, the 

load calculations as per the load profile introduced will be calculated by CARNOT itself to eliminate any human 

ambiguity in the energy calculations. 

 

Fig. 3: Methodology flowchart of the steps for design procedure for the model supported by literature and critical assumptions 

(Source: Self derived) 

Tab. 1: Load profile depicting the actual products used and the quantities 

Parameter Unit Pasteurization Khoa Basundi Pedha 

Batches/vessel 40 liter Cans 9 (total) 5 2 2 

The Weather Data Bus (WDB) in CARNOT processes the data in S-function and creates an input reference .mat 

file. Among all the datasets explored, the NREL NSRDB IDOC PSM v3 data (NREL India Data, no date) proved 

to be the most promising dataset available and averaged for 14 years from 2000 to 2014 and in line to the data 

demanded by the WDB. To avoid multiple changes in the tilt angle per year, JRC-PVGIS (JRC PVGIS, no date) 

suggests an optimum tilt angle that fits the best for seasonal variation. For the proposed system, although the 

location latitude is 18˚, the tilt angle suggested is 26˚. This has been fed to the WDB as well as in the model for 

solar collectors. The WDB averaged data also takes care of the seasonal variation in India with Summer, monsoons 

and winter roughly spanning across four months period each annually. To summarize, the WDB was fed for 

referring to the location coordinates of the khoa manufacturing facility (18.9828 N, 73.9446 W) with the optimized 

tilt angle of 26° facing to the south as provided from the JRC-PVGIS. The steps are summarized and represented 

in block diagram in Fig. 4. 

 

Fig. 4: Weather database source selection (Source: Self-derived) 
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For selection and adhering to the scientific details available for the collectors, evacuated tube solar collectors from 

Solflex (Solflex Catalogue, no date) make were used in this project. Before the solar collector field is sized, it is 

important to know how much solar radiation or solar energy is received at the location of MKK. This data was 

procured through an online portal developed by Solar GIS (Solar Radiation Atlas, no date), which could give a 

resolution of 10 km × 10 km. As per this source, MKK in Manchar receives GHI 1813.5 kWh/m2/year. The sizing 

of the collector field is explained in Table 2. 

Tab. 2: Calculations for collector field area and storage sizing 

Parameter Unit Value Storage size 

selection 

multiplying 

factor 

Volume (m3) 
Annual demand MWh/year 454.504 

Annual demand kWh/year 454504.5 Selected as per 

Remmer (Torio, 2019) Energy received at location (GHI) kWh/year/m2 1813.5 

Collector field area m2 250.62 As per Size 

(*150 lit) 
37.59 

Number of collectors - 188.43 

As no guidelines are available for a storage-based khoa production system, the available literature for Domestic 

How Water (DHW) system was referred to and applied to the system design to simplify and justify the storage 

size selected. From guidelines provided by Remmer and Eicker (Torio, 2019) the storage size is parametrically 

obtained in liters as 150 times the collector field area calculated. The storage is assumed to lose heat/self-discharge 

only due to radiative losses from the side walls. This is supported by the assumption that the bottom of the standing 

cylindrical storage tank is in contact with the ground and zero radiative losses are expected from the base. And 

for the top of the cylindrical tank, it is assumed to have some air level at the top (not filling the tank completely). 

The dimensions of the tank are selected with a height to diameter ratio (H/D ratio) of a minimum of 2 to ensure 

enough stratification of hot and cold fluid inside the storage (Torio, 2019). 

For effective heat transfer to take place on the primary and secondary sides, a heat transfer capacity of 505 W/K 

for each SSHE with 1.6 kg/s on the primary side and 0.069 kg/s on the secondary side resulted in effectiveness of 

0.999 which is perfect for heat transfer. Accessorial components like load profiles for milk flow, water + glycol 

thermic fluid mixture, storage flow control in collector and khoa production loop were crucial for optimizing the 

flow to reduce unnecessary flow in components to reduce energy consumption, especially during non-sunny hours 

and night times. To get overview of all the steps followed in the methodology, please refer to the flowchart in 

Fig.3. 

4. Results and discussions 

For the system modelled, it is important for the components to align with the theoretical concepts to understand 

and meet the actual goals of the project. The plausibility analysis was performed, and the components behavior 

subjected to changing input conditions for a time scale of few days to two weeks depending on the component, 

temperatures achieved and on/off behavior as per load profiles. The simplified model is shown in Fig. 5. 

 

Fig. 5: Overview of the Simulink Model with components interacting among each other (Source: Self-derived) 

The simulations performed were using sensitivity analysis as a tool to understand how the system is responding 

to the changes in system sizes as well as changes in input conditions. The response of the system is studied for a 

period of 60 days in such a way that on cold starting of the system, the storage can ramp up and achieve required 
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delivery temperatures for khoa production systems at the end of the simulations. This is necessary to ensure that 

the errors would not be accumulating over different components and stacking up to a diverging trend for the entire 

system output. 

Tab. 3: Components analyzed based on parameters changed and subsequent parameters for observing the component behavior 

Component Parameter changed Analyzed using: 

Collector field • Field area (size) 

• Tilt angle 

• Mass flow rate 

o Cumulative Collector field 

energy 

Storage • Size o Cumulative Storage Energy 

o Instantaneous internal energy 

Boolean Electric heater • Storage size o Cumulative Electrical energy 

o Fractional energy savings 

Khoa making process • Milk input mass flow rate 

• Milk input temperature 

o Cumulative khoa energy 

o Khoa production temperature 

 

Fig. 6: Response in collector cumulative energy on different operating sizes and conditions represented sensitivity aspects 

 

Fig. 7: Response of collector field to the performance parameters to change in field size 

  

Fig. 8: Response of storage parameters on changing size and changes in khoa production energy on varying milk input conditions 
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Although the system sizing has been calculated using DHW as a starting point, the system size had to be optimized 

for the khoa production in such a way that the response of the system in terms of monthly and seasonal variation 

is better that the sized one as well as reconsidering the size of the system for economic investment if the real-time 

implementation is implements in future. The size reduction is a concern mainly for the size of storage as well as 

collector field. For the components used, different aspects had to be considered for performing the sensitivity 

analysis of the performance, which are specified in Table 3 and the changes in system sizes with respect to 

performance parameters are graphically depicted in Fig, 6, Fig. 7 and Fig. 8. The collector size was found 144 m2 

(reduced by 60% of design size) during the sensitivity analysis and simultaneously, as the storage size being 

dependent on collector field size, the optimized size is 22 m3. Based on this, further performance analysis is 

proposed for the system using performance parameters. 

4.1 Energy balance of the system 

It is important to note that the energy balance is considered only using cumulative energy generated/consumed by 

the system across one operational year only. Ideally, it is expected to see the operation and balance for the long 

run (i.e., 3-4 years) but due to limitations of the tool to simulate and visualize properly for one operational year, 

the limit is up to one year only. Simulink was unable to compile the results for WDB for consecutive two years 

leading to the crashing of the entire MATLAB. Although thermally the heat transactions are expected to be the 

same at the start and end of the year, it is translated to the mathematical sum which should be ideally zero at the 

start and end of the year. The energies recorded by Simulink blocks on a cumulative basis are noted at the end of 

every year's simulation results to check the difference in the correct range. As it can be seen in Fig. 9, the heat 

sources are mentioned on the left-hand side and energies are flowing from the left to right direction. The energies 

considered here are irrespective of the signs (absorption or rejection) but are purely limited to consider only their 

magnitude. In an ideal case, the length of the bars on the left-hand side determined by the type of heat source must 

be equal to the final product expected on the right-hand side. 

 

Fig. 9: Sankey diagram representing energy transfer among components for final system design (Source: Self Customized using JS 

Fiddle code) 

4.2 Evaluating the system performance using performance parameters 

The performance parameters considered mainly are solar fraction, fractional energy savings, system efficiency, 

utilizability and collector yield. The solar fraction was mainly used for optimization for collector field and storage 

resizing and ultimately helping other performance parameters close by to justify the trade-off for a better, smaller 

system size with close performance. The fractional energy savings are considered against an identical system 

model with same input parameters, difference being a boiler with efficiency of 90%, electric heater with efficiency 

of 95% and a small storage of 10 m3. Please refer to the graphs below in Fig. 11. Please take a note, the time series 

represented is in seconds, but separated for the seasonal variations as per color coding. Respective months of the 

seasons are discussed as per performance of the system for clarify for the reader. 

• The solar fraction at the end of the year: 1.05 

• Solar collector field efficiency at end of the year: 34.1% 

• System Utilizability: 820.5 kWh/m2/yr 
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• Solar collector yield: 868.8 kWh/m2/yr 

• Fractional energy savings at the end of the year: 0.68 

• Fractional energy savings average (with instantaneous behavior): 0.76 

• Solar fraction Annual average (with instantaneous behavior): 1.18 

  Summer  Monsoon  Winter 

 

 

(A) 

 

(B) 

 

(C) 

 

(D) 
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(E) 

Fig. 11. Seasonal representation for explaining the share of solar energy in the khoa production system (A) Annual variation in 

solar fraction with values more than unity throughout the year (B) Collector field efficiency on cumulative basis(C) Utilizability 

and its trend with cumulative energies for calculation (D) Collector field yield with gradual decrease in slope for the monsoon 

season (E) Fractional energy savings against system’s energy utilization from the heat source of solar collector field and Boolean 

electric heater 

The seasons are represented as per time (seconds) namely March-May for summer, June-September for monsoons, 

and October to February for Winter. The graphs are to be seen one below the other and observe different 

parameters simultaneously as per season. As the system starts on the 1st of January, it is almost the peak of the 

Winter season and the energy requirements to ramp up the system are high. Although solar radiation is available, 

solar fraction drops down along with the fractional energy savings to charge the storage and gain energy. 

Gradually, as visible in Fig. 11 (E) the fractional energy savings are positive (after about 15 days) stating the 

system is now ramped up with the required temperature and actual benefits from the solar energy can be reaped. 

The participation of Boolean electrical heater (cumulative energy) stabilizes after this stage which reflects into 

fractional energy savings as well. 

In the summer season, the system tries to run purely on solar energy which translates into minimum dependency 

on an electric heater and maximum savings (value approaching close to 1) as shown in Fig. 11 (E). For solar 

fraction, the system is approximately 130% efficient (as per system results, an error) and no dependence on 

external heat is observed. Logically and theoretically, it cannot be more than 100%, but can be supported with the 

statement of purely running on solar energy, without dependant on electric heater. 

For the months of monsoon, the dependence on solar energy decreases as due to low available radiations, and 

simultaneously the cumulative Boolean electric heater energy increases due to low solar radiations and 

discharging storage energy, which reflects in Fig. 11 (A). The solar fraction decreases simultaneously reflecting 

into the increasing boolean electric energy, which in turn dips the fractional energy savings in Fig. 11(E). As the 

monsoon is over and the onset of winter, the solar radiations are back, but not with the same intensity as cumulative 

solar energy picks up and reflects onto the increasing trend of the solar fraction. This momentum is expected to 

continue and increase savings for the incoming summer season in the upcoming month and next year. 

From the above discussions and inferences, it is clear that solar energy can play a majority role in powering the 

system thermally and reinforce the decision of running the khoa production system purely on solar energy. A 

boolean electric heater is an indispensable part of the system, but the maximum benefits are reaped using the 

designed collector field, storage as well as temperatures achieved and maintained in the system. This is in line 

with the expectations from the system in comparison to the traditional wood-fired boiler-powered system. The 

carbon savings achieved from solar energy as discussed in the upcoming chapter. 

4.3 Emission savings using the proposed system 

From the previous chapter, it is evident from the results and inferences drawn that the solar thermal system 

designed for khoa production can run on an average of 68% purely using solar energy. The remaining energy 

demands are catered to using electrical energy. The system, originally and currently running on wood fired boiler, 

can be run using solar energy and it can reinforce the objective of taking on this project initiative. As inferred in 

from the methodology chapter, the MKK uses Babul firewood. As per the literature survey conducted, there were 

no carbon sequestration reports available for babul firewood stating the exact emissions per kilogram of wood 

burnt or per kilo-Watt-hour energy produced. Instead, the IPCC guidelines (Freund et al., no date) to choose 

 
S. Tadlimbekar et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

475



 
carbon emissions in terms of CO2 equivalent are used to calculate the annual CO2 emissions from the MKK using 

babul firewood. If the solar thermal powered system is implemented assuming wood fired boiler as an auxiliary 

source of heat, the system would ideally save 68% of firewood consumed and replace it through purely solar 

energy. This is equivalent to 307.7 tonnes of CO2 emitted every year saved. 

But, as per the proposed system, the electrical energy is used to cater to the requirements of the khoa production 

system. Although the boolean electric heater is purely based on the temperature deficit-based operation system, 

for the calculation of carbon emissions, the electrical heater can be assumed to be operated using a fossil fuel-

powered electrical grid. The carbon intensity of India’s power sector is 725 grams of CO2 per kilowatt hour (g 

CO2/kWh), compared with a global average of 510 g CO2/kWh (‘India Energy Outlook’, 2021). 

 

Fig. 12. Transaction for carbon emissions of existing and proposed solar powered system 

It is quite evident that running the system with grid powered electrically heater-assisted solar thermal system is 

better than a wood-fired system and concretizes operationality as well as carbon savings of proposed system. It 

will be interesting to observe the system behaviour in the long run in-terms of solar fraction and fractional energy 

savings. The energy packages interacting in storage can be explored deeply along with minimizing dependency 

on electric heater. After all, the initiative to take up this project was to realize it on long-sustainable terms, the 

challenge is much bigger to learn during the process of implementation and pitch the product as ‘green’ khoa, 

with no/minimum emissions are involved in its production. 

5. Conclusion 

A genuine attempt was made to simulate an existing wood-fired khoa production system to work purely using 

solar thermal energy at Mahesh Khawa Kendra in Manchar, India. The system design is crucial in terms of the 

complexity of the processes involved and this being an attempt for a sophisticated yet novel system, the thumb 

rules for DHW systems proved to be helpful as a starting point. Although the system is slightly overdesigned in 

terms of the solar fraction of 1.06 for a simulation period limited up to one year period, the fractional energy 

savings achieved are satisfactory (68%) as compared to the existing wood-fired system in terms of emissions 

saved as well as partial dependence on the electrical heater. The overdesigning of the system is a result of diversion 

from the thumb rules considered and redefined for a khoa production system as per the demand assumed and 

results obtained for khoa production. The system highlights the dynamic behavior as per seasonal variation 

through numerous performance parameters, thanks to the reliable weather database file fed to the simulations. 

Plausibility analysis and sensitivity analysis proved to be important tools to explore component-by-component 

response and the performance of the system as a whole to exploit the performance as well optimize to a better 

sizing of the final system. After all, in comparison to the objectives of the project to simulate this system, the 

system performance is positive and promising to reduce the emissions significantly based on the firewood 

consumption and fractional energy savings on annual basis. The system is not perfect in terms of the expectations 

of shifting to 100% renewable energy, but the results are in a positive direction and capable to bring further 

insights with a better tool and a better approach. The technology simulated is promising and personally appealing 

to be extended further for implementation and gaining the confidence of the solar system manufacturers and dairy 

industry operators to head towards sustainable, green, emission-free dairy product manufacturing. 
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Abstract 

In gas pressure regulating and metering stations (GPRMS) natural gas is reduced from high pressure to almost 

atmospheric pressure for the end consumer. To avoid, among others, freezing of pipelines and other components 

which the natural gas passes through, the gas is preheated before the throttling process. This work presents two 

different technologies with the objective to reduce the primary energy demand for the preheating of the natural gas: 

the dehumidification of the air of the gas expansion room and the combination of an expansion turbine with electrical 

heat pumps. The energy savings regarding the air dehumidification of a GPRMS could be evaluated based on 

measured data. A long-term field test with a novel liquid desiccant air conditioning system was carried out and based 

on the measured data the primary energy demand of the studied GPRMS could be reduced about 12 % for the year 

2021 compared to a reference case without dehumidification. First theoretical investigations reveal that by designing 

the expansion turbine and heat pump unit to cover the total typical heat demand of the studied GPRMS in summer, 

90 % primary energy savings can be achieved on typical summer days, 39 % in autumn / spring and 19 % in winter, 

considering the total energy consumption of the GPRMS (electric power and heat demand).  

Keywords: gas pressure regulating and metering station, energy efficiency, liquid desiccant, dehumidification, 

expansion turbine 

1. Introduction 

Gas pressure regulating and metering stations (GPRMS) are important facilities in natural gas distribution networks, 

in which the gas pressure is reduced from the high pressure required to transport it over long distances to almost 

atmospheric pressure for the end consumers. GPRMS are an equivalent to transformer stations in the electric grid. In 

GPRMS the natural gas is usually throttled, leading to a temperature decrease of the gas of between 0.4 and 0.7 K/bar, 

depending on its composition and the operating conditions (Mischner et al., 2015). In Germany, in order to avoid 

freezing in the GPRMS and downstream pipelines after the throttling process, it is state of the art to preheat the 

natural gas with gas boilers. The energy requirement for preheating depends on the natural gas mass flow through 

the station, which is driven by demand and on the physical properties of the gas. In total, all German GPRMS 

consume about 2 TWh/a primary energy for natural gas preheating (Mischner et al., 2019). 

An analysis of existing heating systems in GPRMS shows that several efficiency measures can usually be taken to 

reduce the energy consumption for preheating. Optimised control strategies and adapted hydraulic concepts can, for 

example, reduce the heat demand and further lower the flow temperature level required for preheating, usually to 

between 40 and 80 °C. This favours the integration of energy efficient heat supply technologies in a second step. In 

previous studies by Wimmer et al. (2019) and Louvet et al. (2021) several strategies are presented that include the 

combination of innovative technologies, which have been applied at several GPRMS in Germany to reduce their 

primary energy consumption. Two additional innovative technologies, not investigated so far and aiming at further 

reducing the primary energy consumption of GPRMS, are presented in this work. These are the dehumidification of 

the room where the gas expansion takes place (gas expansion room) and the combination of expansion turbine and 

heat pumps. Regarding the energy saving potential due to dehumidification a long-term field test was carried out at 

an existing commercial GPRMS and measurement data are analysed whereas for the latter presented investigations 

and results are based on theoretical calculations in this paper. 

2. Studied GPRMS 

Both GPRMS which are the focus of the present study are installed in Central Germany and are already equipped 

with solar heat for industrial processes (SHIP) plants and with gas absorption heat pumps (GAHPs) in addition to 
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conventional gas boilers for the preheating of the natural gas. 

  
Fig. 1: Pictures of the GPRMS Ostheim with a 295 kWth SHIP plant and 123 kWth GAHP (left) and the GPRMS Neu-Eichenberg with 

a 95 kWth SHIP plant and 123 kWth GAHP (right). 

The GPRMS Ostheim (Fig. 1, left) has a useful heat demand more than twice as large as the GPRMS Neu-Eichenberg 

(Fig. 1, right). The shares of the total useful heat demand covered by the different technologies are summarised in 

Tab. 1. Primary energy savings of 36 % (GPRMS Ostheim) and 33 % (GPRMS Neu-Eichenberg) are achieved with 

the existing innovative technologies in comparison to a calculated reference scenario, in which the energy for 

preheating is supplied only with gas boilers. In addition, the downstream gas temperature is assumed to be constant 

throughout the year at 10 °C in the reference scenario, whereas both stations are equipped with a dew point control 

of the downstream gas temperature, also contributing to the total primary energy savings indicated. 

Tab. 1: Useful heat demand and share covered by the different heating technologies for the studied GPRMS 

GPRMS Useful heat 

demand in MWh/a 

Share gas boiler in 

%/a 

Share GAHPs in 

%/a 

Share SHIP plant 

in %/a  

Ostheim 1,450 57 29 14 

Neu-Eichenberg 690 43 50 7 

The approximation method for calculating the heat capacity for preheating the natural gas �̇�𝑝ℎ𝑦𝑠,𝑃𝐻  to compensate 

the gas temperature reduction is specified by the DVGW regulations G 499 (DVGW, 2015) according to equation 1. 

 

�̇�𝑝ℎ𝑦𝑠,𝑃𝐻 = �̇�𝑛 ∙ 𝜌𝑛 ∙ 𝑐𝑝,𝑚 ∙ (𝜇𝐽𝑇,𝑚 ∙ (𝑝𝑢 − 𝑝d) + 𝑇d − 𝑇𝑢) (1) 

 

In addition to the natural gas volume flow 𝑉�̇� in the standard state (𝑇𝑛 = 273,15 K und 𝑝𝑛 = 1013,25 mbar), the heating 

capacity depends on the composition of the natural gas as well as the pressure and temperature before heating (𝑝𝑢, 

𝑇𝑢) and after expansion (𝑝𝑑, 𝑇𝑑). The natural gas inlet temperature 𝑇𝑢 approaches the ground temperature. The gas 

outlet temperature 𝑇𝑑 (GOT) is the decisive variable to be controlled to reduce the heat demand for gas preheating. 

Since the actual heat consumption in a GPRMS is higher due to system and heat losses, the one calculated according 

to equation (1) is also referred to as the physical heat demand and represents a theoretical value. 

3. Dehumidification of GPRMS with liquid desiccant air conditioning (LDAC) 
system 

To avoid condensation on the pipe surfaces after expansion of the natural gas a dew point controller can be 

implemented. This ensures that the natural gas outlet temperature (GOT) is always a defined temperature difference 

higher than the dew point temperature of the gas expansion room. The energy demand for preheating the natural gas 

can be further reduced by dehumidification of the room air. Assuming a minimal allowable GOT of 4 °C and a 

temperature difference of 3 K for the dew point control the dew point temperature of the gas expansion room should 

be at least 1°C which corresponds to a humidity ratio of air of 4.5 g/kg. Conventional dehumidifier working with 

dew point cooling cannot be operated economically at this level of humidity anymore, because icing of the cooling 

coil leads to energy consuming defrosting. Another way of dehumidification uses sorption processes, either 

adsorption (with desiccant wheels) or absorption processes. The latter are realized in liquid desiccant air conditioning 

(LDAC) systems, considered in the present research. 

3.1. Operating principle of LDAC system and integration to GPRMS 

Fig. 2 (a) shows the operating principle of such a system which consists mainly of two heat and mass exchangers – 
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the absorber (conditioner) and the regenerator –, a solution-to-solution heat exchanger and a solution tank. The 

hygroscopic solution (LiCl-H2O) gets into direct contact with the outdoor air (OA) in the dehumidifier. Because of 

the difference in water vapor partial pressure between the ambient air and above the solution surface, water molecules 

of the air are absorbed by the solution and the air is dehumidified. During the absorption process heat is released. In 

the LDAC system investigated in this project, the absorber can be cooled internally by a pipe coil through which 

water flows. Compared to systems without internal cooling, this offers the advantage that the heat released during 

absorption can be removed by the cooling water which improves the dehumidification efficiency. However, operation 

without cooling water (adiabatic mode) is also possible for the used LDAC system. After the absorption process the 

diluted solution is concentrated again in the regenerator. For that process heat is required on a temperature level of 

50 to 80 °C depending on the needed dehumidification. The cooling water is provided by a wet-cooling tower and 

the heat for the regeneration process is provided by a solar thermal plant and gas absorption heat pumps as mentioned 

before. LDAC systems like the described one have so far only been used in a few pilot systems in Europe. 

An LDAC system was implemented at GPRMS Neu-Eichenberg in 2020 (see Fig. 2 (b)) and has been monitored 

since then in a long-term test. For GPRMs state of the art is that the fresh air supply for the gas expansion room is 

realized by natural ventilation with louvre in the wall. For the field test mechanical ventilation was implemented to 

supply the dehumidified fresh air to the gas expansion room. 

Fig. 2: (a) Operating principle of LDAC system and (b) LDAC system in a maritime container in front of GPRMS Neu-Eichenberg 

3.2. Method 

In order to determine the reached yearly energy savings through dehumidification, the physical heat demand is first 

determined according to equation 1 using the measurement data from the gas network operator (Q
phys,meas

) for the 

year 2021. For the reference case, the physical heat demand must also be determined in the event that no air 

dehumidification takes place (Q
phys,ref

). For this reference case, it is assumed that the humidity ratio in the gas 

expansion room corresponds to that of the outside air (natural ventilation). Thus, the dew point temperature in the 

room and also the GAT can be determined for the reference case. In 2021, the offset from the measured dew point 

temperature in the gas expansion room to the GOT was 5 K until July and 3 K from August. The same offset is also 

assumed for the reference case. Since heat (Q
reg

) is required for the regeneration process, this must be taken into 

account when determining the savings, so that the heat saved (Q
save

) based on the calculation of the physical heat 

demand, can be calculated according to equation 2. 

 

𝑄𝑠𝑎𝑣𝑒 = 𝑄𝑝ℎ𝑦𝑠,𝑃𝐻,𝑟𝑒𝑓 − 𝑄𝑝ℎ𝑦𝑠,𝑃𝐻,𝑚𝑒𝑎𝑠 + 𝑄𝑟𝑒𝑔  (2) 

 

Based on measurement data for the to be depressurized natural gas and the heating gas consumption for the year 

2017-2019 the average ratio of energy supplied by fossil fuel (heating gas) to calculated physical heat demand is 

1.15. Assuming that value also for the reference case without dehumidification the heating gas consumption (for the 

boiler and GAHPs) can be estimated. Thus, besides the savings based on the theoretical physical heat demand also 

the primary energy savings can be determined. Therefore also the electrical power consumption of the LDAC system 

is considered with primary energy factor for electricity of 1.8. 

 

It turned out, that the deviation of the measurement data for the relative humidity of the air at the absorber inlet is 

outside the measurement uncertainties of the sensors. The relative humidity (RH) is used to calculate the dew point 

a) 

 

b) 
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temperature for the reference case without dehumidification. In order to be able to estimate the savings in preheating 

despite the measurement deviation, a correction curve was determined by calibrating the sensors, which was applied 

to the measurement data for 2021. For areas that the correction curve cannot depict (RH > 90%), data from a nearby 

weather station are used. In addition, the measurement data for the pressure of the natural gas before expansion and 

the measurement data for the gas outlet temperature (in minute time steps) are missing for August 2021. Since the 

gas pressures remained almost constant over the entire considered period, the inlet pressure for August is assumed 

to be 50 bar and hourly measured values were used for the GOT. 

3.3. Measurement data and results 

The measured volume flow rate at standard conditions for the to be depressurized natural gas is shown in Fig. 3 for 

the year 2021. The total gas volume for the year 2021 was 80.7 106 Nm³. The mean daily upstream pressure in 2021 

was 51 bar and the mean daily downstream pressure was 14.4 bar in summer and 8 bar in winter. Fig. 4 shows the 

measured humidity ratio of the air at the absorber inlet ωabs,in and absorber outlet  ωabs,out as well as the necessary 

humidity ratio to reach the minimal GOT of 4 °C (ωgoal) for the year 2021. Also in the winter months there is a need 

for dehumidification on some days, since the humidity ratio of the air is above ωgoal. In July 2021 the temperature 

difference (between the GOT and the dew point temperature of the air) of the dew point control was reduced from 

5 K to 3 K which results in an increase of ωgoal.  

  

Fig. 3: Measured volume flow rate at standard conditions of 

the to be depressurized natural gas for the year 2021 
Fig. 4: Measured humidity ratio at absorber inlet ωabs,in and 

outlet ωabs,out  

The wet cooling tower to provide the cooling water for the absorber was put into operation in April 2021. During the 

year 2020 the LDAC system was operated adiabatic (without cooling of the absorber). The evaluation of the 

measurement data show that the dehumidification is more effective with internal cooling as shown in Fig. 5. The 

mean hourly humidity ratio difference Δω of inlet and outlet humidity ratio depending on the inlet humidity ratio at 

the absorber is plotted for the operation of the LDAC system with and without internal cooling (adiabatic) for the 

years 2020 and 2021. Especially in summer for higher outdoor air humidity ratios the humidity ratio difference Δω 

can be more nearly doubled if the absorber of the LDAC system is cooled by the wet cooling tower and heat supply 

to the regenerator is sufficient. Taking as example an inlet air humidity ratio of 13 g/kg an average humidity ratio 

difference of 5 g/kg and 9.4 g/kg is reached in adiabatic operation and with internal cooling respectively. 

The results of the dehumidification regarding the GOT for the year 2021 are shown in Fig. 6. The measured GOT 

with dehumidification (Td,meas) and a calculated GOT without dehumidification (Td,ref) assuming that the dew point 

temperature of the gas expansion room is equal to that of the ambient air (due to natural ventilation) are plotted. Due 

to the dehumidification, the minimum GOT of 4 °C is reached in about 80% of the operating hours. In total, the GOT 

of 4 °C was exceeded for 1,800 hours, of which approx. 750 hours can be traced back to June and September, when 

the LDAC system ran faulty or was completely out of order. In June the major problem was the heat supply for the 

regeneration so that the mean hot water inlet temperature at the regenerator was only 38 °C whereas it was 58 °C for 

the remaining summer month. Due to the lower hot water temperatures in June the dehumidification is clearly 

restrained. As mentioned before the hot water for the regeneration is supplied by the GAHPs and the solar thermal 

plant and for that reason is somehow districted. By the dehumidification the GOT could be reduced by an average of 

12 K in summer and 2 K in winter month. 
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Fig. 5: Mean hourly humidity ratio difference Δω of inlet and 

outlet humidity ratio depending on the inlet humidity ratio at 

the absorber for the operation of the LDAC system with and 

without internal cooling (adiabatic) for the years 2020 and 

2021 

Fig. 6: Measured GOT with dehumidification (Tmeas) and 

theoretical GOT without dehumidification (Tref) for the year 

2021 

Based on the given GOT the physical heat demand for the measured data Q
phys,meas

 and the reference case Q
phys,ref

 is 

calculated and shown in Fig. 7. Besides the physical head demand also the measured heat for the regeneration Q
reg

 

is considered. The physical heat demand Q
phys,meas

 amounts to a total of 608 MWh and the heat consumption for the 

regeneration Q
reg

 to 40.5 MWh for 2021. If a GOT of 4 °C had been realized the whole year the physical heat demand 

would have been 589 MWh which corresponds to the maximal energy saving potential. This means the maximal 

potential regarding only the physical heat demand was missed by 3.2 %.  

The physical heat demand Q
phys,ref

 for the reference case without dehumidification is 747 MWh. As expected, the 

savings regarding the physical heat demand are highest in the summer months when outdoor air humidity ratio is 

high as shown in Fig. 8. The faulty operation of the LDAC system due to problems with hot water supply are clearly 

noticeable for the month June. Further although the natural gas volume flow rate is the lowest during summer month, 

highest savings can be determined during that time. However, this also requires the highest heat consumption for the 

regeneration (see Fig. 7). In 2021, the heat demand was reduced by a total of 99 MWh taking into account the 

regeneration heat, compared to the reference case thanks to the dehumidification of the gas expansion room air. This 

corresponds to a reduction of 13.2 %. Without the failure of the heat supply in June and the shutdown of the LDAC 

system in September, the reduction would have been even higher. In addition to the required regeneration heat, 

however, the power consumption for the LDAC system must also be taken into account. In 2021, this amounts to 

3 MWh for the LDAC system. 

 
 

Fig. 7: Monthly physical preheating demand for the measured 

data 𝑸𝒑𝒉𝒚𝒔,𝑷𝑯,𝒎𝒆𝒂𝒔 and the reference case without 

dehumidification 𝑸𝒑𝒚𝒔,𝑷𝑯,𝒓𝒆𝒇 as well as the measured heat 

demand for the regeneration 𝑸𝒓𝒆𝒈 for the year 2021 

Fig. 8: Calculated monthly savings 𝑸𝒔𝒂𝒗𝒆 in physical heat 

demand based on measured data compared to reference case 

without dehumidification and natural gas volume flow rate at 

standard conditions for the year 2021 
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The heating gas consumption for the GAHPs and the gas boiler was 74,160.3 Nm³ in 2021 which corresponds to a 

total heat input by fossil fuels of 754 MWh. It should be considered that from the middle of November until the end 

of the year 2021 the regenerative heat supply (GAHPs and ST) was not in operation. During that time only the gas 

boilers covered the preheat demand which led to higher heating gas consumption during that month compared to 

other years. The primary energy input including the electricity consumption for the LDAC system is 834.8 MWh. 

Assuming a ratio of 1.15 of physical heat demand to heat input by fossil fuels the primary energy input for the 

reference case is 945 MWh. Based on this assumption the primary energy could be reduced by 11.6 % for the year 

2021. 

4. Combination of expansion turbine and heat pumps 

During the throttling process, the potential energy contained in the gas at high pressure is not used. Alternatively, the 

gas can be expanded in an expansion turbine to generate electricity. It is reported that in Germany expansion turbines 

with a total capacity of 70 MWel are already installed at GPRMS (Mischner et al., 2015). However, the installed 

turbines are in the range of several 100 kWel, which limits their scope of application to the largest GPRMS with a 

high gas throughput. A research project was initiated aiming at developing a smaller turbine in the range of a few 

tens of kilowatts and at demonstrating its application in combination with electric heat pumps, with the aim of 

supplying the energy demand for gas preheating of the GPRMS. 

The pressures indicated in this chapter are absolute pressures. The calculations are performed with the programming 

language Python, notably using the library NeqSim (Solbraa, 2022) for the determination of the physical properties 

of the gases considered. 

4.1. The natural gas expansion process 

The gas expansion process in an expansion turbine is presented in Fig. 9. The gas states before and after the expansion 

turbine (Fig. 9, left) are represented in a (h-s) diagram in Fig. 9 (right). The ideal expansion, between the points u,ex 

and ds,ex is isentropic. The corresponding change in enthalpy Δhs expresses the theoretical work that can be 

transferred outside of the system. The work actually transferred from the gas stream to the turbine wheel is 

characterised by the isentropic efficiency ηs of the expansion turbine. For the considered application isentropic 

efficiencies between 0.6 and 0.7 can be expected. 

 

 
Fig. 9: Hydraulic scheme of an expansion turbine in a gas pipeline (left) and representation of the expansion process in a (h-s) 

diagram (right) adapted from Mischner et al. (2015) 

An impulse turbine is the chosen technology to achieve the gas expansion. With this type of expansion turbine the 

gas pressure reduction (from pu,ex to pd,ex) takes place exclusively in the nozzle situated before the turbine wheel and 

results in an increase of the gas kinetic energy, which is maximal at the nozzle outlet. For converging nozzles, the 

gas velocity at the nozzle outlet is limited by the sound velocity. This implies that for a given nozzle exit (throat) 

area the maximum possible gas flow rate is achieved when the gas reaches sonic velocity. This state corresponds to 

the so-called critical condition for operating the nozzle. In a nozzle, pressures and velocity are linked. The critical 

velocity therefore corresponds to a given pressure ratio between the downstream and upstream pressures of the 

nozzle, which depends on the gas composition and the operating conditions (gas pressures and temperatures). For 

methane for instance, in the temperature and pressure ranges relevant for GPRMS, the pressure ratio varies between 

0.50 and 0.55. As an example for pu,ex = 40 bar, critical velocity is reached for pd,ex = 21 bar. In this condition the 

pressure reached downstream is called the critical pressure and is usually referred to as p*. It is possible to further 
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reduce the pressure at the nozzle (i.e. expansion turbine) outlet below p* and operate the expansion turbine in 

supercritical conditions. In this case the gas experiences a post-expansion at the nozzle outlet from p* to the expansion 

turbine downstream pressure (lower than p*). Another solution consists in using a converging-diverging nozzle, also 

called de Laval nozzle. In this configuration supersonic gas velocities can be achieved at the outlet of the nozzle. 

The flow in the nozzle is almost isentropic, which means that the gas temperature at the outlet of the nozzle is close 

to Tds,ex. Considering methane, for an upstream pressure of 40 bar, a pressure ratio of 0.5, ηs = 0.6 and Td,ex = 5 °C 

the calculated Tds,ex amounts to -10.3 °C. It remains to be clarified if this local, between nozzle outlet and turbine 

wheel, low gas temperature could be a problem for the operation of the turbine. One option to avoid low temperatures 

at the nozzle outlet is to increase the downstream gas temperature Td,ex, which would result in an almost equivalent 

increase in Tds,ex. However, this is not optimal from an energetic point of view, as it also corresponds to an almost 

equivalent increase in Tu,ex. 

4.2. Integration of the expansion turbine combined with a heat pump in an existing GPRMS 

Keeping the required upstream gas temperature of the turbine Tu,ex to the lowest level possible is indeed crucial, as 

the main idea of the project consists in using heat pumps in combination with the expansion turbine to provide the 

requested energy to preheat the gas. The heat pump should use the ambient air as heat source and should be driven 

by the expansion turbine. A hydraulic scheme of the integration of an expansion turbine combined to an electric heat 

pump in an existing GPRMS is presented in Fig. 10. The existing installation in grey consists of two redundant 

parallel gas lines. More information about the function of the different components can be found in Wimmer et al. 

(2019) and Louvet et al. (2021) for instance. The expansion turbine is connected in parallel to the existing pressure 

reduction lines and aims at reducing the pressure of part of the gas flow circulating through the station. The pressure 

of the remaining gas flow being reduced with a gas pressure regulator in the existing gas lines. The components 

required to integrate the expansion turbine are indicated in green in the block marked T-U (expansion turbine unit). 

It consists in different valves and safety devices as well as an additional gas preheater, as the required upstream gas 

temperature of the expansion turbine is higher than the one required before the gas pressure regulator. Also, an 

additional gas pressure regulator might be required in the expansion turbine unit (not represented) if the design 

pressure ratio of the expansion turbine is higher than the ratio between downstream and upstream GPRMS pressures. 

The combination of the expansion turbine, the heat pump and the related components is marked T-HP-U (expansion 

turbine and heat pump unit). 

 
1 Shut-off valve 

2 Filter 

3 Gas preheater 

4 Safety shut-off valve 

5 Gas pressure regulator 

6 Safety relief valve 

7 Turbine wheel flow meter 

8 Vortex flow meter 

9 Turbine 

10 Generator 

11 Pump 

12 Heat storage 

13 Air-source heat pump 

 

Fig. 10: Hydraulic scheme of the integration of an expansion turbine combined to a heat pump in an existing GPRMS 

Dimensioning the expansion turbine is a complex task, depending on several technical, economic and regulatory 

parameters. To illustrate part of the challenges, measurement data from the GPRMS Ostheim are shown for the year 

2020 in Fig. 11 with a daily resolution. The gas volume flow rate (Fig. 11, left) varies greatly along the year due to 

the seasonality of the gas demand. There is a factor eight between the mean daily gas volume flow rate in the summer 
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months and the peak volume flow rate at the end of January. There is thus a first compromise to make between 

reaching a high number of full load hours (FLH) for the expansion turbine and heat pump unit corresponding to an 

economic optimum and minimising the CO2 emissions of the GPRMS. The higher the nominal gas flow rate the 

expansion turbine and heat pump unit is designed for, the less remaining heat demand for gas preheating the auxiliary 

gas boiler needs to cover, but the lower the number of FLH of the unit. The pressure levels at the GPRMS (Fig. 11, 

right) also play an important role in the design of the expansion turbine as mentioned in section 4.1. The mean daily 

upstream pressure experiences important variations along the year of 26.6 bar between its minimum and its 

maximum. On the opposite the mean daily downstream pressure is set to a constant value. Two different operating 

levels of 15.5 bar in the winter and 10.8 bar in the summer (between mid-April and beginning of October) can be 

identified. 

  
Fig. 11: Measured daily gas flow rate (left) and mean daily pressure levels (right) at the GPRMS Ostheim for the year 2020 

Varying pressure conditions are a challenge as the expansion turbine (nozzle, turbine wheel) is designed for given 

pressure levels. Deviating from the nominal parameters, not only pressures but also flow rate, results in a decrease 

of the efficiency of the expansion turbine, and thus a lower power output at the generator. The varying upstream 

pressure is not a relevant issue for the considered GPRMS, as the total pressure reduction is anyway too important 

to be achieved solely by the expansion turbine. This is illustrated in Fig. 12, representing the calculated required gas 

temperature upstream of the expansion turbine (red dots) depending on the upstream pressure for a set downstream 

pressure of 12 bar as well as set downstream temperatures of 5 °C (Fig. 12, left) and 15 °C (Fig. 12, right) for 

methane. The isentropic efficiency of the expansion turbine is set to 0.65. The evolution of the upstream gas 

temperature required for the expansion process with the turbine follows a logarithmic pattern. With the considered 

assumptions, reducing the gas pressure from 58 to 12 bar with the expansion turbine requires an upstream gas 

temperature of 83 °C. Assuming a logarithmic mean temperature difference (LMTD) of 10 K at the gas preheater 

and considering distribution losses, this would require the heat pump to supply a flow temperature of at least 95 °C, 

outside the range of what air-source heat pumps can deliver. For the GPRMS Ostheim it is therefore necessary to 

reduce the upstream gas pressure before the expansion turbine to an acceptable level. The observed variations of the 

gas upstream pressure are thus not a problem for the design of the expansion turbine as far as the nominal upstream 

pressure is not higher than the minimum supply upstream pressure of the GPRMS. This minimum upstream pressure 

is usually contractually defined between the operator of the GPRMS and the upstream gas network operator. 

For comparison purposes the required upstream gas temperature for the same pressure reductions but achieved with 

a gas pressure regulator (throttling) is also represented (blue dots) in Fig. 12. The upstream gas temperature required 

for the throttling increases almost linearly with the upstream pressure at a rate of 0.4 to 0.5 K/bar in the ranges 

considered. Compared to the expansion process, the required upstream gas temperature and therefore the required 

energy for preheating is significantly lower for the throttling.  

The comparison of both downstream gas temperature levels (Fig. 12 left and right) also shows that an increased 

downstream gas set temperature, for instance in summer to avoid water vapour condensation on the outer surface of 

downstream pipes, correspond to an equivalent increase in the required upstream gas temperature. With an upstream 

gas pressure of 58 bar, the increase of 10 K of the downstream gas set temperature requires an increase of 10.9 K of 

the upstream gas temperature. 
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Fig. 12: Calculated upstream gas temperatures for different upstream gas pressures for an expansion process and a throttling process. 

Calculated for methane with a fixed downstream pressure pd = 12 bar and a fixed downstream temperature Td = 5 °C (left) and Td = 

15 °C (right). For the expansion process the isentropic efficiency is fixed, ηs = 0.65. 

The variations of the gas downstream pressure (Fig. 11, right) are more problematic for the design of the expansion 

turbine. Several options can be considered. One consists in designing the expansion turbine for a downstream 

pressure situated in-between the pressure levels in summer and in winter, so that the expansion turbine never operates 

in nominal conditions, but the operating point is never “too far” from the design point. The installation of an 

additional gas pressure regulator downstream of the expansion turbine is another option, linked to increased 

investment costs and more space requirements. At network level, keeping a constant downstream pressure throughout 

the year could be also considered, if the operation of downstream GPRMS allows it. 

The rated capacity of the power line connecting the GPRMS to the grid is also an important parameter to consider 

for the design of the expansion turbine. GPRMS are usually situated outside inhabited areas, thus far from main 

power lines, so that an extension of the rated capacity of the connecting line is often not an option due to the high 

related costs. The capacity of the line might then be a limiting factor when the expansion turbine additionally to 

covering the needs of the heat pump is designed to cover the power needs of the GPRMS and export surpluses to the 

grid. Even if attractive on paper, connecting the expansion turbine to the grid also comes with complications. Indeed, 

only small network operators as defined by the regulator (BMJV, 2021) are allowed to supply power to the grid due 

to EU rules on unbundling in the energy sector. According to the current legislation, larger network operators would 

have to delegate the operation of the expansion turbine to a contractor if they aim at supplying power surpluses to 

the grid. 

4.3. Energetic comparison between throttling process and expansion process 

A comparison of the energy flows between the conventional throttling process and the process including an expansion 

turbine combined to a heat pump is presented in Fig. 13 for identic upstream and downstream conditions.  

Fig. 13: Schematic comparison of the energy flows in the throttling process (left) and in the process including the expansion turbine 

(right) 
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As mentioned in section 4.2 the required gas temperature Td,PH at the outlet of the gas preheater is significantly higher 

before the expansion turbine than before the gas pressure regulator. In the presented case the heating power needed 

to preheat the gas is four times higher when using the expansion turbine. Also, the expansion turbine is designed to 

supply the heat pump exclusively. With an assumed coefficient of performance (COP) of 3, 53 % of the heat output 

of the heat pump is used to preheat the gas before the expansion turbine, while the remaining 47 % (Q̇
PoH

) can be 

used to preheat the rest of the natural gas flowing through the GPRMS, for which the pressure is reduced with a 

conventional throttling process instead of using an expansion turbine.  

To theoretically compare the conventional throttling process with the expansion process from an energetic point of 

view, the GPRMS Ostheim in 2020 is taken as case study (see Fig. 11). For the integration of the expansion turbine 

unit, the hydraulic configuration presented in Fig. 14 is considered. All the gas flowing through the station is 

preheated in a first gas preheater, to a temperature allowing to reach the set GOT (Td) after throttling. Part of the total 

gas stream flowing through the station flows through the expansion turbine unit while the rest of the gas stream 

passes through the existing line with the conventional gas pressure regulator. The gas stream flowing through the 

expansion turbine unit requires a pre-throttling and an additional preheating before passing through the expansion 

turbine for the reasons explained in section 4.2. 

 

Fig. 14: hydraulic scheme of the considered integration of the expansion turbine unit at the GPRMS Ostheim. The description of the 

components is given in Fig. 10. 

Three operating conditions are compared, corresponding to average operating conditions at the GPRMS Ostheim in 

summer (mean from June to August), winter (mean from December to February) and autumn / spring (mean from 

September to November and March to Mai). The temperatures and gas flow rate are averaged over these periods. 

The measured upstream gas temperature follows the ground temperature at a depth of 1.5 m and the set GOT varies 

along the year and follows the dew point of the ambient air to avoid condensation on the outside of downstream pipes 

and components. For simplification purposes the upstream and downstream pressures are considered constant over 

the year at 76 bar, respectively 14.5 bar corresponding to the flow rate-weighted averages. 

The expansion turbine and heat pump unit are designed to cover the entire heat demand of the station for gas 

preheating on average summer operating conditions. The upstream pressure of the expansion turbine pd,PH,ex is set to 

27 bar, so that the converging nozzle operates just below critical conditions. The calculations are performed with 

methane. The COP of the heat pump is calculated with equation 4-6.2 from Jesper et al. (2021) for standard heat 

pumps with hydrofluorocarbons or hydrofluoroolefins as refrigerant. The temperature of the source (ambient air) is 

reduced of 5 K to take into account a higher LMTD at the evaporator as the heat pumps considered in Jesper et al. 

are water-water heat pumps and not air-water heat pumps. The flow temperature of the heat pump is set to Td,PH,ex + 

12 K, assuming a LMTD of 10 K at the gas preheater and heat losses in the distribution loop. In summer a second 

scenario is considered, where the expansion turbine additionally covers the power demand of the GPRMS amounting 

to 5 kWel. For the calculation of the electric power of the generator of the expansion turbine, the isentropic efficiency, 

mechanical efficiency, and generator efficiency are fixed to 0.65, 0.97, and 0.975 respectively. To calculate the 

primary energy savings, a gas boiler utilisation ratio of 0.85 (based on net calorific value) is considered as well as 

primary energy factors of 1.1 for natural gas and 1.8 for electricity. The savings are calculated for the total energy 

demand of the GPRMS (power and heat for gas preheating) compared to a case where the pressure reduction takes 

place with a conventional throttling. 
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Tab. 2: Calculated temperatures and performance of the expansion turbine and heat pump unit for different representative operating 

conditions of the year. The expansion turbine unit is designed to meet the total heat demand of the station in a typical summer day. 

Values marked with an asterisk (*) are measured. 

Parameter Unit Summer 

(mean Jun-

Aug) 

Summer (mean 

Jun-Aug) incl. 

GPRMS power 

Winter (mean 

Dec-Feb) 

Autumn / spring (mean 

Sep-Nov & Mar-Mai) 

V̇n (*) m³/h 4,170 4,170 20,418 10,926 

Tu (*) °C 13.8 13.8 7.9 10.7 

Td  (GOT) (*) °C 15.7 15.7 4.8 8.1 

Td,PH,tot °C 40.6 40.6 31.5 34.3 

Tu,PH,ex °C 21.6 21.6 11.5 14.2 

Td,PH,ex °C 46.3 46.3 34.9 38.5 

Tamb (*) °C 18.3 18.3 4.0 10.0 

COP - 3.6 3.6 3.3 3.5 

V̇n,ex m³/h 2,214 2,842 2,214 2,214 

𝑃𝑒𝑙,𝑒𝑥 kW 25.0 32.1 24.0 24.4 

Q̇
HP

 kW 89.0 96.5 80.0 85.5 

Q̇
𝑎𝑢𝑥

 kW 0.0 0.0 220.0 86.0 

Q̇𝑃𝐸,𝑠𝑎𝑣𝑒  (GPRMS) % 90.0 100.0 19.4 39.1 

The results are presented in Tab. 2. At the design point in summer, 53 % of the total gas flowing through the station 

flows through the expansion turbine unit. The expansion turbine has an electric power of 25 kW respectively 32 kW 

(+28 %) if the power demand of the GPRMS is also covered. It results in primary energy savings of 90 % respectively 

100 % in summer. With this dimensioning of the expansion turbine, primary energy savings of 39 % can be achieved 

in autumn / spring and 19 % in winter. The savings would be increased by 4, respectively 3 %-point if the power 

consumption of the station was additionally covered by the expansion turbine (not presented in Tab. 2). As indication, 

42 % of the total annual energy demand for gas preheating took place in 2020 over the three winter months, 47 % 

during the six autumn / spring months and the remaining 11 % during the three summer months. The slight decrease 

of the expansion turbine electrical power observed in autumn / spring and winter compared to summer is caused by 

different gas properties due to lower gas temperatures. Interestingly the COP of the heat pump does not significantly 

vary along the year as the lower ambient air temperatures are compensated by lower GOT in winter and autumn / 

spring than in summer, due to lower water vapor dew point temperatures. 

5. Conclusions and outlook 

Novel concepts for the decarbonisation of gas preheating in the gas transport sector are presented in this work. Air 

dehumidification by a novel liquid desiccant air conditioning system could already be realized in a long-term field 

test and showed additional primary energy savings of 11.6 % for a year compared to a reference case without 

dehumidification. The solution combining an expansion turbine with heat pumps is still in the design phase, but 

preliminary investigations also showed a good potential for further savings. By designing the expansion turbine and 

heat pump unit to cover the total typical heat demand of the studied GPRMS in summer, 90 % primary energy savings 

can be achieved on typical summer days, 39 % in autumn / spring and 19 % in winter, considering the total energy 

consumption of the GPRMS (electric power and heat demand). Increasing the nominal power of the 25 kWel 

expansion turbine by 28 % enables covering the power demand of the GPRMS, and thus allows further primary 

energy savings. Further investigations, including economic considerations are foreseen to compare the different 

configurations in more details. Whether these systems will be adopted in the future remains to be seen, depending 

on possible regulatory barriers and their economic viability. 
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List of symbols  Subscripts 

cp,m mean isobaric specific heat capacity in 

J/kg/K 

 abs,in absorber inlet 

h specific enthalpy in J/kg  abs,out  absorber outlet 

p absolute pressure in bar  amb ambient 

p* critical pressure in bar  aux auxiliary heater 

Pel electric power in W  d downstream 

Q̇ heating capacity in W  ds downstream, ideal isentropic expansion 

Q heating energy in J  ex expansion turbine 

s specific entropy in J/kg/K  goal ideal set point 

T temperature in °C  HP heat pump 

V̇n gas volume flow rate at standard 

temperature and pressure (STP) in m³/s 

 meas measurement 

Δhi specific enthalpy difference (real) in J/kg  PE primary energy 

Δhs specific enthalpy difference (ideal) in J/kg  PH preheating 

Δω humidity ratio difference in kg/kg  phys physical 

ηs isentropic efficiency  PoH process heat 

μJT,m Joule-Thomson coefficient in K/bar  ref reference 

ρn gas density at STP in kg/m³  reg regenerator 

ω humidity ratio in kg/kg  save saved 

   tot total 

   u upstream 
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Abstract 

Combining two rapidly growing technologies, such as solar energy and vapour absorption refrigeration cold 

storage, will result in an innovative solution to address the increasing demand for cold storage for food 

preservation systems. The effects of several operational parameters such as condenser temperature, evaporator 

temperature, and generator temperature on the performance of a solar vapour absorption refrigeration cold 

storage system were studied in this work. Using solar energy, vapour absorption refrigeration system, a cold 

room cabin temperature of 8°C was achieved with a cooling load of 3.5 kW capacity and a hot water inlet 

temperature of 103.1°C, and a cooling water inlet temperature of 32.6°C during experimentation. 

. 

Keywords: Solar energy, Vapour Absorption Refrigeration, Cold storage, R134a-DMF 

1. Introduction 

Absorption refrigeration is being investigated as an alternative to vapour compression refrigeration due to its 

potential use of solar energy, waste heat utilisation, etc. In India's, the world's energy and environmental scenarios 

are rapidly changing. As a result of this, renewable energy was considered as one of the options to the Second 

Law standpoint of energy conversion. According to the World Economic Forum, India has one of the highest rates 

of food losses as waste in the world, with yearly harvest and post- harvest losses in fruits, vegetables, and grains 

reaching to Rs 440 billion. One of the primary causes of food waste and loss is a lack of cold chain infrastructure, 

which includes refrigerated transport, pack houses, collection centers, and cold storage. As a result, in order to 

reduce wastage of the above, the development of a solar cold storage technique will solve the above, as well as 

energy and environmental challenges in the natural and international scenarios. Remote places/villages, farmers 

with enormous output capacity, and others will benefit from a solar-powered cold storage system. Combining two 

growing technologies like solar energy and vapour absorption cold storage will result in an innovative solution 

that is environmentally friendly. Solar cold storage systems also have negligible operational costs. 

2. Literature Review 

Numerous researchers have experimented with different solar-based heating and cooling system applications. 
Using solar energy, Sozen et al. (2002) conducted experimental research on a prototype aqua-ammonia absorption 

heat pump system. A parabolic-shaped collector was incorporated into the system's design to provide the generator 

with the high-temperature water it needs, and a thermodynamic analysis demonstrates that the absorption system's 

performance depends on both losses and irreversibility. According to research, the system's evaporator and 

absorber parts of the system have more exergy loss than the other parts. In (2002), Sumathy et al. developed a 100 

kW LiBr-H2O absorption chiller. By utilising a two-stage chiller, the proposed method can achieve nearly the 

same total COP as the conventional system at a cost reduction of about 50%. It can be used when the generator 

temperature is between 60 °C and 75 °C. Shaarawi et al. developed solar-powered LiBr-water absorption air 

conditioning for a typical family home's continual cooling demand of 5 kW. The results show that the most 

efficient design for consistently delivering the cooling effect throughout the day is the hybrid cold and refrigerant 

storage system. 
The performance of VARS is influenced by the heat of vaporization of the refrigerant, solubility of the refrigerant 

in solvent and pressure range of the refrigerant over the operating cycle. The choice of the system's working fluids 
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should take into account the system's economic, environmental, and thermodynamic characteristics. The 

commercial working fluids for absorption refrigeration systems are the refrigerant-absorbant combination like 

Ammonia - Water and Water - LiBr. However, there are significant drawbacks associated with the above two 

pairs, such as toxicity and corrosion for ammonia systems and vacuum pressure, crystallizationsation effect for 

LiBr systems. Due to these limitations, alternative refrigerants have been explored by with R134a-DMF emerging 

as one of the option due to its good thermodynamic, chemical, and transport properties and ODP of 0.001.  

Yokozeki (2005) estimated the performance of VARS by combining various absorbents with various refrigerants. 

R134a-DMF pair has a greater COP than other R134a combinations and requires a lower circulation ratio than 

other combinations. The performance of the intended solar collector will have the most impact on the choice of 

an absorption cooling device. The most popular kind of solar collector is flat-plate collectors, including a metallic 

absorber and an insulated housing on top of which are placed glass plates. In high temperatures, evacuated 

collectors function better and lose less heat. In order to endure the pressure differential between the atmosphere 

and the vacuum, evacuated collectors are commonly constructed with a metallic absorber placed within an 

evacuated glass tube. The experimental investigation of a LiBr-water absorption system run by evacuated tubes 

and flat plate solar collectors was provided by Darkwa et al. (2012). There are four hot water storage tanks 

connected to the system. According to the experiment results, water heated to 96.3 °C and supplied by solar 

collectors can achieve a coefficient of performance (COP) of 0.69.  
Numerous experts have reported on the impact of different designs and parameters that are operational on the 

COP of solar refrigeration systems. The generator that is optimal was determined to be greater than the constant 

temperature process under constant pressure, according to a study on phase-change materials, the system's COP 

can increase by up to 2.4 times compared to a single stage as the latent heat of the refrigerant increases. The 

efficiency of the absorption that is solar is increased when a heat pump is added to the refrigeration system, making 

it easier to achieve cooling under various climatic conditions. 

3. Fabrication of solar cold storage system 

The three main categories in which the fabrication work for the solar cold storage system is done are Vapour 

absorption refrigeration cold storage systems, solar photovoltaic systems and solar thermal collection systems. 

The schematic diagram for the solar cold storage system shown in Fig.1 is created by combining these three 

subsystems. 

 

Fig. 1: Schematic diagram of solar cold storage experimental setup. 
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3.1 Solar PV system 

Solar Photovoltaic system is designed to supply the electrical power required to run Pumps, Fans of the system. 

In general, the Solar PV system mainly consists of solar panels, Inverter, battery, electrical control system with 

necessary electrical wiring connections. Solar panels are used to convert incident solar energy into electrical 

energy. Crystalline silicon is the predominant material used in most of the solar panels. Inverter is used to convert 

the DC power produced by solar panels into AC power. Battery is used to store the DC power for back up time 

duration likely considering cloudy phenomena. Electrical control system mainly consists of Variable frequency 

drive along with electrical switches, relays and PLC's.  

A 36 panels of 11.5 kW (34 × 325W, 2 × 340W) capacity is installed for running cooling water pump, hot water 

pump, solution pump, cooling tower motor, evaporator unit fan and lighting arrangements of the cold room. First 

of all, the supporting structure made up of aluminium frames for placing the panels are installed. Over the 

supporting structure, the panels are mounted in series array arrangement. The supporting structures are further 

strengthened by providing concrete civil work to withstand natural disasters like cyclone. Figure.2 shows the 

assembled view of Solar PV Panels.  

 

 
 

 

Fig. 2: Photograph of solar photovoltaic panels 

 

 

 

 

Fig. 3: Photograph of solar DC distribution board 

 
M. Annamalai et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

494



The electrical connections from the panels are connected to Inverter through DC distribution board. DC 

distribution board mainly consist of contactors, Multiple Circuit Breaker and fuse arrangements as shown in 

Figure 3. The DC distribution is connected in such way that 2 series of 18 panels each for the rated supply to cater 

all pumps and fans. However, in starting time of system operation, a delay of two minutes is required to start the 

motor of solution pump. The energy produced from solar in that two minutes are used to charge the battery backup. 

A 10 kVA capacity Inverter is used to convert the solar produced DC power to AC power to run the pumps, fans 

and lighting arrangements. The inverter, battery bank and control board are shown in Figure 4. The electrical 

control board consist of  two VFD's , PLC with Relay arrangement, MCB and control switches to motors of each 

pump separately. One VFD is used to control the cooling water pump, hot water pump, cooling tower motor and 

another is used to control the solution pump.  

 

 

 

Fig. 4: Photograph of electrical control panel containing inverter, VFD, battery bank etc., 

 

3.2 Solar thermal collection system 

 

 

 

Fig. 5:  Solar thermal evacuated tube collector system 
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Solar collectors are special kind of heat exchangers that transform solar radiation into heat. The collector is a 

device which absorbs the incoming solar radiation, converts it into heat, and transfers this heat to water flowing 

through the collector. Evacuated tube collectors (ETC) are used in this project because of their excellent 

performance at high temperatures. ETC mainly made up of evacuated tube, heat pipe with heat transfer fluid, heat 

transfer fins. Solar thermal system consists of ETC, solar thermal energy storage tank, hot water pump with 

required pipe connections. In the system De-Mineralized water is used as heat transfer fluid to transfer the heat 

from collector system to vapour absorption refrigeration system. Solar ETC collector system is shown in Figure.5 

 

  
 

 

Fig. 6: Sensible thermal storage tank with hot water pump 

 

 

 
 

 

Fig.7: Cooling tower with cooling water pump 
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The piping connections involved in the solar collector system are well insulated in such a way that there will be 

minimal heat loss during the transfer of DM water from one component to another. A 70 mm thickness of glass 

wool is used as an insulating material. Figure.6 shows the sensible thermal storage tank and hot water pump. 

Figure.7 shows the cooling tower with cooling water pump which is used to chill the heated water coming from 

the condenser and absorber by rejecting heat to ambient air. 

3.3 Vapour absorption refrigeration and cold storage system 

Liquid refrigerant evaporates in the evaporator by absorbing heat from the product’s cold room thereby producing 

refrigeration. Refrigerant vapour from the evaporator is absorbed in the absorber by a stream of weak refrigerant 

solution. The heat of mixing is removed by the cooling water. Strong refrigerant solution formed after absorption 

is pumped to the generator by solution pump. Solar energy in the form of hot water is supplied to the generator to 

boil off the refrigerant vapour from the strong solution. This vapour also contains some absorbent vapour due to 

affinity between refrigerant and absorbant and low boiling point difference between absorbant and refrigerant. 

The refrigerant vapour is rectified in the heat exchanger to get refrigerant vapour. This vapour is condensed in 

condenser by supplying cooling water, and liquid refrigerant is stored in the condensate tank. This tank supplies 

liquid refrigerant to the evaporator through thermostatic expansion valve and capillary tube. Weak refrigerant 

solution leaving the generator is sent to absorber for absorption through pressure reduction valve. A solution heat 

exchanger is provided to cool the weak hot solution before entering the absorber and preheat the strong solution 

before entering the generator. Thus VARS undergoes cyclic operation to produce continuous refrigeration effect. 

Cooling water is supplied by cooling tower through cooling water pump to both absorber, condenser by parallel 

connection. Figure.8 shows cold room with Vapour Absorption Machine.  

 
 

 

Fig.8: Vapour absorption refrigeration and cold storage system 
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4. Experimental setup and Procedure  

To experiment with the system, first, ensure that all of the panels are correctly connected according to the design. 

Then, turn on all of the MCBs in the solar DC distribution panel and ensure that the DC power produced by the 

solar panels is sent to the inverter. Then, turn on the inverter input, output, battery, and solar MCB in the inverter 

board, and press the START button in the inverter panel. After that, turn on the MCBs in the control panel in the 

following order: solar supply, input to control board, PCU switch, pressure switch, output to DC distribution 

board, and all motors and then, test the solar collector system's functioning. Check that all valves in the vapour 

absorption refrigeration system are open for operation. Open the bypass valve in the pump line at first, and 

gradually close it as the pressure rises. Take temperature and pressure readings at all pre- determined locations 

and combine them. To find the water flow rate at the absorber, generator, and condenser, measure the pressure 

drop across the respective orifice plates. Measure the airflow rate and temperature differential across the 

evaporator coil for evaporator side cooling. To examine the performance of the system using time-to-time 

operation, repeat the observations for each predetermined time interval of 30 minutes. 

 

For evaluating the performance of vapour absorption refrigeration system (VARS), the following procedures are 

followed. 

Evaporator load, Qe : 

Qe = ma × Cpa × ΔTe – (Qlosses,wall) 

Where, 

ma   = mass flow rate of air across evaporator 

T3= Average air side temperature around the evaporator fan coil unit 

T10=Ambient Temperature 

ma   = ρa × Acoil × Vair 

Acoil = Area of FCU coil 

 

Condenser heat rejection rate, Qc : 

Qc  =mcw,c × Cpw × ΔTcw.c 

Where, 

mcw,c  = mass flow rate of cooling water across condenser = ρw × Qcw,c 

Vcw,c  =  6.943984 × 10-6 ×  √(ΔP2) 

ΔTcw,c = cooling water temperature difference across condenser  

 

Absorber heat rejection rate, Qa : 

Qa  =mcw,a × Cpw × ΔTcw,a 

Where, 

mcw,a = mass flow rate of cooling water across absorber = ρw × Qcw,a 

Vcw,a =  6.943984 × 10-6 × √(ΔP3) 

ΔTcw,a = cooling water temperature difference across absorber  

 

Generator heat load, Qg : 

Qg = mhw,g × Cpw × ΔThw,g 

Where, 

mhw,g = mass flow rate of hot water across generator = ρw × Qhw,g 

Vhw,g =  5.980159 × 10-6 × √(ΔP1) 

ΔThw,g = hot water temperature difference across generator 

 

Coefficient of Performance for VARS, COP = Qe / Qg 

Where, 

Qe = evaporator load 

Qg = generator heat load 
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5. Results and Discussion 

From the experimental studies, the overall performance of the vapour absorption refrigeration system is 

presented based on the various operational parameters like hot water and cooling water inlet and outlet 

temperatures. 

 

Fig. 9: Effect of variation of generator temperature and CoP with time 

 

The performance of the VAR system along with generator inlet and outlet temperature with respect to time is 

shown in Fig.9. The hot water give heat to generator, as the outlet temperature is always less than that of inlet 

conditions. As the hot water inlet temperature increases with time, the generation of refrigerant vapour increases. 

So the evaporator temperature in cold room cabin decreases as the result of increased CoP.  

 

Fig. 10:  Variation of cold room temperature, Ambient temperature, Cooling water inlet temperature  for condenser 

and absorber and Cooling water outlet temperature for condenser and absorber with time 
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Variations of cold room cabin temperature, ambient temperature, cooling water inlet temperature for condenser 

and absorber and outlet temperature of condenser and outlet temperature of absorber variation with time is shown 

in Fig.10. The cooling water inlet to both absorber and condenser is made in parallel connection to increase the 

performance of the system, so that inlet condition of cooling water to both absorber and condenser is same. As 

the cooling water in absorber and condenser upon removing the heat from the respective components, the outlet 

conditions is higher than that of inlet conditions. 

 
Fig. 11: Effect of variation of actual heat load and CoP with time 

 

From Figure 11. The generator and evaporator heat load increases with time and then decreases. CoP of the 

system increases with time as the increases in Qe is higher than Qg. 

 

Fig. 12: Effect of variation of solar irradiance, ambient temperature and CoP with time 
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Figure.12 shows the variation of the ambient temperature, solar irradiance, and COP with time. The Solar 

Irradiance increases with time and then decreases and ambient temperature keeps in phase with time. CoP of the 

system increases with time due to increase in Qe. 

 

Fig. 13: Variations of operational parameters in the solar vapour absorption refrigeration system. 

 

Temperature at the generator's hot water inlet and outlet vary in phase with solar irradiance on two distinct days. 

Thus, whenever solar irradiance increases, the Coefficient of performance of the system increases as shown in 

figure 13. 

6. Conclusions 

The influence of different operational parameters such as condenser temperature, evaporator temperature, and 

generator temperature on the performance of the solar Vapour absorption refrigeration cold storage system has 

been carried out. From the system's performance, the following conclusions have been drawn. 

i. As the generator temperature rises, the evaporator temperature decreases, increasing the condenser 

heat rejection rate. As the generator's heat load decreases, the system's overall performance 

improves. 

ii. The generator hot water inlet temperature, generator hot water exit temperature and CoP increase 

with increasing solar Irradiance. 
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Appendix: Units and Symbols  

 
Table 1: symbols for miscellaneous quantities 

 
Quantity Symbol Unit 

Area A m2 

Volume flow rate V m3 s-1 

Mass flow rate of air ma kg s-1 

Mass flow rate  kg s-1 

Evaporator load Qe kW 

Condenser heat rejection 

rate 

Qc kW 

Absorber heat rejection 

rate 

Qa kW 

Generator heat load Qg kW 

Temperature T 0C 

Overall heat transfer 

coefficient 

U W m-2 K-1 

Efficiency    

Density ρ kg m-3 

Time t s 

 

Abbreviations 

 
VARS- Vapour Absorption Refrigeration system 

ODP- Ozone depletion potential 

DMF-Dimethylformamide 

CoP-Coefficient of Performance 

PV-Photovoltaic 

VFD-Variable Frequency Drive 

PLC-Programmable logic controller 

DC-Direct current 

AC-Alternating current 

MCB-Multiple circuit breaker 

ETC-Evacuated tube collector 

DM-Demineralized 

VAM-Vapour Absorption Machine 

m
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Abstract 

As global temperatures are hitting new heights, demand for air-conditioning is increasing. In this light, the 

improvement of solar cooling systems and their actual performance need to be investigated. IEA – SHC Task 65 

Solar Cooling for Sunbelt regions focuses on innovations for affordable, safe, and reliable Solar Cooling systems. 

The project focuses on solar energy, either solar thermal or solar photovoltaic, in the Sunbelt region, taking into 

account the different boundaries worldwide (sunny and hot, and humid climates, between the 20th and 40th degrees 

of latitude in the northern and southern hemisphere). The task consists of four main subtasks to investigate different 

aspects of the study: adaptation, demonstration, assessment & tools, and dissemination. This paper presents the 

results of a survey conducted within the activities of two subtasks: adapted components (A2) and showcases on 

system and component level (B1).  

Keywords: solar cooling, adapted component, case study, Sunbelt region 

1. Introduction 

The population is growing, the incomes are rising, the rise in global temperature, and the increase in comfort 

standards are causing the increase in air-conditioning demand. Nowadays, air conditioners and electric fans account 

for about a fifth of the total electricity in buildings around the world – or 10% of all global electricity consumption 

(IEA, 2018). If measures are not taken to counteract this increase, the space cooling demand will almost triple by 

2050; it can reach 6,200 TWh or 30% of the total electricity use in buildings. Such estimations are generally based 

on the most recently available conventional technologies for air-conditioning and refrigeration.  

While the OECD (Organisation for Economic Co-operation and Development) countries in Europe, the US, Australia 

etc., are taking the lead in solar cooling technology both in thermal and photovoltaic (PV), most of the countries in 

the Sunbelt regions need more momentum in terms of technology and funding to propel this further. Countries that 

fall between 20 and 40 degrees of latitude face an increase in cooling demand on one side and higher solar irradiation 

on the other, thus making it a one-stop solution to utilize the potential of solar cooling and try to invert the current 

trend. The Green Cooling Initiative (Gloel et al., 2015) estimates a steep rise in the use of conventional air 

conditioning units from 918 million to 3.5 billion by 2050. 

In this light, IEA Solar H&C PROGRAM task 65 focuses on innovations for affordable, safe, and reliable solar 

cooling systems. The project focuses on solar energy, either solar thermal or solar photovoltaic, in the Sunbelt region, 

taking into account the different boundaries worldwide (sunny and hot, and humid climates, between the 20th and 

40th degrees of latitude in the northern and southern hemisphere).  

Solar cooling systems have gained significant attention as an environmentally friendly and sustainable solution for 

meeting the cooling demands in Sunbelt region countries. These systems incorporate adapted components and are 

tailored to these countries' unique requirements and climatic conditions. By harnessing abundant solar energy and 

optimizing cooling technologies, solar cooling systems in Sunbelt region countries offer immense potential for 

reducing energy consumption, enhancing comfort, and mitigating climate change impacts. 

The above-mentioned task consists of four main subtasks to investigate different aspects: adaptation, demonstration, 
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assessment & tools and dissemination. This paper presents the results of a survey conducted within the activities of 

two subtasks: Adapted components (A2) and showcases on system and component level (B1). The expected goal of 

the project is to deepen the understanding of how varying climatic conditions and operating parameters affect the 

choice of components and identify the factors that enable or pose challenges to widespread application in the region. 

Indeed, solar cooling systems designed for sunbelt region countries incorporate components specifically adapted to 

the local climate and environmental conditions. These components are selected to optimize the system's performance 

and ensure its reliability in high-temperature regions. Some of the key adapted components include Solar Collectors: 

Solar collectors used in sunbelt region countries are designed to capture and convert a maximum amount of solar 

radiation into thermal energy. Furthermore, they are optimized to operate efficiently even in high ambient 

temperatures, ensuring optimal energy generation throughout the year. 

Sorption Chillers: sorption chillers are commonly employed in solar cooling systems. These chillers use the heat 

generated by solar collectors to drive the cooling process. Adapted chillers have improved heat transfer capabilities, 

enhanced efficiency, and increased tolerance to higher inlet temperatures, making them suitable for sunbelt region 

countries. 

Heat Rejection Systems: Heat rejection systems, such as cooling towers or dry coolers, are essential for dissipating 

excess heat generated during the cooling process. Adapted heat rejection systems are designed to operate effectively 

in hot climates, providing efficient heat transfer and reducing water consumption where applicable. 

Thermal Energy Storage: To overcome the intermittent nature of solar energy availability, solar cooling systems in 

Sunbelt region countries often incorporate thermal energy storage solutions. These storage systems are optimized for 

higher ambient temperatures and offer effective energy storage and retrieval capabilities, ensuring uninterrupted 

cooling during periods of low solar radiation. To investigate how a solar cooling system must be adapted in such a 

severe climate area, scientists developed specific tools and conducted focused experimental campaigns. For example, 

(Ssembatya et al. 2014) evaluated the performance of solar cooling systems in the UAE climatic conditions by 

TRNSYS simulation. The system used for simulations was developed to assess the potential of solar cooling systems 

in this region. The tool developed showed that the system can operate with a thermal COP of 0.60 – 0.80. The 

experiments then validated such results on a typical day, thus proving that an adapted system can meet its cooling 

requirement for almost 2/3rd of the year without backup heating and/or cooling.  

Litardo (Litardo et al., 2022) recently reviewed all the cooling strategies for warm and humid climates. The authors 

examined and identified possible solutions for space cooling in hot-humid climates (air system with heat recovery, 

radiant ceilings coupled with AHU, etc.), including an assessment of the application of these solutions on a case-

study building in Mogadishu, Somalia, from the point of view of the cooling demand to the energy consumption of 

the selected cooling systems. The findings of this work provide helpful information about the performance of the 

cold delivery systems in harch climatic areas, thus allowing the extrapolation of data for solar-assisted systems. Also 

(Bentayeb et al.) provided valuable data about such a class of systems. In their study, the authors presented a model 

that considers the actual functioning of an adsorptive solar fridge that employs activated carbon-methanol pairs 

regarding weather conditions such as ambient temperature and insolation. The model simulates the cooling 

performance in two distinct Moroccan climates: Rabat (humid and temperate) and Marrakech (hot and arid). The 

numerical simulation reveals that the solar refrigerator operates differently in each climate. In Rabat, which has a 

Mediterranean climate, the cold room temperature can be sustained below 5°C; conversely, in Marrakech, which has 

a pre-Saharan climate, the system can overheat during the summer and the cold room temperature can reach 17°C. 

The simulation also indicates that the studied unit poses a problem in both climates as the cold room temperature can 

drop below 0°C, with a minimum of -15°C during winter. 

2. Methodology 

The survey was shared and sent to solar cooling experts, researchers and manufacturers. Moreover, to have a more 

extensive database of information, the survey was upgraded with other data from literature review studies. The survey 

was divided into two main parts. Each part included information related to one of the two subtasks. In particular, the 

first part was associated with a first exploratory survey of demonstration cases: it included information such as title, 

typology of the case (if implemented, detailed project, concept, etc.), the name of the implementer and the owner, 

the location, the related climate condition, the application sector (process industry, distribution of goods, fish 

industry, buildings, mining, etc.), technology information of the Thermal Driven Chiller (STD), Solar Thermal 

collectors (ST), of the PV panels, of the storage, of the heat and cold back up, and the Heat Rejection System (HRS), 

the description of the demo case, the profile of the energy needs, availability of space for the installation of 

renewable/energy-efficient technologies, the potential of replication, and availability of data/monitoring system. The 
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second part included information regarding the actual performance of the components such as thermally driven 

chiller, electric chiller unit/backup, ST collectors, PV panels, storage, heat and cold backup, heat rejection system, 

and the description of possible precautions adopted for operation in climatic conditions of the Sunbelt area. 

3. Solar Cooling System Types: an overview 

 

This section provides a basic description of solar cooling technologies and focuses on identifying components 

suitable for different solar cooling systems based on weather profiles. The primary solar cooling systems are 

illustrated in Figure 1. 

One prominent solar cooling system is the PV-assisted system, which primarily utilizes solar energy to generate 

electricity. This electrical energy is then used to power a conventional vapour compression system. In addition, 

hybrid Photovoltaic-Thermal (PVT) collectors are employed in cases where the thermal energy from solar radiation 

is extracted. This integration of PVT collectors has been shown to enhance the efficiency of PV panels.  

The following subsections further elaborate on the specific details and workings of PV-assisted systems and PVT 

collectors. 

Another significant solar cooling technology is Solar Thermal (ST) cooling, which encompasses various types and 

applications. ST energy is harnessed to drive chillers of multiple typologies. The section comprehensively describes 

ST cooling, including detailed discussions on system components such as solar collectors, thermal energy storage, 

chillers, and heat rejection methods. Each component is described, highlighting its functionalities and significance 

within the ST cooling system. 

By categorizing the components suitable for different solar cooling systems and considering weather profiles, the 

section offers valuable insights into the design and implementation of solar cooling technologies. Furthermore, it 

emphasizes the utilization of solar energy in both PV-assisted systems and ST cooling, showcasing the potential of 

these systems to provide sustainable and efficient cooling solutions in various applications. 

Overall, the section provides a foundational understanding of solar cooling technologies, offering a basis for further 

exploration and research in the field. In addition, it sets the stage for subsequent discussions on system optimization, 

performance analysis, and advancements in solar cooling systems for diverse climate conditions.  

 

 
Fig. 1: Solar Cooling System Classification 

 

3.1 PV-assisted Solar Cooling 
 

Solar electric cooling utilizing the electric energy from a PV panel combined with vapour compression systems is an 

effective form of solar cooling technology in many scenarios because PV panels integrated into existing buildings 

do not need any additional allied parts to support the cooling process. Furthermore, with the current PV panel 

efficiencies at 15% to 20% and the use of Maximum Power Point Tracking (MPPT) to optimize solar energy 

utilization, PV-assisted vapour compression cooling is more economically and technologically viable.  

Optimizing the effective utilization of solar fraction incident on the PV panel to meet the energy demand of a 

building, the ratio of peak-rated power of panels to the chiller-rated power is a critical design consideration (Li, Y., 

2018). Also, different energy storage options, such as cold storage using phase change materials (PCM) and batteries, 

are considered to increase the overall system effectiveness (Wang and Dennis, 2015), Albatayneh et al. (2021a) made 

an experimental evaluation between PV air conditioner and ST cooling system. While ST cooling had a LCOE value 

of $2.35/kWh, the value for the air conditioning system coupled with PV is under $0.05/kWh for an Eastern 

Mediterranean region characterised by a hot, dry climate. When considering different techno-economic parameters, 
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the choice of appropriate solar collector technology and efficient solar cooling device are critical determining factors  

(Mokhtar et al., 2010). 

 

Fig. 2: PV-assisted solar cooling (Albatayneh et al., 2021) 

 

3.2 Vapor absorption Cooling 

 
A vapour absorption cooling system consists of an absorber, generator and pump (the thermal compressor), a 

condenser, an expansion valve and an evaporator. The system can be divided into three circuits: a) Hot water flow; 

which supplies the heat to the absorber, b) Cold water flow; which is responsible for drawing heat from the space to 

be cooled and c) Cooling water flow; here the heat generated by both the above flows are removed by a cooling tower 

and released to the environment.  

Various researchers developed and studied different systems configurations, demonstrating that systems could 

be enhanced at various stages to increase their overall performance. Alghool et al., (2020) studied to store the ST 

energy, a storage tank and/or an auxiliary heater are used to keep the hot water supply consistent and to compensate 

for any intermittency in solar insolation and prolonged usage over a day. They found that solar collectors covered 

46% of the chiller's heat demand. Lòpez et al. (2020) employed a biomass boiler to account for hot water in the solar 

energy and a ClimateWell-CW10 absorption chiller. It has two different subsystems that can alternatively charge and 

discharge independently in the same project. The machine achieves good COP values that match the literature 

references, but results predict that extra use of auxiliary heating systems may be needed for applications with low 

insolation levels. Yu et al. (Yu et al., 2019) showed that in high-rise building applications using a hybrid refrigeration 

system combining absorption and compression cycle, COP is improved by up to 22.2% and 19.8% on sunny days 

and cloudy days, respectively.  

Another good action can be the integration in this kind of system of chilled water. This tank is usually a cold backup 

to ensure space cooling at all times of the day. E.g. for residential and multi-family building applications, domestic 

hot water (DHW) can be extracted from the cooling tower water circuit and heat extraction from the water to be 

cooled reduces the size of the cooling tower (Bilardo et al., 2020).  

 

 
Fig. 3: Schematic diagram of an absorption cooling system (Aguilar-Jiménez et al., 2020) 

 

3.3 Vapor Adsorption Cooling 

 

Solar adsorption air conditioning system (SADCS) uses low-grade heat to power their adsorption/desorption cycle 

to bring about a cooling effect. SADCS can be broadly categorized as open and closed system adsorption cooling. In 

an open cycle adsorption cooling, the latent heat of cooling is reduced by adsorbing moisture to the adsorbant surface, 

and working air is in direct contact with the adsorbant. On the other hand, a closed system produces chilled water 

Buffer 
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that brings about the cooling effect (Mat Wajid et al., 2021). An open cycle solar adsorption cooling comprises two 

main components a dehumidifier and cold storage. The working principle is detailed in the figure below. It entails 

an open adsorption heat pump with intermittent operation. Furthermore, an air solar-driven absorption system is 

designed with the additional use of an auxiliary heater and cold storage (Nielsen et al., 2022). 

 

 
Fig. 4: Working principle of solar adsorption cooling (Nielsen et al., 2022) 

 

In a closed system adsorption cooling, there are three independent water streams i) connected to the solar heating 

system to heat the adsorber beds ii) cools down the condenser and the bed iii) chilled water loop cooling the indoor 

space(Almohammadi and Harby, 2020). To enhance the adsorption cycle for more demanding applications, there are 

additional components with two adsorption chambers so that they can function alternately and get a continuous useful 

effect (see figure 5). When ads 1 is in cooling mode (adsorber) ads 2 will be in heating mode (desorber). Cooling 

towers like in the absorption cycle take away the heat from the condenser and are part of the heat rejection cycle of 

the refrigeration cycle. 

 

 
Fig. 5: Schematic of solar adsorption cooling (Dorota Chwieduk et al., 2014) 

 

3.4 PV/T Solar Cooling 

 
A PV/T solar cooling system is a hybrid system that combines photovoltaic and thermal technologies to provide both 

electricity generation and cooling capabilities. It integrates photovoltaic (PV) modules with solar thermal collectors, 

commonly known as Photovoltaic-Thermal (PV/T) collectors, to maximize solar energy utilisation and improve 

overall system efficiency. 

In a PV/T solar cooling system, the PV modules convert sunlight directly into electricity, which can be used to power 

the cooling system components. Simultaneously, the PV/T collectors absorb solar radiation and extract thermal 

energy. This thermal energy is then used in the cooling process, typically through an absorption or adsorption chiller. 

The PV/T collectors in a solar cooling system are designed with a dual-purpose structure. First, photovoltaic cells 

are embedded within the collector, allowing for simultaneous electricity generation and thermal energy collection. 

The advantage of this configuration is that it maximizes the system's overall energy output while utilizing the 

available solar energy resource more efficiently. 

The thermal energy collected by the PV/T collectors can be used in several ways for cooling purposes. One common 

approach is to drive an absorption chiller, where thermal energy is utilized to generate a cooling effect through the 

absorption process. Another option is to employ an adsorption chiller, where the thermal energy is used to desorb 

adsorbent materials, creating a cooling effect through evaporation and condensation cycles. 

The integration of PV/T technology into solar cooling systems offers several advantages. Firstly, it allows for the 

simultaneous generation of electricity and thermal energy, increasing the system's overall energy efficiency. 
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Secondly, it reduces the space requirements compared to separate PV and solar thermal installations, making it more 

suitable for constrained areas. Additionally, PV/T solar cooling systems contribute to reducing greenhouse gas 

emissions by utilizing renewable energy sources and reducing reliance on conventional cooling methods. 

 

 
Fig. 6: Schematic of a PV/T solar sorption cooling system. 

 

3.4 Solar Assisted Ejector Cooling 

 
The overall system consists of a solar collector loop, a generator loop, and an ejector loop. The ejector cooling cycle 

(ECC) replaces the compressor in a vapour compression cycle by thermodynamic mixing of two working fluids in a 

convergent-divergent nozzle, as shown in Fig 6. Ejector cooling system has a more straightforward design and low 

equipment cost than absorption/adsorption cooling, although thermal efficiency is low (Saito et al., 2014). Alternate 

working fluids that can be used in this system make it an attractive option (Varga, S.. 2017). As shown in Fig. 7, 

solar ECC has two main streams, the solar conduit and ejector cooling cycle. A heat transfer fluid is generally used 

in the system to transfer heat from the solar collector to the working cooling refrigerant in the generator (Braimakis, 

2021).  

 

 
Fig. 7: Schematic of an ejector (Eveloy and Alkendi, 2021) 

 

Eveloy and Alkendi, (2021) studied the use of a three-stage ejector cooling system powered by an evacuated tube 

collector for a small-scale building. The proposed system is shown to have reduced 42% of the annual energy 

consumption for a building in the United Arab Emirates, a country in the Sunbelt region. 

 
Fig. 8: Schematic diagram of a solar cooling ejector refrigeration system (Braimakis, 2021) 

 

Owing to its low COP, ejector cooling devices are coupled with other effective cooling technologies such as solar 

ejector-vapour compression and ejector-absorption cycles, which are promising in achieving COP improvements 
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(Buyadgie, D,2012). Zarei et al., (2020) demonstrated the use of a novel combined solar cooling system using PVT 

panels and an ejector compression cooling system. The heater, compressor, and pumps were electrically powered by 

the PV panel and the output thermal energy from the PVT system was used to cool the condenser and the sub-cooler. 

The study shows that the PV panel efficiency and COP of the system can be improved by up to 11.1%  

4. Results of the survey 

 
Solar cooling has the potential to be an effective and efficient solution for decarbonization in countries across the 

Sunbelt region. With an expected increase in the cooling demands in these countries, it could be an excellent 

opportunity to identify the correct component choice and analyze existing projects to further catapult its reach and 

impact. The study summarizes 32 works from across 18 countries in the Sunbelt region. The distribution of projects 

is depicted below. 

  
Fig. 9: Representation of projects from across different countries 

4.1 Koppen-Geiger climate classification 

Koppen-Geiger climate classification divides climate across the globe into five main categories, the equatorial 

zone(A), the arid zone (B), the warm temperate zone (C), the snow zone D, and the polar(E) and 31 sub-types adding 

in additional ranges for precipitation and air temperature. It is classified based on monthly air temperature 

precipitation and maximum and minimum values. Knowing each country's climate zone can be a critical criterion 

for choosing the right type of cooling system and solar energy collectors. Figure 10 shows the distribution of our 

projects studied across various climate classification zones.  

Table1: Koppen-Geiger climate classification 

Main climates Precipitation Temperature 

A: equatorial W: desert a: hot summer Tmax ≥ +22 ◦C 

B: arid S: steppe b: warm summer not (a) and at least 4 Tmon ≥ +10 ◦C 

C: warm temperate f: fully humid c: cool summer not (b) and Tmin > −38 ◦C 

D: snow s: summer dry d: extremely continental like (c) but Tmin ≤ −38 ◦C 

E: polar w: winter dry h: hot arid Tann ≥ +18 ◦C 

 m: monsoonal k: cold arid Tann < +18 ◦C 

  F: polar frost 

  T: polar tundra 
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Fig. 10: Representation of projects studied and their climate classification  

 

The temperature criterium estimates the intensity of solar insolation, the number of sunny days, and maximum and 

minimum temperatures in a zone. Countries in the Sunbelt region fall in the range between Group A (tropical 

climates), Group B (dry climates) and Group C (temperate climates). The solar cooling projects included in this study 

are located (actually or simulated) in 60% of the Sunbelt region throughout 9 sub-types. Most of the projects reported 

are from BWh (Hot desert) (23%), and BSh (Hot semi-arid ) & Csa (Hot summer-Mediterranean) (both 20%) climate 

regions.  

4.2 Projects Typologies 

The studies were from a wide range of types as shown in Figure 11. 50% of the projects are in the implementation 

phase at various stages while 18% of the works are operational projects with established results. A quarter of these 

works are project concepts studied for implementation in nature.  

Others have been simulated by using tools such as TRNSYS, Python, Matlab, and other mathematical modelling 

tools that can effectively estimate a system's performance before its implementation. Some published works of 

laboratory experiments and simulations validated by real-time building energy use have also been used in our survey 

for a broad range of analyses. Projects of different categories are studied to enhance the understanding of their 

performance and generate design rules that apply to different climate zone. The design rules encompass various 

components in a specific weather zone.  

As shown in the following figure, almost 70% of the projects studied are either implemented or detailed projects, 25 

% are concepts, and 6% are experimentations and validated using real-time buildings. 

 

 

Fig. 11: Project typology distribution 
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4.3 Solar Collector types 

Solar Cooling uses a range of solar energy harnessing devices. Evacuated tube collectors constitute 30% of the 

projects studied, and flat plate collectors and Fresnel collectors are equally next in usage. The studies also noted that 

Fresnel and flat plate collectors are the most popular options in implemented projects, with evacuated tubes the 

highest in simulation projects. 

The distribution of different solar collectors over various temperature profiles gives a fair understanding of which is 

most suitable in different scenarios. As shown below (Figure 12.) Evacuated tube collectors have widespread 

application over three climate regions, BSk, BWh, and Csa and similarly with Flat plate collectors in Bsh, Cfb, Bwh, 

and Csa. 

 

 

 

Fig. 12: Solar Collector types (left) and Representation of Solar collector type by weather profile (right) 

 

ST cooling is the most applied solar cooling technology over solar electric cooling. Out of which, 30% of cases 

studied use evacuated tube collectors, Flat plate collectors (17%), Fresnel collectors (17%), Parabolic trough 

collectors (10%) and PV panels (10%). These are some of the most preferred options.  

4.4 Solar cooling applications 

In most cases studied, solar cooling systems are installed in public buildings such as offices, schools, and university 

buildings, making it suitable to use the sun during the daytime directly for utilization. Domestic buildings appear to  

be the next most studied because of their widespread need in the Sunbelt region for enhancing indoor comfort. They 

also have good potential for sectors like food preservation, process industries, etc.  

Fig. 13: Solar cooling applications 
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4.5 Adapted components 

   

Fig. 14: Heat storage auxiliary heating in projects (left) and cold backup in projects (right) 

As mentioned in section 3, heat storage tank and auxiliary heating are used to meet the cooling load when there is 

low or zero (es. during nighttime) solar radiation. In public buildings such as office spaces and educational 

institutions, the cooling load is mainly concentrated during the daytime, reducing the need and capacity of these 

components. However, cooling demand could be needed throughout the day for domestic applications such as villa 

houses, multi-family buildings, and process industries. Cold backup components include devices that can prolong 

the cooling effect even when the solar cooling device does not function such as a vapor compression system. In 

particular, cold backup was comparatively less in use with 53% when compared to heat-back up. To account for the 

intermittency of solar radiation, heat storage or auxiliary heating is observed to be the common practice. Indeed, hot 

water storage or heat backup by auxiliary heating was used in 72% of the projects with heat storage being more 

popular over heat backup. 

4.6 Three-way Sankey diagram 

The chart below depicts the interrelation between the climate classification each project has been based on, to the 

solar collector used, and the adopted solar cooling system. This gives an insight into commonalities in the appropriate 

component and system use about the climatic zone a project falls into. For example, when the maximum number of 

projects are from BWh (hot desert climate), Fresnel and evacuated tube collectors are mostly preferred over flat plate 

collectors and others to harness solar energy. Similarly, most studies show evacuated tube collectors are chosen in 

Csa (Hot summer Mediterranean) and BSk (Tropical and subtropical steppe climate). Of the available ST cooling 

techniques, 71% use solar absorption, whereas 19% use solar adsorption cooling and other technologies such as 

Ejector cooling, PV assisted cooling (3% each).  

Fig. 15: Representation of weather profile with solar collector and solar cooling technology used 

The survey results demonstrated a favourable environment to prove the maturity of solar cooling technology. Insights 
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drawn from this study could benefit a range of stakeholders: private users, public entities, 'hard to abate industrial 

sectors', policymakers, etc. Moreover, the outcome of this study, and in general the expected results of Task 65, will 

facilitate tracing the pathway to decarbonization goals and contribute towards energy transition in the region. With 

the certainty of different case studies presented, energy professionals can take a more informed decision in choosing 

components and system adaptions suitable for varying climatic conditions. The first presented results are drawn from 

32 projects across 18 countries representing a range of 10 weather profiles such as the tropical wet and dry (Aw), hot 

desert (BWh), hot semi-arid (BSh), hot summer-Mediterranean (Csa), Warm-summer Mediterranean (Csb), Humid 

subtropic (Cfa), Monsoon-influenced humid subtropical (Cwa), Hot summer humid continental climate zones.  

5. Conclusion 

This paper aimed to present the first survey results conducted within the activities of two IEA Task 65 subtasks: 

Adapted components (A2) and showcases on system and component level (B1). The first presented results are drawn 

from 32 projects across 18 countries representing a range of 10 weather profiles. The 32 projects studied are over 

17.06 MW of thermal cooling projects, which are summarized as follows: 

• Most of the projects reported are from BWh (Hot desert) (23%), and BSh (Hot semi-arid ) & Csa (Hot 

summer-Mediterranean) (both 20%) climate regions.  

• Almost 70% of the projects studied are implemented or detailed, with 25 % being concepts. In addition, 6% 

of the project is experimentation and validated using real-time buildings. 

• ST cooling is by far the most applied solar cooling technology over solar electric cooling. Out of which 

30% of cases studied use evacuated tube collectors, Flat plate collectors (17%), Fresnel collectors (17%), 

Parabolic trough collectors (10%) and PV panels (10%). These are some of the most preferred options.  

• Of the available ST cooling techniques, 71% of them use solar absorption, whereas 19% use solar adsorption 

cooling and other technologies such as Ejector cooling, PV assisted cooling (3% each)  

• Hot water storage or heat backup by auxiliary heating was used in 72% of the projects with heat storage 

being more popular over heat backup.  

• Cold backup was comparatively less in use with 53% when compared to heat-back up. To account for the 

intermittency of solar radiation, heat storage or auxiliary heating is observed to be the common practice. 

The primary application was on the public buildings (34%) with an average working span of 8hr/day. In comparison, 

some others were utilized in the domestic building (25%), process industry (9%), and food processing sector. 
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Abstract 

One of the basic objectives of EU is to decarbonize the building sector by the year 2050. To achieve this goal, 

energy renovation of the building stock across Europe will be initiated in order to improve the energy performance 

of buildings and reduce greenhouse gas emissions. Hospital buildings are often large scale buildings that 

accommodate energy intensive uses, such as space heating and cooling with specific thermal comfort settings, high 

hot water requirements, equipment, lighting. This results to very high energy consumption in hospital buildings 

and consequently, high energy bills.  

The aim of this paper is to investigate the application of concentrating solar thermal for space conditioning needs 

in hospitals buildings in Greece and enhance their application in the building sector. The paper will present the 

techno-economic and environmental assessment for a hospital building targeting to reduction of the carbon 

footprint of these buildings.     

 

Keywords: Net Zero Buildings, Hospitals, Thermal Energy, Concentrating solar thermal systems. 

 

1. Introduction 

One of the basic objectives of EU is to decarbonize the building sector by the year 2050. To achieve this goal 

energy renovation of the building stock across Europe will be initiated in order to improve energy performance of 

buildings and reduce greenhouse gas emissions. 

Hospital buildings are big buildings that accommodate energy intensive uses like space heating and cooling with 

special comfort settings, high hot water requirements, equipment, lighting. This results to very high energy 

consumption in hospital buildings and consequently high energy bills (Dimoudi et al. 2022).  

Final energy use intensities of health care buildings in EU countries varies from 656,5kWh/m2 in Bulgaria, 

147,8kWh/m2 in Estonia, 228,2kWh/m2 in France, 1.124,3kWh/m2 in Spain and 516,2kWh/m2 in the United 

Kingdom (Balaras et al, 2017). In other studies, differences on hospital’s energy recordings were found. Energy 

intensity of 20 hospitals in Spain was recorded at 270kWh/m2 and of 48 hospitals in UK at 289kWh/m2 (Bawaneh 

et al, 2019) while at 195kWh/m2 in France (Nourdine, Saad, 2020).  

The energy intensity per bed or per employee also varies between countries, ranging from an average consumption 

at 29.000kWh/bed for heating and 6.000kWh/bed for electricity in a survey of 2.100 hospitals in Germany and in 

Spain electricity recordings fluctuate between 8.888kWh/bed and 10.004kWh/bed for small (under 300 beds) and 

big hospitals (González et al, 2018), while in France 26.000kWh/bed (Nourdine, Saad, 2020). 

A survey on energy consumed in fourteen hospitals in North-West Greece, reported that the average thermal annual 

consumption was 179kWh/m2, the average electricity energy consumption was 118kWh/m2 and the average 

electricity consumption per bed was at 10.483kWh and per employee at 4.461kWh (Kostadimas et al. 2022). 

The aim of this paper is to investigate the application of concentrating solar thermal for space conditioning needs 

in hospitals buildings in Greece and enhance their application in the building sector. The paper will present the 
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techno-economic and environmental assessment for a hospital building targeting to reduction of the carbon 

footprint of these buildings.     

2. Analysis of the energy consumption of the hospital building - simulation 

The energy profile of a General Hospital located at the A Climatic zone is used in the study. The simulation for its 

energy performance were carried out with two collaborating energy simulation tools: the EnergyPlus and the 

DesignBuilder software. 

The General Hospital was built in a site area of 40.000 m2 which is located in the center of a small city. The total 

premises of the hospital nowadays consist of 2 buildings which were constructed in different time periods. The 

construction permission for the main hospital building was issued in 1983 and it was completed almost 5 years 

later in 1987/8, according to the regulations of the permit year. A new wing which is connected to the main 

facilities, was added to the building compound later at 2010. 

The total area of the General Hospital after the addition of the new building, amounts almost 13.000 m2, distributed 

in 5 floors in the main hospital (Basement Floor B’, Basement Floor A’, Ground Floor, First Floor and Second 

Floor), and 3 floors in the new building (Basement Floor, Ground Floor and First Floor). Almost 9.000 m2 is 

conditioned while the other 4.000 m2 (Basement B’ with mechanical equipment, mechanical rooms in both 

buildings, storage rooms, etc.) is unconditioned. 

Due to its complex structural design and its energy consumption diversities between its internal spaces, the General 

Hospital was separated into four distinct conditioned thermal zones which demonstrate the same use and activity 

schedules, have the same HVAC systems and operate at the same temperatures set-points. Those four thermal 

zones, were divided into smaller thermal zones according to their floor or orientation but still following the same 

attributes as their parent zone. The unconditioned zones which include the floor with the mechanical service room, 

equipment, storage rooms and auxiliary spaces were designed as well into the software. 

The hospital’s envelope is insulated and its windows are divided between doubled glazed with old or new 

aluminum frame. 

The facilities are able to hospitalize more than 4.000 patients per year, while there are 120 available beds able to 

satisfy the needs of the hospital, so occupancy profiles, internal gains for occupants, clothing and activity rate were 

taken into account for the energy performance simulation. The operation hours of the building differ greatly due 

to the different activities between the zones. The operating hours of the hospital per day may vary in its different 

zones between 8 to 24 hours. Therefore, each zone was created with its unique operation schedules and temperature 

set-points. The lighting and mechanical equipment follow the operation schedules of their zone. 

The HVAC systems of the General Hospital consist of equipment that was installed in the old building during its 

construction, along with the equipment that was provided at later stages which are diesel boilers, air cooled chillers 

and air handling units (AHUs). 

The General Hospital has two separate Heating, Cooling and Ventilation systems, in its two buildings (old building 

and new wing). The hospital consists of two separate heating systems with diesel boilers and two separate cooling 

systems with air cooled chillers which are used for the two buildings. The mechanical ventilation equipment of the 

hospital consists of air handling units conditioning all 4 thermal zones. The AHUs are operating following the 

working profile of the occupants of the thermal zones and are separated into two different categories according to 

their characteristics. The needs for domestic hot water are satisfied by the diesel boilers in both buildings 

throughout the year. 

The main heating system of the old building that operates separately from the new building, consists of two diesel 

boilers of 1.046,00 kW power (900.000 kcal/h), operating simultaneously, according to the needs of the hospital 

(Fig. 1). The hot water loop consists of a two-pipe system of supply and return, distributed from the heating 

collector to the thermal heating units (convectors) located in all areas of the building areas, and also to the heating 
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coils located to the air handling units and the reheat coils in their terminal units inside the zones. So, the air handling 

units can be used for heating purposes as well.  

 

Two diesel boilers of 407,00 kW power (350.000 kcal/h) located in the mechanical room of the new wing basement, 

operate alternately and not at the same time, covering the needs of the new wing of the hospital (Fig 2). 

 

  
Fig. 1: Schematic of the heating system of the General Hospital Fig. 2: Schematic of the heating system of the General Hospital 

(new wing)             (old building) 
 

Three air cooled chillers are installed in the hospital to cover the needs for the cooling loads. Two of them, of 440 

kW with refrigerant R134a, are located in the roof of the new building (Fig. 3) while the older one is found in the 

old building (Fig. 4). Those air cooled chillers are connected to the chilled water loop of their wing respectively. 

The chilled water loop includes a two pipe system of supply and return which provides chilled water to cooling 

coils located in the air handling units. 

 

  
Fig. 3: Schematic of cooling system of the General Hospital Fig. 4: Schematic of cooling system of the General Hospital (old 

(new wing)          building) 
 

There are totally 10 AHUs installed in the hospital, located in different sections, meeting the required conditions 

of each specific space, with total 410,13 kW cooling capacity and 347,82 kW heating capacity. All of them are 

variable speed units with preheat and reheat in order to reduce energy consumption but they are separated in two 

types: a) AHUs with a two-pipe system of supply and return (Fig. 5), b) AHUs with a dual duct air loop consisting 

of a four-pipe system, where the heating and cooling is mixed (Fig. 6). 
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Fig. 5: Schematic of AHUs with a two-pipe system of supply  Fig. 6: Schematic of AHUs with a dual duct air loop consisting of 

and return            a four-pipe system 

 

The simulation was performed with four time steps per hour, evaluating the energy consumption of the building. 

After the simulation of the energy performance of the existing base building, results about the electricity and heat 

consumption were extracted. The total net energy consumption of the hospital is 1.866,6 MWh, out of which 

1.320,2 MWh is the electricity consumption (cooling, lighting, equipment and other appliances) and 546,4 MWh 

is the diesel consumption (heating and DHW). The total source (primary) energy is 4.429,5 MWh, out of which 

3.828,5 MWh is the source electricity consumption and the 601,0 MWh is the source diesel consumption (ZenH 

Balkan, 2021). 

Figures 7 and 8 present the percentage distribution (%) of each consumption per use and per category. The source 

diesel consumption has 14% of the total source consumption, while source electricity consumption covers the 86%, 

and out of the electricity total, the interior lighting has 22%, the interior equipment has 7%, the cooling has 44%, 

the other appliances have 13%. 

 

Fig 7: Distribution of source energy consumption per use, in percentage (%) 

 

86%

14%

SOURCE ENERGY CONSUMPTION PER USE SOURCE

ELECTRICITY DIESEL
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Fig 8: Distribution of source energy consumption per category, in percentage (%) 

 

After the energy evaluation of the case study building and simulation of its energy performance, 9 different energy 

efficiency scenarios were examined in order to reduce the energy needs of the building. Those scenarios were 

categorized according to the source they targeted and they included insulation of the external walls and roof of the 

building with mineral wool insulation, replacement of its windows with new PVC framed ones, double glazed with 

low-e coating, replacement of old lights with led lights, installation of a Building Energy Management System 

(BEMS) to control the lighting system according to occupancy profiles and illuminance level (lux set-points), 

addition of shading devices at the windows and control of them according to solar radiation, natural ventilation 

control according to occupancy schedules for temperature reduction during summer period, and implementation of 

cool roof material.  

After the simulation of all examined scenarios, the source (primary) electricity energy consumption is reduced by 

33.3%, corresponding to 1.273,6 MWh and the diesel consumption is reduced by 25,5% (Tab. 1). The total 

reduction of primary energy consumption, considering all scenarios from 1 to 9 is 1.426,6 MWh, corresponding to 

32,2%. The specific total primary energy consumption is reduced by 162 kWh/m2, corresponding to specific total 

primary energy consumption of 341,4 kWh/m2 (Tab. 2, Fig. 9). 

Tab. 1: Source energy consumption (in MWh) and energy savings (in %) from scenarios 1 to 9 

 Case building consumption Scenarios 1-9 consumption Energy savings 

 Source energy, MWh Source energy, MWh MWh % 

Electricity 3.828,5 2.554,9 1.273,6 33,3% 

Diesel 601,0 448,1 153,0 25,5% 

Total 4.429,5 3.002,9 1.426,6 32,2% 

 

Tab. 2: Specific source energy consumption (in kWh/m2) and energy savings (in %) from scenarios 1 to 9 

 Case building consumption Scenarios 1-9 consumption Energy savings 

 Source energy kWh/m2 Source energy kWh/m2 kWh/m2 % 

Electricity 435,2 290,4 144,8 33,3% 

Diesel 68,3 50,9 17,4 25,5% 

COOLING
44%

INTERIOR LIGHTING
22%

INTERIOR 
EQUIPMENT

7%

FANS
13%

PUMPS
0%

HEATING
10%

DHW
4%

SOURCE ENERGY CONSUMPTION PER CATEGORY SOURCE

COOLING INTERIOR LIGHTING INTERIOR EQUIPMENT FANS PUMPS HEATING DHW
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Total 503,5 341,4 162,2 32,2% 

 

 

Fig. 9: Specific source energy consumption (in kWh/m2) per energy source from scenario 1 to 9 

Table 3 presents the distribution of the source (primary) energy consumption (in MWh) and the energy savings for 

each separate category use (in MWh and %) for all scenarios. The diesel energy consumption is decreased by 153,0 

MWh (35,5%) while the electricity consumption for cooling is decreased by 381,3 MWh (19,4%).  

With the aim of achieving a nearly zero energy building, after the implementation of the 9 energy efficient scenarios 

and reduction of the energy needs of the building, exploitation of RES systems was investigated. The current study 

focus on investigating exploitation of solar energy for space cooling with concentrated solar thermal collectors.  

 

Tab. 3: Source energy consumption (in MWh) and energy savings (in %) per category from scenario 1 to 9 

 Case building  

Energy consumption 

Scenario 1-9  

Energy consumption 

Energy Savings  

[Scenario 1-9] 

 Source energy, MWh Source energy, MWh MWh % 

Cooling 1.960,8 1.579,5 381,3 19,4% 

Interior Lighting 986,0 218,9 767,1 77,8% 

Interior Equipment 326,3 326,3 0,0 0,0% 

Fans 552,2 427,7 124,5 22,5% 

Pumps 3,3 2,5 0,8 23,7% 

Heating 431,4 278,4 153,0 35,5% 

DHW 169,7 169,7 0,0 0,0% 

Total 4.429,5 3.002,9 1426,6 32,2% 

3. Performance Analysis of the solar cooling system 

In this section, the energy performance of a concentrating solar thermal system for covering part of the cooling 

loads of the aforementioned hospital building is described. The energy performance assessment is elaborated in 

Greenius - The Green Energy System Analysis Tool, developed by German Aerospace Center DLR - Institute of 

Solar Research, Solar High Temperature Technologies. Meteorological data for Kefalonia, Greece in the form of 

typical meteorological year record (TMY) are extracted from Meteonorm and inserted into the Greenius tool, as it 
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can be seen in Fig. 10. The cooling loads of the hospital, as presented in the previous section “case building energy 

consumption”, are inserted into the Greenius tool. 

 

Fig. 10: Input data for the project site; cooling load and meteorological data 

The solar thermal system is comprised of concentrating parabolic collectors, thermal chiller, hot water storage tank 

and the auxiliary hydraulic equipment. The technical characteristics of the selected solar collectors are seen in Fig. 

11. The solar collectors’ field consists of 3 rows with 15 solar collectors each, resulting in 594m2 total collectors’ 

area (Fig. 12). The selected fluid in the field is Dowtherm A and the temperature exiting the field depends on the 

chiller operational temperature and it is set at 180oC. Thermal storage of 2.000kWh is also foreseen, that results in 

3 hours of full load storage, on an average summer day. The selected thermal chiller is double effect, utilizes 

absorption technology and the cooling capacity is 583kW. Detailed technical characteristics of the chiller are shown 

in Fig. 13.      

 

Fig. 11: Input data for the solar collectors  
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Fig. 12: Input parameters for the solar collectors’ field 
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Fig. 13: Input data for the absorption chiller 

Following the data input of all operational parameters regarding the site, the building load and the cooling system, 

the simulation procedure follows. The results of the simulation for each month are shown in Table 4. The annual 

sum of the Direct Normal Irradiation onto the collectors’ area is 1.133MWh. Taking into consideration the thermal 

and optical losses, the thermal energy produced by the collectors is 334MWh, whereas that of the solar field is 

272MWh. The double effect solar thermal chiller produces 240MWh of cooling energy and an amount of 172MWh 

of thermal energy is stored. The annual average solar fraction of this solar thermal system is 39%, which means 

that the designed solar cooling system can provide the 39% of the cooling load of the building. The average annual 

field efficiency is 19% and the average annual collectors’ efficiency is 26%. 

Tab. 4: Simulation results in tabular form 

 DNI DNc Hdn Tamb Qload Qcool Qfield Qcol QStorage 

Solar 

Cooling 

Fraction 

 W/m² W/m² MWh °C MWh MWh MWh MWh MWh % 

Average    18      39% 

Sum 1.908.109 1.695.066 1.133  526 240 272 334 172  

January 105 68 46 11 0 0 2 6 3  

February 125 91 50 11 0 0 3 7 4  

March 177 154 78 13 0 0 14 19 22  

April 254 239 109 16 0 0 29 35 46  

May 290 283 128 20 59 10 39 46 42 0.17 

June 311 305 133 24 117 66 45 51 5 0.56 

July 353 345 156 27 141 84 55 61 4 0.60 

August 328 313 145 27 146 71 45 52 1 0.49 

September 237 212 101 23 63 10 24 30 20 0.16 

October 179 142 79 20 0 0 11 17 18  

November 137 92 59 16 0 0 3 7 4  

December 111 69 49 13 0 0 1 5 2  

 

Graph 14 shows the annual distribution of the building’s cooling load (red line) in comparison to the Direct Normal 

Irradiation on the collectors’ area. This graph visualizes the advantage of the solar cooling concept; that is the time 

coincidence of the cooling loads with the availability of solar irradiation. 
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Fig. 14: Direct Normal Irradiation on the collectors’ area (green line) and annual distribution of the hospital’s cooling load (red line), 

in MWh 

Fig. 15 shows the annual distribution of the cooling load (red line), in comparison to the cooling energy produced 

from the chiller (green line). The areas that occupy these two lines show that the selected capacity of the chiller 

and the parameters of the solar system are sufficient to cover approximately half of the cooling energy demands. 

Moreover, this graph illustrates the stored thermal energy happening during the spring and autumn periods, whereas 

in summer, the stored energy is minimized, due to its direct use in the thermal chiller. The blue line shows the heat 

produced by the solar field.    

 

Fig. 15: Annual distribution of the hospital’s cooling load (red line), cooling output from the chiller (green line), heating output from 

the solar collectors’ field and stored heat (yellow line), in MWh 

The economic evaluation of the system has been based on a previous work of the authors (Drosou et al, 2016) and 

the most important considerations are shown below. As such, Table 5 provides the initial, operation and 

maintenance costs of the solar cooling system. 
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Tab 5: Solar Cooling System Costs 

Initial Costs 

Component Price Unit 

Solar field 350 €/m2 

Chiller 200 €/kW 

Cooling tower, hydraulics, other components 135 €/kW 

Installation & Commissioning 15% of components cost 

Total system cost 463,686 € 

Total system specific cost 781 €/m2 

Annual Operation & Maintenance Costs 

Solar field 4 €/m2 

Chiller 2.8 €/MWh 

Cooling tower, hydraulics 0.2% of total system cost 

Total O&M cost  3,813 €/a 

Total O&M specific cost  6   €/m2a 

A preliminary economic analysis based on the aforementioned data shows that the total investment cost sums up 

to 463,686 €, thus, resulting in a specific cost of 781 € per m2 of net solar collector area. Assuming the current 

electricity price of large consumers at 0.14€/kWh and considering the total investment cost, the annual energy 

savings of this system are 9,567 €/a, the IRR is negative and the Levelised Cost of Energy is 0.2672. These figures 

are far from attractive and indicate that this investment could be acceptable under specific circumstances. For 

example, the use of incentives could make the system costs more appealing. Additionally, new tighter legislation 

towards net zero emissions that applies penalties for CO2 emitters could also fix the economics of this system.  

4. Discussion and Conclusion 

This work described the energy performance of a concentrating solar thermal system for covering part of the 

cooling load of a hospital building in Greece. Following a thorough analysis of the building’s cooling loads, these 

were estimated at approximately 525MWh/a. The solar system comprised of 594m2 concentrated parabolic 

collectors and a 2.000kWh thermal storage and 413kW double effect thermal absorption chiller. The energy 

performance assessment of the cooling system was elaborated in the Greenius tool and the results showed that the 

designed system provided 39% of the cooling loads of the building. The average annual field efficiency was 

calculated at 19% and the average annual collectors’ efficiency was 26%. The annual sum of the Direct Normal 

Irradiation onto the collectors’ area is 1.133MWh. Taking into consideration the thermal and optical losses, the 

thermal energy produced by the solar field is 272MWh. The double effect solar thermal chiller produces 240MWh 

of cooling energy and an amount of 172MWh of thermal energy is stored. The economic figures of the system, 

that is the Levelised Cost of Energy 0.2672 and the negative IRR imply that this system could be economically 

viable under specific circumstances.  
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In the direction of the future decarbonization of buildings, the use of RES heating and cooling systems is getting 

necessary. Peak space cooling needs also coincide with peak solar energy availability and solar thermal systems 

can contribute to space cooling and avoidance of interior overheating. The results of this analysis can be also useful 

for engineers and developers during the design and dimensioning process of solar concentrating thermal systems 

for heat production.  
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Abstract 

This paper presents main results of Concise Cycle Tests (CCTs) carried out on the HVAC system developed under 
the Hybrid-BioVGE H2020 project. This system is driven by renewable energy sources (i.e., solar energy and 
biomass) and provides for space heating and cooling for small-scale residential and commercial buildings. The 
most innovative element of the HVAC system is a thermally-activated variable geometry elector (VGE) chiller, 
which provides for the building cooling load. Seasonal performance of the Hybrid-BioVGE system were assessed 
experimentally for both heating and cooling operating mode, according to the Whole System Testing (WST) 
methodology implemented by Institute SPF. Some components of the system were physically installed in the test 
bench, while other elements were simulated in TRNSYS and their performance was emulated and given to the 
test rig actuators according to the Hardware-in-the-Loop approach. Results point out that a significant part of the 
system energy demand can be satisfied by solar energy during the heating season: solar fraction is higher than 
83% and, consequently, only 17% of the space heating energy need is provided by the back-up biomass boiler. 
On the contrary, the system energy performance for cooling operating mode is much lower than expected from 
numerical simulations. No sufficient cooling energy is supplied to the building due to the lack of cooling power 
from the VGE. Test results point out that a different control function to manage VGE operation must be defined 
necessarily. 

Keywords: Whole system testing, Hardware-in-the-Loop, Variable-geometry ejector, Concise cycle test 

 

1. Introduction 

Nowadays, building sector is responsible for a large share of energy consumptions and greenhouse gas emissions, 
up to 40% worldwide (Alazazmeh and Asif, 2021). Furthermore, according to Braulio-Gonzalo et al. (2021), about 
26% of final energy consumption in the European Union is associated to the use of energy in residential buildings 
(e.g., for space heating and cooling, domestic hot water production and appliances). Moreover, it is well known 
how the overall thermal energy demand of buildings depends on several drivers, such as climate, user behavior, 
envelope thermal properties and the availability of HVAC technologies. It is evident that, due to climate change, 
energy consumptions linked to space cooling are expected to grow significantly in the next future (Mutschler et 
al., 2021). In fact, a warmer climate results in a considerable increase of cooling energy demand in regions 
characterized by mild ambient temperatures during the hot season, thus resulting in a growing share of population 
installing an air conditioning device. 

Currently, cooling energy need is mainly met by electric-driven vapor-compression units. Consequently, the 
forecasted growth of cooling demand will strongly impact power systems, for example affecting the electricity 
peak demand, especially during the hot season, and increasing the electricity off-take from the grid. Nowadays, 
decarbonization of energy systems is still ongoing and, for this reason, carbon emission factor for electricity from 
the distribution network maintains a high value (Ramsebner et al., 2021), since the highest share of electric energy 
is produced by fossil fuels in large and decentralized power plants. 
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In this alarming framework, to limit the environmental impact and mitigate the climate change, a wider diffusion 
of sustainable HVAC systems, combined with on-site renewable energy systems, must be achieved in new and 
existing buildings. As pointed out by the open literature, solar-driven ejector cooling has high emission saving 
potential for space cooling applications. In fact, it is a simple, low-cost technology and an intrinsic correlation 
between solar irradiation and cooling demand can be found in common applications (Allouche et al., 2017).  

Nevertheless, ejector-based cooling systems are typically characterized by low energy efficiency: the ejector 
Coefficient of Performance (COP) is lower than 0.3 in stationary operating mode and, furthermore, its 
performance is strongly influenced by current operating conditions (i.e., generator, condenser and evaporator 
temperature) and the adopted working fluid (Braimakis, 2021). Moreover, the best ejector energy performance 
can be achieved only for a narrow range of operating conditions. In fact, traditional fixed-geometry ejectors are 
sized for design working conditions and, under floating operating mode, the ejector fluid dynamics is strongly 
penalized, resulting in a significant reduction of COP (Varga et al., 2017). For above-mentioned reasons, the 
adoption of variable-geometry ejectors can improve sharply both the flexibility and the seasonal energy 
performance of this kind of systems (Van Nguyen et al., 2020).  

Within this framework, the H2020 Hybrid–BioVGE project (Hybrid-BioVGE project, 2019) aims to design and 
demonstrate the energy saving potential of an innovative hybrid HVAC system, by means of which the energy 
needs for both space heating and cooling of residential and small-scale commercial buildings can be satisfied. The 
system developed along the project is driven by heat during the whole year, exploiting two renewable energy 
sources: solar energy and biomass. Its major components are solar thermal collectors, a biomass boiler, used as 
auxiliary heating device, two thermal energy storages and a thermally-driven variable geometry ejector (VGE) 
chiller, the most innovative element of the system.  

Previous numerical works have pointed out the clear potential of the proposed VGE-based HVAC system in the 
current energy transition towards renewables. Dongellini et al. (2021) demonstrated that during the cooling season, 
almost 75% of the ejector’s generator heat demand can be provided by solar energy, while about 90% of the 
system energy input is covered by renewable energy. Nonetheless, experimental tests are fundamental to assess 
the effective performance of Hybrid-BioVGE system and confirm its strong energy saving potential. 

In this context, a reliable experimental evaluation of the Hybrid-BioVGE system performance is a difficult task, 
due to complexity of the system, dynamic operating conditions, interaction between components and master 
control logic. For this reason, Whole System Test (WST) approach is the only reliable test procedure to evaluate 
the effective performance of this system (Haller et al., 2013). In fact, when a complex HVAC system is used in a 
real building, transient phenomena which cannot be easily quantified by single component tests may arise, such 
as on-off cycling and stand-by losses. WST methods are based on the “Hardware-in-the-Loop” (HiL) concept and 
allow to test complete systems with realistic boundary conditions and for almost main operating modes, supporting 
the extrapolation of annual performance data of the tested system (Papillon et al., 2011). In recent years, dynamic 
WST methods have been developed and implemented in several European institutes to perform reliable tests on 
complex HVAC systems (Menegon et al., 2020). 

In this context, the aim of the present paper is to evaluate the effective energy performance of the Hybrid-BioVGE 
system according to the WST methodology. Main components of the developed system are installed in an indoor 
test rig located at the institute OST-SPF, in Switzerland. The test rig is composed by four hydronic loops, by 
means of which heating and cooling loads of a building, as well as solar collector field or boiler outputs can be 
emulated in real time and given as boundary conditions to tested components. Simulation models of emulated 
subsystems are implemented within the dynamic software TRNSYS 18. 

In order to extrapolate directly the seasonal performance of the Hybrid-BioVGE system from WST results, two 
Concise Cycle Tests (CCTs) have been defined, one for the heating operating mode and one for the cooling 
operating mode. Each CCT involves a series of days, representative of the whole season. In detail, seven and six 
typical days have been selected from the Meteonorm (Meteonorm, 2022) weather database with 1 hour time 
resolution to define test sequences for heating and cooling seasons, respectively. Weather data from both test 
sequences are emulated in the test rig as well. 

In this work, the results of CCTs carried out on the Hybrid-BioVGE system for both heating and cooling operating 
mode are reported. The energy performance of the system has been assessed experimentally, obtaining the 
seasonal solar fraction (i.e., the share of building energy demand covered by solar energy), the seasonal coefficient 
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of performance of the VGE and the overall primary energy consumption of the system. 

2. Methodology 

CCTs performed at the institute OST-SPF aimed to evaluate the energy performance of the Hybrid-BioVGE 
system installed in one of the demonstrator of the project, located in Porto (Portugal).  

2.1. Description of the Hybrid-BioVGE system 

The HVAC system proposed by Hybrid-BioVGE consortium and studied in this work is coupled to a single-family 
detached home built during 2020 in Porto. The building presents an unheated basement, where the HVAC system 
technical room is present, and three heated floors (i.e. ground, first and second floor). The total net floor area of 
conditioned zones is equal to 186.3 m2, while the heated volume of the building is 426.6 m3. The building is 
characterized by a highly-performant envelope. For sake of brevity, thermal properties of envelope components 
can be found in Moser and Schranzhofer (2020). 

 

Fig. 1: Layout of the Hybrid-BioVGE HVAC system installed in the demonstrator in Porto 

As pointed out in the previous section, the HVAC system developed by Hybrid-BioVGE consortium is composed 
by several components. In Figure 1, the simplified layout of the system is represented. Additional details on the 
complete design of the whole system are reported in Kalkgruber (2021). 

Heat is mainly provided during both the seasons by nine flat plate collectors, installed on the building roof. Solar 
thermal collectors have a surface tilt () equal to 35°, while the azimuth () is equal to 0° (i.e., collectors facing 
South). Optical efficiency η0, 1st and 2nd order heat loss coefficients are equal to 0.706, 3.503 W/m2K and 0.011 
W/m2K2, respectively. These data, provided by the manufacturer, are related to the gross area of each collector, 
equal to 2.78 m2. As pointed out in Figure 1, a plate heat exchanger decouples the solar collector field from the 
remaining part of the system. 

During the heating season, solar collectors charge a 1000 liters hot water Thermal Energy Storage (TES). Heat is 
stored in the hot TES and then is provided to the building by means of radiant floor surfaces. A biomass boiler, 
fueled by pellet chips and characterized by a nominal heating capacity of 12 kW, is used as back-up heat generator 
during cloudy days with low values of solar irradiation. 

The VGE chiller is most innovative element of the Hybrid-BioVGE project and is connected to several 
components of the HVAC system. The cooling device operates with R152a as refrigerant fluid and has been 
designed for a nominal cooling capacity of about 5 kW. As pointed out before, the ejector has the capability to 
adjust its geometry to maximize both the secondary mass flow rate (i.e., to obtain the highest cooling power) and 
the COP, depending on current operating conditions. In particular, the device has two degrees of freedom: i. the 
nozzle throat area can be varied by means of a movable spindle; ii. the relative position of the primary nozzle exit 
section with respect to the entrance section of the ejector throat can be adjusted by changing the nozzle position. 
Two linear stepper motors are coupled to the ejector to vary its geometry. In Figure 2, a picture of the whole VGE 
cooling device is reported. 
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Fig. 2: Variable geometry ejector cooling system 

The VGE cooling system presents three plate heat exchangers to exchange heat between refrigerant and water. 
The generator of the ejector-based unit is mainly driven by solar energy. As pointed out by the hydraulic scheme 
shown in Figure 1, the VGE chiller is directly fed by solar collectors when high levels of solar irradiation are 
present. On the contrary, generator receives heat from the hot TES during days characterized by low irradiation 
(e.g., cloudy or rainy days). In this way, thermal energy collected by the solar field in previous days with better 
climatic conditions can be exploited, increasing the overall solar fraction of the system. Finally, the biomass boiler 
is operated as back-up system when no solar irradiation is present and, simultaneously, the hot TES is discharged. 
VGE evaporator is coupled to the HVAC system distribution network by means of a 500 liters sensible-latent 
thermal storage, which stores refrigerated water and encapsulated PCM modules. About 30% of the cold TES 
volume is occupied by disk-shaped modules, filled with ATS15, a salt-hydrate PCM having a melting temperature 
of 15°C (Axiotherm, 2022). In this way, the storage capacity of the system can be improved at the same volume, 
allowing a better operation of the VGE, since the TES temperature remains higher after the phase change, during 
the charging process. Finally, heat from the condenser is rejected to the ambient air by means of two commercial 
dissipator units, connected in parallel and installed on the building roof, having a rated heating capacity of 25 kW. 

Control logic of the VGE and master control strategy of the whole system have been defined by the consortium. 
The complete description of control rules adopted for the Hybrid-BioVGE system supervision (i.e., list of 
variables, possible operating modes, setting of parameters) can be found in Morini et al. (2021). 

2.2. Description of the experimental test rig for Concise Cycle Tests 

 

Fig. 3: Simplified hydraulic scheme of the experimental test rig installed at OST-SPF, with emulated and real installed 
components of the Hybrid-BioVGE system 

The experimental test rig used to carry out CCTs on the Hybrid-BioVGE system is made of several components. 
Some of them are elements of the real HVAC system, others emulate pieces of equipment not installed within the 

 
M. Dongellini et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

531



 
test rig or the building thermal load. The overall layout of the experimental setup is reported in Figure 3. 

As pointed out by that figure, both the hot water TES and the cold latent-sensible TES are installed at OST-SPF 
institute. They are hydraulically connected to the VGE cooling systems with pipes. Other elements of the real 
HVAC system, such as the solar module and the 3-way mixing valve module, are connected to the experimental 
test rig. In Figure 4, pictures of the main elements of the Hybrid.BioVGE system installed in the laboratory are 
reported. 

On the other hand, the performance of solar collectors, biomass boiler and heat dissipator units is reproduced by 
emulators B, C and D, respectively, since these elements are not physically installed within the test rig. The 
building thermal load for space heating/cooling, evaluated by dynamic simulations, is emulated as well by means 
of emulator A. Additional data needed to run a CCT, such as weather data (i.e., ambient temperature, solar 
irradiation incident on solar collectors) and room temperatures, are reproduced by electronic devices and given to 
emulators and installed devices as inputs. 

 (a)  (b)  (c) 

Fig. 4: Components of the Hybrid-BioVGE system installed in the test rig: cold sensible-latent TES (a), hot TES (b) and VGE 
chiller (c) 

Simulation models of emulated components are implemented in the dynamic software TRNSYS 18 (Klein et al., 
2017). Building heating and cooling loads are evaluated by means of Type 56 (Multi-zone building model). Solar 
collector model is “Flat plate collector with capacitance – Type 539”. Biomass boiler model is “Simple boiler 
with efficiency from data file – Type 751”, coupled to a series of equations needed to model the boiler control 
strategy (e.g., deashing procedure, hot and cold start-up). Both Type 539 and Type 751 can be found within TESS 
libraries. Heat dissipator units coupled to the VGE are modelled through the “Multi-dimensional data interpolation 
– Type 751” model, by means of which performance data of dissipators (i.e., thermal power and fan power input), 
given by the manufacturer, are interpolated as functions of fan speed, ambient air temperature and inlet water 
temperature. 

2.3. Selection of heating and cooling test sequences 

The heating and cooling demand of the building, as well as the yield of solar collector field, is of course dependent 
on the selected weather data. Therefore, two different test cycles were extracted from the annual weather data set 
for the Porto site, which was used for previous simulations. The first test sequence has been defined for the heating 
operating mode and the second test cycle has been designed for the cooling period. The reason for splitting into 
two sequences is the large inertia of the thermal masses involved in the system (i.e., building, hot and cold TES). 

The test sequence from the heating period is composed by 7 days and consists of the week ranging from January 
22nd to January 28th. On the other hand, the sequence from the cooling period consists of six selected days between 
May 28th and September 2nd. The selected days during the year can be seen in Figure 5, while the 7-day heating 
cycle and the 6-day cooling cycle are reported in Figure 6 and Figure 7, respectively. It is evident from these 
figures that selected sequences represents different climatic conditions occurring in Porto during the whole season. 
For example, the 6-day cooling cycle includes days with high values of both ambient temperature and solar 
irradiation (e.g., Day 1 and 3), as well as periods characterized by low solar irradiation and low or high ambient 
temperatures (e.g., Day 2 and Day 5, respectively). 
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Fig. 5: Annual weather data with markings of the days selected for heating and cooling test cycles (Tamb,avg = daily average ambient 
temperature, IT_H = daily global horizontal irradiation) 

 

Fig. 6: Weather data of the 7-day heating cycle 

 

Fig. 7: Weather data of the 6-day cooling cycle 

3. Results and discussion 

3.1. Heating operation 

Results of CCT carried out for heating operating mode are reported in Figure 8 and Table 1. As pointed out by 
outcomes of experimental tests, the Hybrid-BioVGE system is characterized by excellent energy performance. 
Globally, a total of 189.4 kWh of heat was supplied to the building for space heating. Solar collectors provided 
about 224.1 kWh, while the biomass boiler energy output was equal to 31.9 kWh. Consequently, the system solar 
fraction for heating mode (SFh), defined as the share of building’s thermal energy demand for heating provided 
by solar energy, is very high and equal to 1 for 6 days of the sequence (i.e., space heating energy need totally 
satisfied by solar collectors’ yield and no energy supplied by the biomass boiler). The back-up boiler delivers heat 
to the hot TES and, consequently, provides for the space heating, only during the third day of the sequence, 
characterized by very low values of ambient temperature during the night (see Figure 6 and Table 1 for reference). 
The overall solar fraction of the Hybrid-BioVGE system throughout the heating cycle is 0.83. Therefore, test 
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results perfectly agree with previous numerical simulations. Moreover, the electric energy demand of controllers 
and pumps was limited to 6.7 kWh, corresponding to about 3.5% of the building energy demand. 

 

Fig. 8: Results of the 7-day heating cycle with inputs/outputs on a daily basis 

Tab. 1: Results of the 7-day heating cycle  

Day Tamb,avg 
(°C) 

Itot,hor 
(kWh/m2) 

Qsh (kWh) Qcol 
(kWh) 

Qbmb 
(kWh) 

QhTES 
(kWh) 

SFh 

1 12.5 0.574 -0.2 0.6 0.0 6.1 1.00 

2 10.6 1.662 -30.5 25.8 0.0 12.8 1.00 

3 7.2 2.950 -45.7 41.9 31.9 -19.5 0.30 

4 7.7 2.699 -44.0 58.2 0.0 -2.8 1.00 

5 12.1 2.945 -32.2 41.8 0.0 0.5 1.00 

6 11.9 1.120 -6.7 10.3 0.0 6.7 1.00 

7 9.6 2.979 -30.1 45.5 0.0 -8.4 1.00 

Total 10.2 14.929 -189.4 224.1 31.9 -4.6 0.83 

Itot,hor = total solar irradiation on horizontal; Qsh = space heating energy; Qcol = collector field energy input; Qbmb 
= energy supplied by biomass boiler; QhTES = change of hot TES stored energy (positive values: discharge of TES, 
negative values: charge of TES) 

From the results it can be seen that a significant amount of heat is collected by the solar field during the heating 
cycle and, consequently, during the whole heating season. It is evident how the largest quantity of solar energy is 
collected during days 3, 4, 5 and 7, having high values of solar irradiation and a significant thermal load from the 
building. In these days, in fact, the energy demand for space heating is significant during night and early morning 
hours and, for this reason, the hot TES is discharged before daytime. Consequently, water temperature within the 
storage decreases and a huge amount of heat can be potentially collected by the solar field, charging the hot tank 
and avoiding stagnation phenomenon. In this way, thermal energy stored in the hot TES can be exploited during 
the following days, if needed. Results confirm that, typically, the energy content of the storage is sufficient until 
the time when solar energy is available. As an example, during the second day of the heating cycle, space heating 
energy is higher than solar energy collected by the solar field and hot TES is partially discharged to provide for 
building’s thermal energy demand. On the contrary, a low amount of solar energy is collected during days 
characterized by higher values of ambient temperature and, consequently, lower heating load from the building. 
In this case, which is very frequent in locations as Porto characterized by a mild winter, the hot thermal storage is 
charged rapidly during the morning and stagnation of solar collectors cannot be prevented. 

One of the most significant findings of CCT performed for heating operating mode of the Hybrid-BioVGE system 
is the significant influence of thermal losses on the system energy performance. As pointed out by Figure 8, daily 
average thermal losses are equal to 8.8 kWh, with a maximum value of 11.3 kWh obtained on the sixth day of the 
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sequence. Along the overall heating cycle, almost 28% of heat collected by the solar field is dissipated from the 
hydraulic circuit. Since thermal losses from emulators and piping can be neglected, heat is mainly dissipated from 
the hot TES. In fact, experimental data point out that the temperature of water stored within this tank is very high. 
The average hot TES temperature throughout the heating cycle is equal to 70°C and rises to 74.8°C and 74.3°C 
during day 5 and day 6, respectively. It is worth to mention that for the sixth day of the sequence, thermal losses 
are almost equal to collector field energy input. This outcome is a strong indication that particular effort has to be 
paid to the minimization of heat losses from the storage system. For example, the hot TES should be located in 
environments having a warm temperature throughout the heating season, such as the building basement, and 
additional layers of thermal insulation should be included in the blanket. 

(a) 

(b) 

Fig. 9: Excerpt from the heating cycle CCT, showing the effective behavior of the system: day 3 (most severe day) (a) and day 7 
(typical winter day with high solar irradiation and low ambient temperature) (b) 

In order to highlight the potential of this kind of test, in Figure 9 an excerpt from heating cycle test data is shown. 
More in detail, test results from day 3 and day 7 of the heating cycle are reported in Figure 9a and 9b, respectively. 

As pointed out by Figure 6, day 3 is the most severe day of the selected heating test sequence. Minimum and 
average ambient temperature are equal to 2°C and 7.2°C, respectively. During the night, the energy content of the 
hot TES is not particularly high, due to the low solar irradiation of the previous day, but the storage is able to 
provide for the building thermal load. Since the building space heating is linked to a time program, every morning 
at 6:00 rooms’ internal set-point increases and required thermal power sharply rises to 10 kW. The thermal storage 
is discharged very fast and the biomass boiler is activated before solar energy is available. Then, as soon as solar 
irradiation increases and rooms are heated up, the boiler is switched off and solar collectors charge the storage 
until the maximum allowed temperature (85°C) is reached. 

On the other hand, day 7 of the heating cycle represents a typical winter day for the Porto site. It is characterized 
by high solar irradiation and low ambient temperature (Itot,hor and Tamb,avg equal to 2.979 kWh/m2 and 9.6°C, 
respectively). Graph reported in Figure 9b shows that the storage tank has stored a significant amount of energy 
throughout the previous day, with a temperature in the upper part of the hot TES close to 80°C. Thereby, the 
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building space heating energy is supplied with no activation of the biomass boiler and the tank is discharged. 
Then, solar collectors charge the thermal storage in about 3-4 hours and sufficient heat is stored for the next day. 

In conclusion, measurements show that, in case of the heating season, the capacity of the hot TES is sufficiently 
large to store energy throughout the day and provide for the space heating demand when it is needed in the next 
morning. In combination with the time program of the building emission sub-system, a very high solar fraction 
can be achieved. Nevertheless, the storage tank is charged to its maximum energy content on a significant part of 
the heating cycle (i.e., four out of seven days). Consequently, the solar field is in stagnation while the supply of 
energy to the building is inactive. To further decrease the biomass consumption, the building could be heated to 
higher temperatures and store thermal energy in the envelope. 

3.2. Cooling operation 

  

(a)                                                                                    (b) 

Fig. 10: Results of the 6-day cooling cycle with inputs/outputs on a daily basis for Hybrid-BioVGE system (a) and VGE chiller (b) 

Tab. 2: Results of the 6-day cooling cycle  

Day 1 2 3 4 5 6 Total 

Tamb,avg (°C) 23.1 18.5 18.2 20.4 23.3 22.0 20.9 

Itot,hor (kWh/m2) 4.311 8.204 8.559 8.675 6.420 5.904 42.072 

Qsc (kWh) 1.2 4.4 5.8 13.0 6.8 7.7 38.9 

Qcol (kWh) 13.8 99.8 79.3 86.7 44.1 84.1 407.8 

Qbmb (kWh) 32.8 79.8 160.4 125.0 194.1 34.9 627.0 

QhTES (kWh) 0.5 -1.7 0.0 0.4 -0.6 -4.1 -5.5 

QcTES (kWh) 0.5 0.2 0.3 -0.7 0.5 -1.9 -1.1 

Qgen (kWh) 34.9 152.1 227.6 199.1 228.5 107.5 949.7 

Qcond (kWh) -28.7 -147.3 -209.8 -215.2 -214.3 -110.7 -926 

Qeva (kWh) 0.0 4.5 4.4 15.0 6.1 5.1 35.1 

Qdis (kWh) -31.5 -153.6 -209.4 -196.2 -211.3 -93.7 -895.7 

SFc 0.06 0.48 0.30 0.37 0.15 0.68 0.34 

Qsc = space cooling energy; QcTES = change of cold TES stored energy (positive values: discharge of TES, negative 
values: charge of TES); Qgen = energy provided to VGE generator; Qcond = energy rejected by VGE generator; Qeva 
= energy absorbed by VGE evaporator; Qdis = energy rejected by heat dissipators 

Results from the cooling cycle CCT are reported in Figure 10, Figure 11 and Table 2. Along the cooling cycle, a 
total of 38.9 kWh of cooling energy is supplied to the building. Solar collectors’ yield and biomass boiler energy 
output are equal to 407.8 kWh and 627 kWh, respectively. The room temperatures obtained from the virtual 
building highlight that there is no sufficient cooling energy supplied to the building thermal zones. In particular, 
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rooms at the first floor reach a maximum temperature of 28.5°C, significantly far from the desired value (25°C). 
The main KPI of the system is the solar fraction for cooling mode (SFc), defined as the share of thermal energy 
demand of the VGE generator provided by solar energy. SFc ranges from 0.06 to 0.68 on a daily basis and its 
average value throughout the cooling cycle is equal to 0.34, almost the half of the expected value. 

As will be pointed out later, the cooling system operates permanently and, for this reason, the electric energy 
demand for auxiliaries (e.g., controllers, pumps, actuators) is very high. The total electric energy consumption is 
68.9 kWh, almost the double of supplied cooling energy, a significant part of which (33.7 kWh) is needed for the 
VGE chiller only. It is evident that the Hybrid-BioVGE system expected performance is not achieved and a 
dramatic difference between test results and numerical simulations is obtained. 

Experimental results point out that during the first day of the cooling cycle, characterized by: low solar irradiation 
and very high ambient temperature, the VGE cannot operate due to excessively high condensing temperature. For 
this reason, the VGE operation should be shifted to periods with lower ambient temperatures to store cooling 
energy in the cold PCM thermal storage.  

Furthermore, a critical behavior of the Hybrid-BioVGE system can be observed also for other days of the cycle. 
Due to safety limits, the hot TES can be heated up to 85°C by solar collectors and the biomass boiler (for scarce 
availability of solar energy) and the capability to store heat from the solar field is limited. Moreover, as soon as 
the VGE is activated and thermal power is required to drive the ejector, the water temperature within the tank 
drops fast to 75-80°C . Consequently, the temperature available for the generator is too low and no cooling power 
can be obtained, even for low condensing temperatures. In addition, test results reveal that even with an inlet 
temperature to the generator higher than 100°C, in correspondence of high solar irradiation and direct feeding of 
the VGE through solar collectors, only a small cooling effect can be realized at the evaporator. Therefore, the 
maximum cooling power achieved by the VGE is equal to 1 kW, which is not sufficient to charge completely the 
cold TES. In fact, the lowest tank temperature obtained during the cooling cycle is 13°C, above the supercooling 
temperature of PCM modules. Thus, the room temperature cannot be maintained within the desired range. 

Moreover, it is important to highlight how the relevance of thermal losses strongly increases for cooling operating 
mode. Test results point out that heat losses from hot TES and piping range between 17.3 kWh and 36.4 kWh per 
day, having an average value along the cooling cycle of 28.6 kWh/day. Thereby, a significant share of the system 
thermal energy input (i.e., solar field yield and biomass boiler output) is dissipated with no useful effect. 

In Figure 11 an excerpt from cooling cycle test data is shown. In this figure, measurements for Hybrid-BioVGE 
system and VGE chiller from day 4 of the cooling cycle are reported. (Figure 11a and Figure 11b, respectively). 

As mentioned before, an extremely high deviation between test results and numerical simulations of the VGE 
performance is achieved. A series of findings from experimental tests will be implemented in the next prototype, 
which will be installed in two demonstrators (the residential building in Porto and a small office building in 
Austria). For example, measurements not reported in this paper for sake of brevity point out that very large 
pressure drops, up to 6 bar, occur between internal pump outlet and generator inlet on the refrigerant side of the 
VGE. The cause of such dramatic pressure loss is a valve, installed between above-mentioned components, which 
will be eliminated in the next release of the VGE chiller since its presence is redundant. 

As pointed out before, the building room temperature cannot be lowered due to the lack of significant cooling 
output of the VGE. Thereby, a permanent cooling demand on the system is present and the operating time of the 
VGE is correspondingly high, up to 24 hours per day. In order to prevent a not efficient operation of the VGE, an 
additional setting has been implemented in the system controller. The ejector-based chiller can be activated only 
when the difference between the temperature available to drive the generator and the ambient temperature is higher 
than 60°C. 

Moreover, measurements in the cooling operating mode shows that the hot TES is discharged in less than 2 hours 
by the operation of the VGE chiller. It is evident from Figure 11 that when the VGE is operated, water temperature 
within the storage tank drops sharply and  this leads to the activation of the biomass boiler to provide heat. 
Therefore, the capacity of the hot TES is not sufficient to extent the VGE operation with solar energy during 
periods characterized by colder climatic conditions and, consequently, better coefficient of performance.  
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(a) 

(b) 

Fig. 11: Excerpt from day 4 of the cooling cycle: effective behavior of the Hybrid-BioVGE system (a) and VGE chiller (b) 

To conclude, test results point out that a strong improvement concerning both the piping and control strategy of 
the VGE has to be performed in the development of the next chiller prototype. In particular, measurements show 
that a different function, based on the actual generated cooling power is necessary to control the VGE operation. 

4. Conclusions 

In this paper, findings of experimental tests carried out on the HVAC system proposed by the Hybrid-BioVGE 
project, according to the Whole System Testing methodology, are reported. Some components of the system, such 
as variable-geometry ejector (VGE) chiller, hot and cold thermal storages, were physically installed in the test 
bench, while other elements, such as solar collectors, biomass boiler, heat dissipators, building load and climatic 
data are emulated. A seven-day and a six-day test sequence were defined to assess the effective performance of 
the system for heating and cooling operating mode, respectively. 

Results point out that the Hybrid-BioVGE system has an excellent potential during the heating season. A very 
high share of the building space energy demand, up to 83%, can be provided by solar collectors and the biomass 
boiler consumption is limited. Moreover, arrangement and capacity of the hot thermal storage is coherent and the 
daily demand of heat can be satisfied even for severe climatic conditions by thermal energy stored from the 
previous day. 

On the contrary, measurements show that the tested prototype of VGE cooling system cannot deliver the planned 
cooling capacity. Main reasons for this unexpected behavior are the presence of very high pressure drops on the 
refrigerant side of the VGE, caused by a valve placed among the internal pump and the generator, and a not 
optimal control strategy. Adjustments on the dimensioning of VGE piping and heat exchangers are necessarily 
for the development of further prototypes, as well as the implementation of a different control function, which has 
to include the actual generated cooling power in its algorithm. 
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Abstract 

This paper presents an investigation of a solar collector/regenerator (C/R) that is designed as a direct solar 
thermally-driven liquid desiccant system, in which the diluted desiccant solution is regenerated by simultaneously 
exposing it to solar radiation and air streaming along the liquid surface. Numerical finite element models of the 
device are developed to improve the heat and mass transfer processes within the collector/regenerator. 
Constructive modifications of the analysed design are based on adding an upper air-preheating channel, an 
artificially roughened absorber plate and a flat bottom reflector. The results demonstrate that the air-preheating 
channel has a moderate impact on the regeneration efficiency, whereas the turbulators and the solar concentrator 
exhibit high potential to boost the performance of the collector/regenerator. 

Keywords: Thermally-driven liquid sorption system, collector/regenerator, numerical finite element models, 
upper air-preheating channel, turbulators, flat bottom reflector 

1. Introduction 
Solar-driven liquid desiccant systems are regarded as a sustainable and environmentally friendly technology to 
provide suitable thermal comfort conditions in buildings and to sanitise indoor air. The systems rely on the 
capacity of hygroscopic solutions to directly remove the moisture from the air by the absorption process and on 
the solar heat to regenerate the liquid sorbent within a temperature range of 40 to 80 °C (Katejanekarn and Kumar, 
2008). 

In a collector/regenerator (C/R), the heat collecting fluid is a hygroscopic liquid film flowing down the absorber 
plate. The liquid desiccant is reconcentrated by exposing it to air circulating in the regenerating channel. However, 
this device is not yet commercially available due to its large dimensions to satisfy the regeneration requirements 
of liquid desiccants. Large dimensions limit not only the wettability of the absorber plate but also its modularity 
and scalability, thus making it quite difficult to install it on the building envelope. 

Some performance enhancement methods such as the double-glazed arrangement have been analysed in the 
literature for shortening the solar C/R length without damaging its operation. By using the counter-flow pattern 
between the liquid and gas phases, a performance improvement of about 3% was obtained for the device with 
upper air-preheating channel (Yang and Wang, 1998) under the hot and humid climatic conditions of Kaohsiung, 
Taiwan. 

Zheng and Worek (1996) experimentally investigated a mechanical method for enhancing the heat and mass 
transfer during the evaporation of water from a liquid film in a channel consisting of adding cylindrical rods to a 
plate transversely to the direction of fluid motion. The average Nusselt and Sherwood numbers first increased to 
peak values at an optimal spacing of the rods and then decreased with further augmentation in rod pitch since the 
eventual diminution in surface roughness reduced both the flow separation/reattachment processes in the gas-
phase and the mixing in the liquid-phase. 

Flat reflectors are a well-established, cost-effective way to boost the operation of solar devices. Chen and Kao 
(1990) experimentally compared the performances of a closed C/R, a natural-flow C/R and a natural-flow C/R 
augmented with an external flat reflector using LiCl solution with mass fractions between 30% and 35%. The 
results demonstrated that adding a reflective mirror enhanced the evaporation rate by 20%. 
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This paper presents a numerical investigation of constructive modifications for promoting the heat and mass 
transfer phenomena in the regenerating panel. The modifications include the attachment of an upper air-preheating 
channel. In a second step, an artificially roughened absorber plate is used. Furthermore, a ray tracing algorithm is 
developed in Mathematica to evaluate the contribution of a flat bottom mirror to the optical performance of a 
south-facing C/R under the typical meteorological conditions of Stuttgart, Germany. 

2. Heat and mass transfer in solar collector/regenerators 
Fig. 1 shows the investigated C/R constructions. The upper air-heating channel shown in Fig. 1(a) is constructed 
with an additional glass cover on top of the existing one with a change in flow direction of the air at the end of 
the device. The roughened absorber plate shown in Fig. 1(b) is modelled as multiple V dimpled patterns from 
computational models implemented in Wolfram Mathematica. To evaluate the impact shading between the C/R 
and the flat bottom mirror a construction as shown in Fig. 1(c) is considered. 

   
(a) Upper air-preheating channel (double-pass 

double-glazed C/R) 
(b) Artificially roughened absorber 

plate (dimples) (c) Flat bottom reflector 

Fig. 1: Analysed constructive modifications of the solar collector/regenerator. 

2.1. Single-pass single-glazed collector/regenerator 
Six nodes normal to the flow directions of the fluids are used to analyse the coupled heat and mass fluxes in the 
finite element of the single-pass single-glazed C/R (SG-C/R) as shown in Fig. 2. These are: (I) the glass cover, 
(II) regenerating air, (III) desiccant solution, (IV) porous fabric, (V) absorber plate and (VI) collector housing. 

To model the heat and mass transfer, a basic set of equations was developed based on the mass and energy balances 
for each node. 

 
Fig. 2: Finite element of the single-pass single-glazed C/R in counter-flow. 

2.2. Double-pass double-glazed collector/regenerator 
The finite element of the double-pass double-glazed C/R (DG-C/R) illustrated in Fig. 3 comprises eight nodes 
normal to the flow directions of the fluids. These are: (I) the outer glass cover, (II) regenerating air in upper 
channel, (III) inner glass cover, (IV) regenerating air in lower channel, (V) desiccant solution, (VI) porous fabric, 
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(VII) absorber plate and (VIII) collector housing. 

 
Fig. 3: Finite element of the double-pass double-glazed C/R in counter-flow. 

The DG-C/R model is an extension of the SG-C/R model with an additional upper channel with transparent walls 
for preheating the air stream prior to the solution regeneration process. Therefore, the set of governing equations 
from the SG-C/R is extended by three additional ones describing the energy balance of the outer glass cover, of 
the regenerating air in the upper channel, and the inner glass cover. 

The combined effects of the thermal and solutal buoyancy forces on the mixed convective heat and mass transfer 
during water evaporation from the liquid desiccant film in a smooth channel are considered by applying the law 
of cosines to the correlations proposed by Azevedo and Sparrow (1985) (natural convection) and by Gnielinski 
(2010) (forced convection) for laminar air flow and to those given by Fedorov and Viskanta (1997) (natural 
convection) and by Taler (2017) (forced convection) for turbulent air flow. In the case of an artificially roughened 
channel, the calculations for the forced flow are done based on the unified formulation developed by Brkic and 
Praks (2018), in which the correlations of Kumar et al. (2017) for multiple V-dimpled patterns are used in the 
fully developed rough turbulent regime. 

2.3. Solar concentration with a flat bottom reflector 
The optical path of a sunlight ray through the concentrating system can be fully described from the vector analysis 
based on transformation matrices among the coordinate systems of the horizontal (X, Y, Z), reflector (X’, Y’, Z’) 
and collector (X’’, Y’’, Z’’) planes. Fig. 4 shows the shading of the flat reflector by the collector, which can occur 
if the sun is situated behind the receiver. This situation leads not only to the self-shading of the collector but also 
to the total/partial obstruction of the sunlight falling on the opposite bottom mirror. 

 
Fig. 4: Intersection point (Ysh’, Xsh’) of a sunlight ray transmitted from the collector to the reflector. 

Fig. 5(a) shows the self-shading of the reflective surface, which simultaneously casts a total or partial shadow on 
the opposite collector. The optical path of the sunlight rays incident on and reflected by the flat booster mirror 
towards the collector plane is depicted in Fig. 5(b). Some of these rays are accepted on the receiver aperture area, 
while others are lost. 
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(a) (b) 

Fig. 5: Intersection points of a sunlight ray (a) transmitted from the reflector to the collector and (b) reflected from the reflector to 
the collector. 

Convex 2D polygons that describe the shading onto the collector and reflector planes as well as the sunlight 
concentrated by the mirror onto the collector plane are clipped in turn against each boundary of these surfaces 
according to the algorithm of Sutherland-Hodgman (1974) to estimate the available global irradiance on the tilted 
receiver from the method of Baccoli et al. (2018). 

3. Performance indicators 
In order to characterise the mass transfer mechanism of the studied devices, the regeneration efficiency (ηDes) is 
introduced as the ratio of the latent heat required by the desorption of the water from the diluted desiccant solution 
trickling down the absorber plate (ΔHDes) to the global irradiance on the aperture area of the tilted collector (Qβc) 
(Peng and Zhang, 2015): 

ηDes= ΔHDes
Q̇βc

×100= ṁDes⋅�hfg+hDil�
Gβc⋅Ac

×100       (eq. 1) 

With ṁDes as the water desorption rate; hfg as the enthalpy of evaporation; hDil as the specific enthalpy of dilution; 
Gβc as the global solar irradiance collected on the tilted surface; Ac as the aperture area of the collector. 

For the purpose of considering the power required to blow air through an artificially roughened channel, the 
thermohydraulic performance factor (PFth,SGr) is assessed (Lewis, 1975): 

PFth,SGr= NuDh,SGr NuDh,SG⁄

�fd,SGr fd,SG⁄ �
1 3⁄          (eq. 2) 

Where NuDh,SGr and fd,SGr are the Nusselt number and Darcy friction factor for the structured duct, whereas NuDh,SG 
and fd,SG are the Nusselt number and Darcy friction factor for the smooth channel. 

Additionally, the optical performance factor (PFopt) denotes the potential benefit/drawback of coupling a flat 
bottom reflector to the collector/regenerator. It is defined as the ratio of the global tilted solar radiation harvested 
by the boosted regeneration unit (Iβrc) to the global tilted solar radiation collected by the conventional one without 
reflecting surface (Iβc) during a given time period (Rehman and Uzair, 2021): 

PFopt=
Iβrc
Iβc

= ∫Gβrc⋅dt
∫Gβc⋅dt          (eq. 3) 

With Gβrc and Gβc as the global solar irradiance on the tilted receiver with and without the booster mirror. 

4. Results and discussion 
4.1. Double-pass double-glazed collector/regenerator 

The single-pass single-glazed (SG-C/R) and double-pass double-glazed collector/regenerators (DG-C/R) with 
smooth absorber plates are compared for the same operating conditions with aqueous LiCl as desiccant solution. 
The parameters taken into account along with their values are listed in Tab 1. 
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Tab. 1: Ranges and reference values of the control parameters for SG- and DG-C/Rs. 

Type Variable Symbol Unit Range Reference value 

Meteorological 
parameters 

Global solar irradiance on 
the tilted surface Gβc W⁄m2 

400, 
700, 
1000 

700 

Barometric pressure pb Pa - 97657 
Wind speed Vw m⁄s - 2 

Parameters of the air 

Inlet temperature Ta,in °C - 30 
Inlet humidity ratio χa,in g ⁄kg - 12 

Volumetric flow rate per 
cross-sectional area V̇a m3 ⁄(m2⋅h) 

200-
3600 

- 

Parameters of the 
desiccant solution 

Inlet temperature Ts,in °C - 40 
Inlet mass fraction ξs,in % - 30 

Volumetric flow rate per 
cross-sectional area V̇s l⁄(m2⋅h) - 500 

Geometric parameters 
Width × length Wc × Lc m × m - 1 × 2 
Gap height(s) Hgi cm - 5 

Tilt angle βc ° - 35° 
 

The ratio of the regeneration efficiency of the double-pass double-glazed C/R to that of the single-pass single-
glazed one is plotted for Reynolds numbers of the air (with the channel hydraulic diameter Dh as characteristic 
length) of Rea,Dh ∈ [314, 6033] and a Reynolds number of the liquid desiccant of Res*=12.8, see Fig. 6(a). The 
three lines depict the efficiency ratios for an irradiance on the tilted collector surface of 400 W/m², 700 W/m² and 
1000 W/m². 

According to the left y-axis in Fig. 6(a), the efficiency ratio sharply decreases by increasing the air Reynolds 
number, which indicates that the second glass cover is only advantageous for low air Reynolds numbers. This 
happens since the temperature rise of the air passing the upper channel is also high for low air Reynolds numbers 
as shown in Fig. 6(b). The air-preheating is promoted at high irradiance levels, as the warmer liquid film transfers 
more heat to the inner glazing. 

For irradiance levels of 400 W/m² and 1000 W/m², the DG-C/R outperforms the SG-C/R (ηDes,DG⁄ηDes,SG>1) in the 
laminar air flow regime with air Reynolds numbers below about 2100 and 1400, respectively (see left y-axis in 
Fig. 6(a)). That means, the higher the solar irradiance, the lower the maximum air Reynolds number with a positive 
effect of the air-preheating upper channel. This occurs because the greater solar heating of the desiccant solution 
at high irradiance levels requires greater air-preheating to reduce the thermal dissipation from the liquid film, 
which in turn enhances the mass transfer driving potential at the liquid-air interface. 

From the right y-axis in Fig. 6(a), an upward trend in the regeneration efficiency is observed with augmenting air 
Reynolds number. In transitional and turbulent flow regimes, the additional glazing and air passage of the DG-
C/R negatively affect the system performance. For a Reynolds number of the air of about 6000, corresponding to 
a mean air velocity in the channel of about 1 m/s and a solar irradiance on the tilted collector plane of 700 W/m², 
the regeneration efficiency of the DG-C/R drops by approximately 5.1% with respect to the SG-C/R, from 
ηDes,SG=37.9% to ηDes,DG=36%. This occurs because the weak air-preheating prevailing in such conditions (see Fig. 
6(b)) cannot sufficiently diminish the heat fluxes from the liquid desiccant to compensate for the low optical 
efficiency of the device. Thus, the highest performance benefit of the DG-C/R is obtained at low air flow rates 
under reduced sunlight conditions. 

 
F.M. Gómez Castro et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

544



 

  
(a) Efficiency ratio (b) Air-preheating effect 

Fig. 6: Ratio of the regeneration efficiency of the DG-C/R with respect to the SG-C/R (a) and air-preheating effect (b) over the 
Reynolds number of the air at different global tilted solar irradiance levels. 

4.2. Artificially roughened single-pass single-glazed collector/regenerator 
The single-pass single-glazed collector/regenerators with smooth (SG-C/R) and artificially roughened (SGr-C/R) 
channels are benchmarked at the operating conditions and geometric parameters specified in Tab. 1 using aqueous 
LiCl as hygroscopic liquid. The absorber plate of the SGr-C/R is texturized by multiple V-dimples arranged 
according to the optimal configuration reported by Kumar et al. (2017) (see Fig. 1(b)) with a relative roughness 
depth of κr=0.037 (ratio of the dimple depth to the hydraulic diameter of the channel), relative roughness width of 
ωr=5 (ratio of the plate width to the width of the dimpled pattern), δr=1 (ratio of the dimple depth to dimple 
diameter), relative roughness pitch of πr=9 (ratio of the distance between two consecutive dimples to the dimple 
depth) and angle of attack of αa=55° (angle between the dimple line and the air flow direction). 

The left y-axis in Fig. 7(a) represents the ratio of the regeneration efficiency of the artificially roughened single-
pass single-glazed C/R to that of the smooth single-pass single-glazed one for air Reynolds numbers ranging from 
314 to 6033 and a liquid Reynolds number equal to 12.8. The efficiency ratio curves are obtained for solar 
irradiances on the tilted collector surface of 400 W/m², 700 W/m² and 1000 W/m². It is found that the SGr-C/R 
strongly outperforms the SG-C/R (ηDes,SGr⁄ηDes,SG>1) within the considered range of Rea,Dh. This behaviour is even 
more noticeable at low solar irradiance thanks to the minor thermal dissipation of the liquid film with its 
surroundings. 

According to the left y-axis in Fig. 7(a), the efficiency ratio first increases until it reaches its maximum value, 
after which it decreases smoothly with rising air Reynolds number. This fact reveals that there is a limit at which 
the remarkable intensifications in the convective heat and mass transfer coefficients caused by the successive flow 
separation/reattachment in the gas-phase and mixing in the liquid-phase can no longer compensate for the 
lessenings in the temperature and vapour pressure gradients at the liquid-air interface as the air flow rate augments. 
For irradiance levels of 400 W/m² and 1000 W/m², the optimal air Reynolds numbers lie in the early stage of the 
turbulent flow and in the transitional flow with Rea,Dh≈4400 and Rea,Dh≈3800, respectively. Thereby, the higher 
the solar irradiance, the lower the optimal air Reynolds number with the maximised operational benefit of the 
structured absorber plate. This can be explained by the fact that a lower convective heat transfer coefficient inhibits 
the thermal losses from the hotter liquid film at high solar irradiance collected on the tilted surface, which 
improves the mass transfer driving force. 

The right y-axis in Fig. 7(a) shows an ascending tendency in the regeneration efficiency by increasing air Reynolds 
number. For Rea,Dh≈6000, corresponding to a mean air velocity in the channel of approximately 1 m/s, and a solar 
irradiance on the tilted collector surface of 700 W/m², the regeneration efficiency of the SGr-C/R rises by about 
9.9% with respect to the SG-C/R, from ηDes,SG=37.9% to ηDes,SGr=41.7%, due to the combined effects of enhancing 
the convective heat and mass transfer coefficients by adding multiple V-dimples. 

The thermohydraulic performance factor of the artificially roughened single-pass single-glazed C/R to that of the 
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smooth single-pass single-glazed one is plotted for air Reynolds numbers of Rea,Dh ∈ [314, 6033], a liquid 
Reynolds number of Res*=12.8 and solar irradiances of 400 W/m², 700 W/m² and 1000 W/m² falling on the tilted 
absorbing surface, see Fig. 7(b). Values of PFth,SGr greater than unity denote the overall advantage of roughening 
the absorber plate of the SGr-C/R, since the most efficient device maximises the Nusselt number while minimising 
the friction factor and, consequently, the fan power consumption. The use of the SGr-C/R over the SG-C/R is 
recommended only for air Reynolds numbers beyond about 2500 with the thermohydraulic performance factor 
rising monotonically up to about 1.6. 

The optimal operating points found for the SGr-C/R at Rea,Dh≈4400 and Rea,Dh≈3800 under solar irradiances of 
400 W/m² and 1000 W/m² have thermohydraulic performance factors of PFth,SGr≈1.3 and PFth,SGr≈1.1, respectively, 
while the operating point Rea,Dh≈6000 at a solar irradiance of 700 W/m² reaches a value of PFth,SGr≈1.5. This 
demonstrates that the procedure for optimising the geometry and operating conditions of the SGr-C/R must be 
based on the combined analysis of the curves of efficiency ratio (see the left y-axis in Fig. 7(a)) and 
thermohydraulic performance factor (see Fig. 7(b)). By contrast, below Rea,Dh≈2500, modest increases in heat 
transfer are obtained within the structured channel in comparison to the high air flow pressure drops, so that the 
high energy requirements of the fan are not justified. 

  
(a) Efficiency ratio (b) Thermohydraulic performance factor 

Fig. 7: Ratio of the regeneration efficiency (a) and thermohydraulic performance factor (b) over the Reynolds number of the air at 
different global tilted solar irradiance levels. 

4.3. Solar collector/regenerator with booster mirror 
Fig. 8. shows the contour plots of the total annual global radiation on the tilted surface (Iβrc) and the annual optical 
performance factor (PFopt) for Stuttgart, Germany (48.8° N 9.2° E) obtained from the weather data of the typical 
meteorological year (TMY) generated by Meteonorm. The analysed low concentrating system comprises a C/R 
of 1 m width × 2 m length coupled to a flat bottom mirror with the same dimensions (Lr/Lc=1 and Wr/Wc=1) and 
a reflectivity of 0.9. The performance indicators Iβrc and PFopt are calculated for representative average days for 
each month throughout the year (Klein, 1977) with 5° steps for the inclinations of the collector (0°≤βc≤90°) and 
reflector (0°≤βr≤90°) by only discarding the case of βc=βr=90°. The total annual global solar radiation available 
on the C/R reaches a maximum value of about 1400 kWh/(m²Y) at collector inclinations of 30°≤βc≤60° and 
reflector tilt angles of 10°≤βr≤35° with annual optical performance factors of 1.05≤PFopt≤1.12. Finally, optical 
performance factors less than unity occur in the regions limited by 0°≤βc≤90° and 40°≤βr≤90°, which indicates 
the shading of the collector either by itself (see Fig. 4) or by the planar mirror (see Fig. 5(a)). 
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(a) (b) 

Fig. 8: Variation of (a) the total annual global solar radiation on the tilted surface and (b) the annual optical performance factor 
for the C/R with booster reflector (Lr/Lc=1 and Wr/Wc=1) in Stuttgart, Germany. 

5. Conclusions 
This paper presents an investigation of the impact of three measures on the performance of a solar 
collector/regenerator: Adding an upper air-preheating channel, using a structured absorber plate and coupling a 
flat bottom mirror to the direct solar regeneration unit. 

For the operating conditions and geometry considered here, it was found that the double-pass double-glazed 
configuration (DG-C/R) improves the regeneration efficiency relative to the single-pass single-glazed one (SG-
C/R) for small Reynolds numbers. The reason for this lies in the fact that the air preheated in the double-pass 
construction contributes to decrease the thermal dissipation from the desiccant solution, which leads to an increase 
in the liquid-air interfacial vapour pressure gradient. However, this air preheating effect weakens as the air flow 
approaches the transitional and turbulent regimes and may even negatively impact the solution regeneration 
process. For example, for an air Reynolds number of approximately 6000, corresponding to a mean air velocity 
in the channel of about 1 m/s and a solar irradiance collected on the tilted plane of 700 W/m², the regeneration 
efficiency of the DG-C/R falls by about 5.1% with respect to the SG-C/R, from ηDes,SG=37.9% to ηDes,DG=36%. 

In contrast, the structured single-pass single-glazed device (SGr-C/R) enhances the regeneration efficiency 
relative to the smooth single-pass single-glazed one (SG-C/R) by intensifying the convective heat and mass 
transfer coefficients via the continuous flow separation/reattachment in the gas-phase and mixing in the liquid-
phase. The optimal values of air Reynolds numbers that maximise the efficiency ratios obtained for the analysed 
operating conditions and geometric configuration reveal the counterproductive effects of this measure on the 
temperature and vapour pressure gradients at the liquid-air interface (and consequently, on the effective mass flux 
of water vapour) if the device operates beyond them. For a Reynolds number of about 6000 and a solar irradiance 
available on the tilted collector of 700 W/m², the structured surface results in an increase of the regeneration 
efficiency by approximately 9.9%, from ηDes,SG=37.9% to ηDes,SGr=41.7%, and a thermohydraulic performance 
factor of 1.5. 

Finally, a ray-tracing model was developed to evaluate the effect of an additional mirror on the collector 
efficiency. For a low concentrating system installed in Stuttgart, Germany, the maximum total annual global solar 
radiation yields to about 1400 kWh/(m²Y), which can be attained at collector tilt angles between 30° and 60° and 
reflector inclinations between 10° and 35°. This corresponds with an increase of the annual optical performance 
of 5 to 12%. 

In order to realistically evaluate the suitability of the measures discussed here, annual simulations of the systems 
are necessary. Besides the heat and mass transfer exchanges occurring in the direct solar regenerators and the 
optical performance of the flat booster mirror described in the proposed models, other factors must be considered 
in the analyses such as the additional power consumption of the fan due to the upper channel and the 180° air 
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deflection in the DG-C/R and the structured absorber plate in the SGr-C/R as well as their construction and 
operating costs. This paper provides a good basis for this future research. 
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Abstract 

This paper presents a new method to evaluate Nusselt and Sherwood numbers for solar collector/regenerators. 
The method is based on dimensionless groups of the thermophysical properties, temperature and mass 
concentration gradients, heat and mass transfer coefficients and system geometry. The resulting relations for the 
Nusselt and Sherwood numbers are reliable to obtain good results of the coupled heat and mass exchange within 
forced-flow direct collector/regenerators. Unlike conventional relations, these are general expressions valid for 
different liquid desiccants. In this study the relations are validated with own measurements and with relations 
from literature. 

Keywords: Nusselt number, Sherwood number, collector/regenerators, coupled heat and mass exchanges, liquid 
desiccants 

1. Introduction 
The overall performance of a direct solar regenerated liquid desiccant system strongly depends on the solar 
collector/regenerator (C/R), which adjusts the mass fraction of the hygroscopic solution used for dehumidifying 
air. A detailed understanding of the coupled heat and mass fluxes at the liquid-gas interface in the C/R is required 
to derive new correlations for the Nusselt and Sherwood numbers for refining the accuracy of computations. 

Yang and Wang (1994) derived empirical correlations for the Nusselt and Sherwood numbers in a 2 m width × 9 
m length single-glazed counter-current C/R in the humid climate of Kaohsiung, Taiwan, and analysed the impact 
of operating conditions on the water desorption rate of both forced- and natural-flow C/Rs with a parameter study. 
Their results indicate that the forced convection C/R outperforms the natural convection one at low mass fractions 
of lithium chloride (LiCl). 

Li and Yang (2010) conducted laboratory-scale tests with a 1 m width × 2 m length single-glazed parallel-flow 
C/R for assessing the effects of parameters on the regeneration of an aqueous lithium bromide (LiBr) solution. 
Although high air mass flow rates improved the C/R performance at high solar irradiances, it was better to keep 
low air flow rates at cloudy conditions. Besides, empirical correlations for the heat and mass transfer coefficients 
were proposed as functions of the solar irradiance, the temperature, humidity ratio and mass flow rate of the air 
plus the temperature and mass fraction of the solution. 

Finally, Peng and Zhang (2016) studied experimentally the regeneration process in a 1 m width × 2 m length 
single-glazed counter-flow solar C/R in terms of the inlet conditions of the air and aqueous LiCl solution and 
weather conditions in Southern China. They observed an optimal air flow rate that maximised the regeneration 
efficiency, whose value decreased by rising the flow rate of the solution at near ambient temperature, whereas the 
inverse trend was obtained at moderate solution temperature. They also proposed correlations for the Nusselt and 
Sherwood numbers with the Reynolds number, Prandtl and Schmidt numbers, inlet solution mass fraction, 
solution-to-air mass flow rate ratio and air-to-solution temperature ratio as arguments. 

The correlations resulting from the above-mentioned researches are, nevertheless, only suitable for a specific 
liquid sorbent under transitional and turbulent air flow in the C/R channel. This paper presents general equations 
for the coupled dimensionless heat and mass transfer coefficients valid for aqueous solutions of CaCl₂, LiCl and 
LiBr obtained from both, own measurements and experimental data of Alizadeh and Saman (2002), Li and Yang 
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(2010), and Peng and Zhang (2015; 2016). 

2. Description of the test rig 
The tests were performed in the lab-scale arrangement comprising a forced-flow regenerating panel operating in 
counter-current mode with respect to aqueous calcium chloride (CaCl₂) trickling on its heat collecting surface, 
fans, solution tanks, pumps, flow regulator/indicator, PID controller and data acquisition devices. The single-pass 
single-glazed C/R consists of a transparent cover and a housing made of Plexiglas and is thermally insulated from 
its surroundings via 25 mm thick polystyrene sheets. Its tilt angle from the horizontal plane can be variably set 
from 15° to 30°. This device has a total area of 2.4 m² (1 m width × 2.4 m length), a sprinkling area of 2 m² (1 m 
width × 2 m length) and a gap height of 10 cm (see Fig. 1(a)). A black cotton fabric is used for ensuring both high 
absorption of solar irradiance and uniform wetting. The distribution of the hygroscopic liquid is carried out from 
top of the C/R via a drip system. The regenerating air enters the device through a circular inlet located in the centre 
of a lower distribution box. For a preferably even air streaming profile in the channel, 12 flow openings are 
distributed over the entire width of the inlet and outlet ports as shown in Fig. 1(b). 

  
(a) C/R prototype (b) Air distribution chamber 

Fig. 1: Free-standing collector/regenerator. 

3. Instrumentation and experimental setup 
Fig. 2 depicts the test rig of the direct solar regeneration unit with the installed measurement and system 
technology, which comprises subsystems for supplying forced air and for circulating and storing desiccant 
solution. The regenerating air is provided by an axial fan with continuous flow control in the range of 50 to 250 
m³/h, whereas the weak CaCl₂ solution is delivered to a PVC liquid distributor header (located at the top of the 
C/R) with symmetrically arranged openings with an inner diameter of 0.7 mm and a separation distance of 1 cm 
by a plastic solution pump at volumetric flow rates between 5 and 30 l/h. The temperature of the incoming solution 
to the C/R is controlled by the combination of an ARCTIC cold bath/circulation thermostat HAAKE AC 150-A10 
and a plate heat exchanger B3-12A-30-2.0. The strong hygroscopic liquid is then collected in a gutter and pumped 
back to a PVC solution tank. The volumetric flow rates and temperatures of the fluids, air relative humidity and 
solution density are measured at the inlet and outlet of the C/R once the fluids conditions approach steady-state. 
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Fig. 2: System sketch of the C/R prototype. 

4. Calculation of Nusselt and Sherwood numbers from experimental data 
The convective heat and mass transfer coefficients in the gas-phase streaming within the C/Rs have been 
determined from data both, measured in the test rig and published by Alizadeh and Saman (2002), Li and Yang 
(2010) and Peng and Zhang (2015; 2016) with the logarithmic mean difference method: 

hConv,s-a= ṁda⋅cp,a⋅�Ta,out-Ta,in� �As⋅ΔTLM,s-a��       (eq. 1) 

hConv,mD,s-a= ṁda∙�χa,out-χa,in� �As⋅ΔρLM,s-a��        (eq. 2) 

With ṁda as the mass flow rate of the dry air and cp,a as the isobaric specific heat capacity of the moist air; (Ta,out, 
χa,out) and (Ta,in, χa,in) as the pairs of the temperatures and humidity ratios of the air at the top and bottom of the 
counter-flow C/R; As as the area of the liquid sorbent; ΔTLM,s-a and ΔρLM,s-a as the logarithmic mean temperature 
and mass concentration differences at the liquid-air interface, which are given by: 

ΔTLM,s-a= �Ta,out-Ta,in� �Ln�Ts-Ta,in�-Ln�Ts-Ta,out���       (eq. 3) 

ΔρLM,s-a= �ρa,out-ρa,in� �Ln�ρs-ρa,in�-Ln�ρs-ρa,out���       (eq. 4) 

Where are Ts and ρs are the temperature and mass concentration of water vapour of the desiccant solution. 

The dimensionless heat transfer coefficient, the Nusselt number (Nus-a,Dh), is then defined as: 

Nus-a,Dh= hConv,s-a⋅Dh ka⁄          (eq. 5) 

With Dh as the hydraulic diameter of the air channel and ka as the thermal conductivity of the moist air. 

The dimensionless mass transfer coefficient, the Sherwood number (Shs-a,Dh), is given by: 

Shs-a,Dh= hConv,mD,s-a⋅Dh D12⁄         (eq. 6) 

Where D12 is the diffusivity of water vapour in the air. 

5. Proposed approach 
The comprehensive database of Nusselt and Sherwood numbers evaluated from both the measurements in 
previously described test rig and the experimental results extracted from Alizadeh and Saman (2002), Li and Yang 
(2010) and Peng and Zhang (2015; 2016) has been used to derive new empirical correlations for assessing the 
heat and mass exchanges within the C/R. In simultaneous heat and mass transfer, the Nusselt and Sherwood 
numbers are influenced by several major parameters including the thermophysical properties of the liquid and gas 
phases, latent heat of evaporation and specific enthalpy of dilution during phase change, temperature and mass 
concentration gradients due to the phase change, single-phase convective heat and mass transfer coefficients, 
gravitational acceleration and system geometry: 
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Nus-a,Dh=f�ρa,μa,βa,cp,a,ka,βc,a,D12,ha,ua,ρs,μs,σs,us,hfg+hDil,ΔTs-a,Δρs-a,hConv,s-a,0,g⋅Sin(Ic),Dh,Lp,δs�(eq. 7) 

Shs-a,Dh=f�ρa,μa,βa,cp,a,ka,βc,a,D12,ha,ua,ρs,μs,σs,us,hfg+hDil,ΔTs-a,Δρs-a,hConv,mD,s-a,0,g⋅Sin(Ic),Dh,Lp,δs�(eq. 8) 

Consequently, eqs. 7 and 8 comprise 21 variables with 4 primary dimensions (i.e. kg [M], m [L], s [t], K [T]). 
Based on the dimensional analysis, 17 dimensionless parameters should be required in both the Nusselt and 
Sherwood number correlations, which can be reduced to the following pre-defined dimensionless numbers: 

Dimensionless parameters for the Nusselt number correlation: 

Rea,Dh= ua⋅Dh
νa

Gra,ch,Dh= �g⋅βa⋅ΔTs-a⋅Dh
3

νa2 � ⋅ �Dh
Lp
� ⋅Sin(Ic)

Lea,ev=Lea⋅ �
hfg+hDil

ha
� Kas= � ρs⋅σs3

g⋅Sin(Ic)⋅μs4�
1 3⁄

Res
*= 4⋅us⋅δs

νs

Nus-a,Dh,0= hConv,s-a,0⋅Dh
ka

Gra,m,ch,Dh= �g⋅βm,a⋅Δρs-a⋅Dh
3

νa2 � ⋅ �Dh
Lp
� ⋅Sin(Ic)

    (eq. 9) 

Where Rea,Dh is the gas-phase Reynolds number (ratio of the inertial forces to viscous ones in the gas-phase); 
Gra,ch,Dh is the channel thermal Grashof number (ratio of thermal buoyant forces to viscous ones acting on the gas-
phase); Lea,ev is the Lewis number of evaporation for the gas-phase (product of the Lewis number and the enthalpy 
ratio), firstly introduced by Enayatollahi et al. (2017); Kas is the liquid-phase Kapitza number (ratio of surface 
tension forces to inertial ones in the liquid-phase); Res* is the liquid-phase Reynolds number (ratio of the inertial 
forces to viscous ones in the liquid-phase); Gra,m,ch,Dh is the channel solutal Grashof number (ratio of solutal 
buoyant forces to viscous ones acting on the gas-phase) and Nus-a,Dh,0 is the single-phase Nusselt number. 

Dimensionless parameters for the Sherwood number correlation: 

The dimensionless parameter Nus-a,Dh,0 is substituted with the single-phase Sherwood number Shs-a,Dh,0. 

The formulations are developed by logarithmically normalising the dimensionless groups with respect to their 
corresponding limits as suggested by Larachi and Levesque (2008). The Nusselt number for coupled heat and 
mass exchanges (Nus-a,Dh) at the liquid-air interface is given as the sum of the components for sensible (Nus-a,Dh,s) 
and latent (Nus-a,Dh,l) heat transfer (Cherif et al., 2011): 

Nus-a,Dh=Nus-a,Dh,s+Nus-a,Dh,l        (eq. 10) 

Here, Nus-a,Dh,s is assessed from conventional expressions for the single-phase Nusselt number in a channel (Nus-

a,Dh,0), e.g. Gnielinski (2010) for laminar flow and Taler (2017) for turbulent one, whereas Nus-a,Dh,l is defined as: 

Nus-a,Dh,l=(-0.905+11.467⋅S)⋅Nus-a,Dh,0       (eq. 11) 

The normalised output function S is obtained from the following expression: 

S=LR1+∑ LR2i
7
i=1 +∑ LR3i

7
i=1         (eq. 12) 

The auxiliary functions for the multiple linear regressions without interaction terms (LR1), with two-way 
interaction terms (LR2i) and with three-way interaction terms (LR3i) are defined as: 

LR1=a0+∑ ai⋅Ui
7
i=1          (eq. 13) 

LR2i=Ui⋅ ∑ bi,j
8-i
j=1 ⋅Uj+(i-1) 1≤i≤7        (eq. 14) 

LR3i=Ui
2⋅ ∑ ci,j

7
j=1 ⋅Uj 1≤i≤7        (eq. 15) 

With their normalised inputs (Ui) and their ranges of validity given below: 

U1=
Log�

Rea,Dh
142.252 �

4.675

U4=
Log� Kas

288.24�

3.15

U7=
Log�

Nus-a,Dh,0
23.957 �

1.313

U2=
Log�

Gra,ch,Dh
112.33 �

8.839

U5=
Log� Res*

0.773�

4.691

U3=
Log�Lea,ev

19.529�

1.552

U6=
Log�

Gra,m,ch,Dh
458.766 �

6.26

     (eq. 16) 
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Domain of applicability: 

142.252≤Rea,Dh≤1.525⋅104 112.33≤Gra,ch,Dh≤7.75⋅105

19.529≤Lea,ev≤92.204 288.24≤Kas≤6723.739
0.773≤Res

*≤84.273
23.957≤Nus-a,Dh,0≤89.011

458.766≤Gra,m,ch,Dh≤2.4⋅105
 

The numerical values of coefficients ai, bi,j and ci,j in eqs. 13-15 for the transitional and turbulent air flow regimes 
are presented in Tab. 1. 

Tab. 1: Coefficients ai, bi,j and ci,j of the normalised output function for computing the Nusselt number in solar C/Rs according to 
the coupled calculation approach (Rea,Dh≥2300). 

ai 0 1 2 3 4 5 6 7 

 -5.871 52.179 17.256 18.346 -28.291 10.54 -41.606 -49.969 
bi,j 0 1 2 3 4 5 6 7 

1  -29.103 -140.65 12.651 -0.006 -39.327 93.66 59.98 
2  29.778 13.005 42.779 1.367 11.231 30.584  
3  -42.305 -13.642 -3.914 -18.839 25.694   
4  18.459 -15.537 -4.337 45.935    
5  14.552 4.884 -8.342     
6  23.421 -40.896      
7  10.908       

ci,j 0 1 2 3 4 5 6 7 

1  -8.931 85.955 -36.57 4.941 32.539 -37.092 -29.949 
2  2.438 -7.356 -31.329 -49.056 19.557 5.869 2.438 
3  41.616 16.256 -0.277 7.261 3.181 14.112 -23.01 
4  5.371 24.736 2.741 -10.783 0.917 -18.798 -42.38 
5  -5.621 -27.108 1.309 11.087 -4.773 9.019 21.173 
6  -41.785 -10.22 14.051 26.282 -13.327 -9.081 33.897 
7  14.405 -35.095 -3.449 -13.391 -20.337 11.934 4.918 

 

The procedure outlined in eqs. 10-15 is called the coupled evaluation method, since it includes dimensionless 
parameters corresponding to both the temperature and concentration gradients, i.e. U2 and U6 (see eq. 16), as 
expected in simultaneous heat and mass transfer processes. Similarly, the Sherwood number for simultaneous heat 
and mass transfer processes (Shs-a,Dh) at the liquid-air interface is assessed in terms of the component obtained by 
applying the heat/mass transfer analogy to the single-phase Nusselt number (Shs-a,Dh,0) and the convection 
contribution due to phase change (Shs-a,Dh,l) as follows: 

Shs-a,Dh=Shs-a,Dh,0+Shs-a,Dh,l        (eq. 17) 

Where the component Shs-a,Dh,l is given by: 

Shs-a,Dh=(-0.733+11.161⋅S)⋅Shs-a,Dh,0       (eq. 18) 

With the normalised output function S and auxiliary functions LR1, LR2i and LR3i already defined by eqs. 12-
15. Only the normalised input U7 changes: 

𝑈𝑈7 =
𝐿𝐿𝐿𝐿𝐿𝐿�

𝑆𝑆ℎ𝑠𝑠−𝑎𝑎,𝐷𝐷ℎ,0
23.127 �

1.28
         (eq. 19) 

Domain of applicability: 

23.127≤Shs-a,Dh,0≤83.189 

In this case, the coefficients ai, bi,j and ci,j in eqs. 13-15 for the transitional and turbulent air flow regimes are 
summarised in Tab. 2. 
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Tab. 2: Coefficients ai, bi,j and ci,j of the normalised output function for calculating the Sherwood number in solar C/Rs according 

to the coupled evaluation method (Rea,Dh≥2300). 

ai 0 1 2 3 4 5 6 7 

 29.79 -23.657 -88.397 -6.121 -1.497 -12.306 -23.806 35.304 
bi,j 0 1 2 3 4 5 6 7 

1  45.896 17.759 31.526 -88.239 1.292 55.27 -10.944 
2  50.09 9.419 91.958 3.028 79.645 -29.584  
3  -9.558 -6.018 2.72 -15.502 8.253   
4  5.111 12.751 -21.025 -63.391    
5  7.078 -2.297 14.395     
6  -11.28 -14.142      
7  -49.812       

ci,j 0 1 2 3 4 5 6 7 

1  -55.795 56.915 -31.063 79.57 -8.884 -38.248 11.133 
2  -77.33 31.253 -10.724 -11.79 4.499 -83.69 19.426 
3  9.86 -1.488 2.853 -0.029 0.522 7.715 -10.426 
4  8.003 -56.905 8.312 0.116 -0.346 16.286 29.694 
5  9.816 -3.125 -4.984 -8.874 -2.101 3.194 -7.826 
6  -23.58 26.376 10.252 12.13 -6.798 -3.402 19.069 
7  68.029 3.338 7.905 2.815 -2.742 17.64 -32.332 

6. Performance indicators 
The performance of the C/R is characterised on the basis of the water desorption rate (ṁDes), which is the change 
in the amount of water evaporated from the weak solution, and therefore transferred to the air stream per unit time: 

ṁDes=ṁda∙�χa,out-χa,in�         (eq. 20) 

Where ṁda is the mass flow rate of the dry air; χa,out and χa,in are the humidity ratios of the air at the top and bottom 
of the counter-flow sorption unit. 

Finally, the average relative deviation (ARD) is selected as statistical indicator for comparing the results obtained 
from experiments (PExp[i]) and calculations (PMod[i]) (Qi et al., 2013): 

ARD=(1 n⁄ )⋅ ∑ ��PExp[i]-PMod[i]� PExp[i]� �n
i=1 ⋅100      (eq. 21) 

With n as the number of data set. 

7. Results and discussion 
The parity plot comparisons for the Nusselt and Sherwood numbers obtained from own experimental data and the 
literature data (Alizadeh and Saman, 2002; Li and Yang, 2010; Peng and Zhang, 2015, 2016) and the 
corresponding estimated from the coupled computational method are depicted in Fig. 3. The predicted Nusselt 
numbers exhibit a good fit to the experimental values, with an average relative deviation of ARD=12.7% and 
almost 90% of the data within the error bands of ±30% (R²=0.98). On the other hand, approximately 94% of the 
Sherwood numbers estimated with the proposed correlation lie within the limits with ARD=10.5% (R²=0.98). 
These results confirm the appropriate choice of the dimensionless groups used in the correlations to represent in 
a generalised and compact way the thermophysical properties of the fluids, temperature and mass concentration 
gradients between the liquid and gas phases, heat and mass transfer coefficients for the gas-phase, system 
geometry and other parameters that strongly influence the combined heat and mass exchanges in the regeneration 
of diluted desiccant solution within solar collector/regenerators. 
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(a) Nusselt number (b) Sherwood number 

Fig. 3: Comparison between calculated and experimental Nusselt and Sherwood numbers for simultaneous heat and mass fluxes in 
solar C/R. 

Fig. 4 shows the parity plots between the water desorption rates determined from measurements in the test rig 
with aqueous CaCl₂ solution and those predicted from the new approach under the following boundary conditions: 
Global solar irradiance on the tilted collector varying between 925 and 1165 W/m²; air volumetric flow rate 
changing from 47 to 252 m³/h; inlet air temperature of about 32 °C; inlet air humidity ratio of approximately 12 
g/kg; solution volumetric flow rate ranging between 4.8 and 30.1 l/h; inlet solution temperature of about 35 °C 
and inlet solution mass fraction of approximately 41%. The good matches achieved not only in the temperature 
changes of the liquid desiccant (ARD=8.3%) and air (ARD=11.8%) but also in the variations of the solution mass 
fraction (ARD=12.6%) and air humidity ratio (ARD=11.7%) at the inlet and outlet openings of the 
collector/regenerator contribute to enhance the accuracy of simulation by keeping the average relative deviation 
between the experimental and numerical values of the water desorption rate as low as 11.6% with almost 95% of 
the computations within uncertainty bands of ±30%. 

 
Fig. 4: Comparison between the calculated and experimental values of the water desorption rate obtained with the C/R prototype. 

A group of experimental data reported by Peng and Zhang (2016) for a counter-flow solar C/R of 1 m width × 2 
m length using aqueous LiCl solution has been selected for comparison with the numerical results obtained with 
the formulae derived by Peng and Zhang (2016) and by the authors of this work under following conditions: 
Global solar irradiance collected on the tilted plane varying between 419 and 786 W/m²; air volumetric flow rate 
changing from 69.8 to 350 m³/h; inlet air temperature fluctuating between 28.6 and 36.6 °C; inlet air humidity 
ratio ranging from 9.1 to 20 g/kg; solution volumetric flow rate varying between 12.1 and 18.1 l/h; inlet solution 
temperature changing from 24.8 to 31.6 °C and inlet solution mass fraction fluctuating between 23.7 and 25.7%. 
The model based on the expressions of Peng and Zhang (2016) gives a deviation of ARD=22.3% and keeps low 
dispersion against experimental data since all of its results are within error bands of ±30% (see Fig. 5(a)). 
However, the best outcomes are reached with the new correlations with a deviation of ARD=18.3% (see Fig. 
5(b)). This can be explained by the inclusion of the coupled thermal and solutal buoyancy effects on the solution 
regeneration process in the collector channel through the heat and mass transfer Grashof numbers as well as the 
physical properties of the liquid sorbent through the Kapitza number in the new correlations, which improves the 
accuracy of the computed changes in the temperature and mass fraction of the desiccant solution. 
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(a) Correlations of Peng and Zhang (2016) (b) Proposed correlations 

Fig. 5: Comparison of the experimental water desorption rates reported by Peng and Zhang (2016) with the values predicted from 
the analysed formulations. 

8. Conclusions 
This paper presents new correlations for computing the Nusselt and Sherwood numbers in combined heat and 
mass transfer processes occurring in the regeneration of a liquid desiccant film flowing down the absorber plate 
of a solar collector/regenerator (C/R). These expressions were developed from measurements in the test rig using 
an aqueous solution of CaCl₂ with air flow in the turbulent regime and experimental data published in the literature 
using aqueous solutions of CaCl₂, LiBr and LiCl with air flow in the transitional and turbulent regimes. 

The results show good agreements between the experimental and calculated values of the Nusselt and Sherwood 
numbers with average relative deviations of 12.7% and 10.5%, which demonstrates the suitability of the selected 
dimensionless groups for describing the simultaneous heat and mass fluxes occurring during the regeneration of 
weak solution within the device. 

The coupled evaluation method of dimensionless convective heat and mass transfer coefficients is applied along 
with the energy and mass balances of the collector prototype in order to determine the water desorption rate of a 
diluted aqueous solution of CaCl₂ flowing in counter-current direction with air circulating through its channel. An 
average relative deviation of 11.6% is obtained for the water desorption rate under the analysed operating 
conditions due to the improved accuracy of the computations of the changes in the temperatures, mass fraction 
and humidity ratio of the fluids entering and leaving the C/R. 

Further benchmarking is done to ascertain whether the new correlations developed in this work are more accurate 
than those proposed by Peng and Zhang (2016). For this purpose, experimental data published by Peng and Zhang 
(2016) for a counter-flow regenerating panel operating with aqueous LiCl solution are compared with the 
simulation results achieved from the above-mentioned formulations. Although the numerical results generated 
under the considered boundary conditions with both methodologies show low dispersion with respect to the 
experimental data, the computational model based on the new correlations provides the lowest average relative 
deviation with a value of 18.3%. In contrast, the mathematical model relying on the formulae of Peng and Zhang 
(2016) yields an average relative deviation equal to 22.3%. This is because the proposed methodology includes 
dimensionless groups that consider the combined effects of the thermal and solutal buoyancy forces and the 
physical properties of the liquid desiccant on the solution regeneration process. 

The comparative analyses presented in this study have demonstrated the reliability and versatility of the new 
coupled evaluation method to simulate the simultaneous heat and mass exchanges taking place in the solar 
collector/regenerator when a liquid desiccant film is regenerated. Although this formulation is only valid for 
aqueous solutions of CaCl₂, LiBr and LiCl and air flow in the transitional and turbulent regions, it can be extended 
to other types of liquid sorbents and other air flow regimes by fitting it to newly available experimental data. 

The new correlations developed in this work can be easily integrated into design or simulation programs to predict 
the thermodynamic performance of the solar collector/regenerator with high accuracy. This provides a good basis 
for future research aimed at analysing the technical and economic feasibility of direct solar regenerated liquid 
desiccant systems and evaluating measures for improving the heat and mass exchanges in a regenerating panel. 
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Abstract 

In 2021, the construction of the solar thermal plant for the combined cooling and heating supply of a factory 

building in Turkey started. The use of an absorption chiller enables the support of the air conditioning of the 

factory building during the summer months. In the winter months, the generated heat is used to heat the hall. 

This combination allows the solar gains to be optimally utilized. The collector field is the largest in Europe 

built for the use of solar thermal cooling. The plant was commissioned at the end of 2021 and formally 

inaugurated in June 2022. 

In a Mediterranean country like Turkey or any other sunny country, almost all hotels, hospitals, and other 

public facilities must be air-conditioned during the summer months. This requires a very high amount of 

energy, as most modern air conditioning systems are driven by refrigerant through electrically powered 

compression chillers. Since solar radiation occurs simultaneously with the air conditioning demand, it can be 

assumed that cooling systems with double-acting absorption chillers in combination with parabolic trough 

collectors can be operated more suitably and intelligently than conventional systems. 

Keywords: sustainable energy, parabolic trough collector, solar cooling, high temperature solar thermal 

systems, solar air conditioning 

 

1. Introduction 

Nowadays, our society faces many energy problems because of fossil fuel depletion, the increasing rate of 

CO2 emissions, the increasing rate of electricity price, and the new lifestyle trend which are fully connected 

with high energy consumption. These problems can be easily faced by using renewable and sustainable energy 

sources. Solar energy utilization is the most widespread method for covering a part of the thermal or electrical 

needs of buildings. An application that can use Solar energy to reduce electricity consumption is solar cooling 

technology, a combination of solar thermal energy and absorption cooling chillers. 

The sun is the ultimate source of energy. Its energy exceeds the world's primary energy demand by a factor of 

ten thousand. SOLITERM's ultimate goal is to optimize the use of this enormous energy potential, as it will 

account for the largest share of the future energy mix. 

The SOLITERM Group as an innovative company develops and sets up an absorption chiller-based solar 

thermal cooling system operated with its own developed and patented parabolic trough collectors (SOLITERM 

PTC), which not only reduces the high electricity demand and costs for air conditioning, cooling, and warm 

water generation but also supply a CO2 emission-free energy for the buildings. 

Using an Absorption chiller in combination with concentrated collectors is an interesting idea that is 

investigated over the last few years. Especially for countries with high irradiation levels, the use of solar 

technologies can be an attractive investment that is also environmentally friendly.  

The SOLITERM Group under the direction of Dr. Ahmet Lokurlu planned and installed Europe's largest 

industrial solar thermal cooling plant at the Mayr-Melnhof Graphia Group in Turkey in 2021. Since then, the 

cooling system has been operating successfully. At present we are installing some other systems in different 
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countries intending to supply air conditioning and steam for summer applications, as well as warm water for 

winter applications in hotels, hospitals, and industrial facilities.  

The presented paper will show and describe the example application of the installed SOLITERM Systems at 

the Meyr-Melnhof Graphia in Turkey. 

2. Selection of technology  

An interesting application is to use solar thermal in combination with absorption chiller technology to 

provide cooling thereby reducing the conventional energy required for cooling. Absorption chillers consist of 

four main parts: Generators, condensers, evaporators, and absorbers.  

A double-effect absorption chiller has the same basic components as a single-effect but also includes an 

additional generator, heat exchanger, and pump. In this cooling system heat input from the collector is used 

at the generator to separate the refrigerant vapor from the solution. Li-Br and H2O solutions are used as 

refrigerant solutions in the absorption system.  

The quality of energy transformation from heat to chilling energy for an absorption chiller is given by the 

coefficient of performance, COP=Chilling capacity/heating capacity. 

Mostly single effect absorption chillers are available with a limited operating temperature of the heat (< 100 

°C) along with low COP values (annualized) (< 0,6). Double effect absorption chillers offer higher COPs by 

converting the solar heat more efficiently into chilling energy. Therefore, high-temperature heat should be used 

in double effect absorption chillers which require a temperature of approximately 140 °C. The elevated 

temperatures lead to higher thermal losses in the collector – the conversion efficiency overcompensates this 

effect by far though [1][2]. As is seen in Table 1, double effect absorption chillers are mostly steam-powered. 

 

 

                                                 Table 1: Properties of single effect and double effect absorption chillers 

 

 

  

 

 Fig. 1:  Variations in COP of single effect and double effect flow  cycles with generator temperature at different values of 

temperatures  in the evaporator and the condensers at various pressure levels [3] 

 Single effect Double effect 

Heating Temperature max 110° Min 140° 

Fluid water Steam 

COP (annual Value) 0,4…0,7 1,2…1,5 
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The use of solar cooling technologies can be an attractive investment, which is environmentally friendly, 

especially for countries with high irradiation levels. The combination of double effect absorption chillers and 

solar thermal technologies has proven its efficiency. Solar thermal is categorized into two groups: 

concentrating and non-concentrating.  

Flat plate and evacuated tube collectors belong to the non-concentrating category. The biggest problem of flat 

plate and evacuated tube collectors is their low outlet temperature and their low efficiency at high temperatures 

which prevents them from being efficiently used for air conditioning due to a COP (Coefficient of 

Performance) of approx. (0.4 to 0.6) for small-sized applications. To satisfy a certain demand, a larger collector 

area is needed. But at many locations, like hotels, especially on roofs of buildings, space is limited. As a result, 

the application range of conventional solar systems is limited. 

Comparison between PV and PTC: 

To compare the two technologies the following calculations, refer to the specifications of a cooling demand of 

500kW and a DNI (Direct Normal Irradiance) of 2000 kWh/m² annum. According to the calculations stated 

above, we would need an available surface of around 1400 m², because the process efficiency of the PV 

technology is less than 15%. In the case of a PTC Application, 66 PTC modules and therefore only a surface 

of 540 m² and a process efficiency is around 70% is needed in this case. Considering these drawbacks of PV 

technology, solar thermal concentrating technology combined with a double effect absorption chiller is much 

more effective and efficient for cooling applications.  

3. PTC system by SOLITERM 

The application potential of the solar thermal PTC system by SOLITERM is nearly endless, as it can be 

installed in any location worldwide. Energy consumers with various energy demands and various boundary 

conditions can benefit from this technology worldwide, but also in regions with low radiation this represents 

a highly feasible solution, as the system can be integrated into any infrastructure and reduce the usage of 

conventional energy supply and the use of fossil fuels. There is no particular target group or industry since the 

PTC system can be custom-tailored to meet any temperature level (6 °C – 350 °C), pressure level (0-25bar) 

and provide any form of energy (steam, cooling, heating, warm water, process cooling, sea-water desalination, 

and electricity). The PTC system by the SOLITERM Group can be combined with any conventional or 

renewable energy source, making it a highly compatible, flexible, and outstanding solution for any kind of 

industrial, Commercial, or individual application.  

The PTC model used is specially manufactured by SOLITERM in a robot-controlled, automated production 

line and has an optical efficiency of 99 %. If there is enough space the PTC system can even cover up to 100 

% of the energy demand of the end consumer whoever that might be, such as the food and beverage industry, 

the textile and chemical industry, hotels, shopping malls, airports, public buildings, private buildings, data 

centers, and many other potential clients.  

The use of SOLITERM solar energy systems in combination with highly efficient 2-stage absorption chillers 

allows the use of solar energy in areas where – during the summer months – cooling requires such a great 

amount of electricity that tariffs are sky-high and power grids are used to their utmost capacity or even beyond. 

The connection to steam generators and to the hot water cycle allows supplying even more kinds of energy 

consumers with solar-powered clean energy. So, the SOLITERM systems are applicable all over the world in 

a wide range of possible applications, both industrial and commercial. The system at hand represents a 

universal and at the same time highly customized, as well as a flexible solution towards lowering emissions, 

becoming independent from fossil fuels, saving money, re-investing in more important aspects, and ultimately 

building a socially responsible, environmentally friendly, and sustainable economy and world. 

To widen the application range for solar energy, SOLITERM developed different-sized Parabolic Trough 

Collectors (PTC): The SOLITEM PTC 1800 for large applications as well as the small-sized PTC 1100 for 

residential buildings. Both collectors can supply temperatures about 300 °C to 350 °C and are suitable for roof 

mounting. As well as the PTC 3000, 4000 and 5000 which are used for solar thermal power plants.  
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4. Parabolic Trough Collectors 

To deliver high temperatures with good efficiency a high-performance solar collector is required. PTCs can 

effectively produce heat at temperatures between 50°C and 400°C. Parabolic trough collectors are made by 

bending a sheet of reflective material into a parabolic shape. A black metal tube, covered with a glass tube to 

reduce heat losses, is placed along the focal line of the receiver. When the parabola is pointed toward the sun, 

parallel rays incident on the reflector are reflected onto the receiver tube. The concentrated radiation reaching 

the receiver tube heats the fluid that circulates through it, thus transforming the solar radiation into useful heat. 

The collector can be oriented in an east-west direction, tracking the sun from north to south, or in a north-south 

direction, tracking the sun from east to west. 

For applications up to 180 °C, the use of pressurized water is established. Higher temperatures can be achieved 

by using thermal oils. To achieve the required temperature, individual collectors are combined in groups that 

have their circuits for the heat transfer fluid.  

The surface of the receiver is typically plated with a selective coating that has a high absorptance for solar 

radiation but a low emittance for thermal radiation loss. 

A tracking mechanism must be reliable and able to follow the sun with a certain degree of accuracy, return the 

collector to its original position at the end of the day or during the night, and track during periods of intermittent 

cloud cover. Additionally, tracking mechanisms are used for the protection of collectors, i.e., they turn the 

collector out of focus to protect it from hazardous environmental and working conditions, such as wind gusts, 

overheating, and failure of the thermal fluid flow mechanism. 

The sun tracking system with a precision of 0.1° in every row ensures maximizing the energy yield, making it 

more efficient compared to other solar thermal technologies, such as a flat plate or other collectors. 

5. A Model Application for an Integrated Energy Supply System for 
combined cooling and heating supply of a factory building in Turkey 

The production site MM Graphia in, which belongs to Mayr-Melnhof Karton AG, was confronted with 

increasing energy consumption, which led to high energy costs and greenhouse gas emissions. Therefore, the 

management decided to find a solution, to improve the environmental and economic situation of the production 

facilities in Turkey, and potentially all the company's other facilities worldwide. The company turned to 

SOLITERM Group GmbH, which, based on technical data on-site implemented a solar thermal system to 

substitute fossil fuels, reduce electricity fossil fuels, reduce electricity consumption, and cover the energy 

demand as economically and economically, and environmentally friendly.  

5.1 Weather Analysis 

 

Fig 2: Monthly Direct Normal Irradiance (DNI) data for the project location in Turkey 
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The conditions for the construction of a solar thermal plant are above average here. Solar data, determined 

with the database of Meteonorm, show a value of 2049 kWh m-² per year for the direct normal irradiation 

(DNI). The annual distribution is illustrated by the monthly values, which are shown in Figure 2. 

As expected, solar irradiation is higher in summer than in winter. This is due to the long sunshine duration 

caused by the inclination of the globe in summer. This graph shows essential direct radiation for the parabolic 

trough. In contrast to many non-concentrating systems, the diffuse part of the global radiation cannot be used. 

A difference of 197 kW m-² can be observed between the worst month (February) and the month with the 

highest solar radiation (July). This significant difference represents a major challenge for the design of the 

system to the process of operation. To use the high gains from the summer on the one hand and to have used 

for the solar energy in the winter, on the other hand, a combined cooling and heating system was developed. 

5.2 Process demands 

For the design of the plant, the various process requirements of the plant operator were taken into account. The 

project aimed to intercept the region's power outages and ensure 24-hour operation. Four halls are available 

for production, which have different requirements for temperature, air exchange, and humidity. These can be 

classified as follows:  

• The production process for paper requires a steady room temperature of 30 °C. 

• For the printing area, a steady temperature of 28 °C is required. In addition, an air exchange of 2 air changes 

per hour and an air discharge of 1.5 air changes per hour is required. 

• For the paper cutting room, a steady humidity of 35% and a temperature range of    28°C - 30°C are 

required.  

• For the board cutting and packaging area, a temperature range of 26°C - 32°C is sufficient to provide 

suitable working conditions.  

As the temperatures at the site show very high seasonal fluctuations, the integration of a combined cooling and 

heating system was necessary to cool the hall in summer and heat it in winter. Before the integration of solar 

thermal energy, electric compression chillers with a total capacity of 2050 kW (1150 kW, 550 kW, 350 kW) 

were used for cooling. For heating, a gas burner with a capacity of 1 MW was used. 

5.3 Solar Plant  

The solar field consists of a 5.000 m² collector surface area and extends over the roof surfaces of the factory 

building. Due to the local conditions, it was necessary to realize the field in two stages.  

The collectors have an aperture area of 9 m² (5m x 1.8m) and are combined in modules. A module is composed 

of 6 collectors, which have a common drive and solar tracking systems. The tracking Motor has a precision of 

0.1° in every row which ensures maximizing the energy yield, making it more efficient compared to other solar 

thermal technologies, such as a flat plate or other collectors. The nominal thermal output of a collector is 4.97 

kW at an irradiance of 850 W m-² (Direct Normal Irradiance). This results in a specific output of 552 W m-2.  

5.4 System Operations 

We use our solar field to provide air conditioning for the factory buildings. These factory buildings have 

different demands in summer and winter. 

Summer mode: 

The solar field is operated from April to October in summer mode reaching a maximum temperature of 180°C 

in the absorber tube and providing chilled water for cooling. Fan coils (15kN) and air Handling Units are used 

to condition and distribute the air in the building to a temperature of 8°C. 

Winter mode:  

In winter the system generates hot water using fewer collectors compare with cooling for heating. Since the 

required temperatures are lower in winter, lower temperatures can also be used in the solar field.  

The total thermal capacity of the collector array is approximately 2.5 MW. This results in a cooling capacity 

of a two-stage absorption chiller of 3.5 MW. The absorption chillers used are each matched to the size of the 

associated collector field so 2 chillers with 1.4 MW and 2.1 MW were used. The double effect absorption 
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chiller has a coefficient of performance value that can achieve up to 1,40. The system was integrated into the 

heating and cooling supply lines of the facilities, using the existing conventional components as backup 

systems for safety and emergency cases. The entire plant has an integrated SCADA system that is fed with 

meteorological data and controls the collectors accordingly, ensuring fully automatic energy optimization, and 

supply and thus a reduction in unnecessary energy consumption in production and offices. 

 

 

Fig. 3: SOLITEM PTC 1800 Parabolic Trough Collectors in the project location in Turkey 

 

The implementation of the system described led to numerous benefits, not only for the business but also for 

the people in and around the company. Firstly, it led to energy savings in form of fuel savings of 1.780 MWh 

annually and electricity savings of 3.500 MWh annually, while more than 90 % of the annual process cooling, 

air conditioning, and warm water supply will be provided by the PTC plant. A reduction of 2.000 tons of CO2 

emissions is achieved every year, as conventional sources are being used much less. 

6. Conclusion 

SOLITERM Parabolic Trough Collectors can deliver high-temperature heat. These systems offer a wide range 

of opportunities to reduce the costs of energy supply. Combined with double effect steam or hot water powered 

absorption chillers, Parabolic Trough Collectors make highly efficient solar thermal cooling possible. 

SOLITERM supplied, installed, and commissioned Europe's largest industrial solar thermal cooling system at 

Mayr-Melnhof Graphia Group in Turkey. The project paves the way for an economical, renewable energy 

supply and enables potential and flexibility to adapt to different energy demands as well as the decarbonization 

of industry. 

Besides the ecological and economic aspects, the social impact of the project was great. New jobs for technical 

management, monitoring, and maintenance have been created, giving young and ambitious people the chance 

to be part of a revolutionary, innovative, and highly sustainable project. The existing employees were educated 

and trained with regards to the PTC system and also regarding innovative, as well as renewable technologies. 

This in turn created awareness among people in and around the client company, leading to an awareness of 

renewable energy, sustainability, and more careful use of energy in general. Further details of the concept will 

be presented at the conference.  
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Abstract 

In this paper it is presented a HVAC system with a solar driven single-effect absorption heat pump with condensation 

heat recovery and an air-handling unit with a desiccant wheel and an evaporative cooler. The integration of both 

cooling technologies allows to achieve a good overall performance as the desiccant system handles the latent loads 

and the absorption chiller the sensible loads. Moreover, the desiccant system is activated with the heating provided 

by the condensation heat from the absorption heat pump, which minimizes the amount of heating that must be 

provided by a solar concentrator coupling flat sun-tracking mirrors to a fixed tilt evacuated tubular collectors. 

The size and the operational conditions of the integrated system are selected in order to optimize the overall 

performance of the system under different ambient conditions (solar radiation, ambient temperature and ambient 

humidity ratio). An overall thermal COP of 1.21 is reached in the hybrid system.  

Keywords: Type your keywords here, separated by commas, in italic 

1. Introduction 

In this work, it is presented a solar cooling system with an absorption heat pump (AHP) with condensation 

heat recovery and an air-handling unit (AHU) with a desiccant wheel (DW), and an indirect evaporative cooler (IEC). 

The integration of both cooling technologies allows achieving a good overall performance as the desiccant system 

handles the latent loads and the AHP the sensible loads. Moreover, the desiccant system is activated with the heating 

provided by the condensation heat from the AHP, which minimizes the amount of heating that must be provided by 

the solar panels. 

Therefore, the main objective is the energy analysis of an integrated solar cooling system comprised of the 

mentioned technologies when it is implemented in Tarragona, Spain. The expected results are referred to the number 

of solar panels, the AHP cooling and heating capacity, the AHU cooling capacity at nominal conditions, and the 

operating conditions that maximizes the overall performance of the system.  

2. System description 

A hybrid solar cooling system comprised of an AHP with condensation heat recovery and AHU with a 

desiccant wheel (DW) and an indirect evaporative cooler (IEC) is evaluated. The activation heat required by the AHP 

is provided by evacuated tube solar collectors (ETC) with low concentrator (<2) in both sides of them. In addition, 

the released heat in the AHP condenser is used to regenerate the DW. The description of each component of the 

system and the integration of all of them is presented below.  

2.1. Absorption heat pump 

The AHP is based on a single-effect absorption H2O/LiBr chiller with its cycle modified to recover the heat 

of condensation at a useful temperature level (Juan Prieto et al. 2022). Thereby, the performance of the AHP is 

improved and enables the delivery of two useful outputs simultaneously. Besides, part of the condensation heat is 

also used internally for the LiBr solution preheating to reduce the generator heat input. Figure 1 shows a schematic 
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layout of the AHP. As it can be seen in this Figure, two new components are incorporated: a preheater (PH) and a 

water-solution heat exchanger (WSHE). The weak, in LiBr, solution is preheated before entering to the solution heat 

exchanger (SHE) by using the heat released during condensation of part of the vapor leaving the generator (stream 

7). The PH is implemented in parallel with the condenser (C). The water-solution heat exchanger cools the strong, 

in LiBr, solution leaving the SHE while producing hot water. Moreover, the heat released by the condenser is at 

useful temperature level so that it can be also used for heating applications. Thus, the hot water leaving the WSHE 

and the C is supplied to regenerate the DW of the AHU. 

 
Fig. 1: Single-effect absorption heat pump for simultaneous heating and cooling production (Juan Prieto et al. 2022). 

   Along with the components of the cycle, the working conditions have also been changed in this system. 

The Dühring plot for the improved absorption HP with CHR is represented in Figure 2. Red lines illustrate the 

conditions of the proposed single-effect H2O/LiBr AHP. Conditions in Figure 2 correspond to the thermodynamic 

states of the system in Figure 1. As it can be noted, this system also operates at two different pressure levels. The 

absorber and evaporator operate at a low-pressure level, which is around 1 kPa. The condenser, generator, preheater, 

solution heat exchanger, and water-solution heat exchanger operate at a high-pressure level of around 15 kPa. In 

opposition to the conventional cycle, the high pressure is doubled up. The temperature of condensation depends 

upon the actual pressure, the greater the pressure the greater the condensing temperature. Thus, the elevated pressure 

permits to make use of condensation heat for a variety of heating applications and for preheating the weak solution 

as well. Furthermore, due to changes in the operating conditions, a few alterations should be made to enhance the 

overall efficiency of the absorption cycle. 

   In this regard, the cycle operates at four temperature levels in place of three (J. Prieto et al., 2022): 

• The evaporator produces cooling, and the temperature ranges from 5 to 15 °C; 

• The absorber dissipates heat to the ambient because the heat is useless for most applications at these 

temperature levels. The temperature ranges from 25 to 40 °C; 

• The condenser heating (condensation heat) can be used, as the temperature ranges from 50 to 60 °C; 

• The generator requires a heat supply, and the temperature ranges from 85 to 120 °C.  

   As it can be observed, Figure 2 clearly shows that crystallization risk under these conditions is minimal 

because Point 6 is far from the crystallization line. Consequently, the new cycle operates under more favorable 

conditions compared to the conventional cycle. In this sense, the generator operating temperatures can be greater 
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than in the conventional cycle. Besides, the lack of crystallization allows the use of a SHE with higher effectiveness, 

and, as a result, the total cycle COP is higher. Furthermore, the preheated condition at State 19 before the SHE 

leads to a higher temperature at State 5. This fact allows the incorporation of the WSHE into the system after the 

SHE to extract additional heat from the cycle. 

   Eventually, the differential between the strong and poor solution mass fraction is lower contrasted with the 

conventional cycle. Consequently, to obtain the equivalent amount of heating and cooling it is imperative to increase 

the solution mass flow rate, and it implies that a more powerful solution pump must be installed. 

 

Fig. 2: Dühring plot for the proposed single-effect H2O/LiBr absorption heat pump for combined heating and cooling production. (J. 

Prieto et al., 2022) 

2.2. Air handling unit 

The AHU is comprised by a DW, an IEC, a heating coil (HC) and a cooling coil (CC). The AHU can 

independently control the air temperature (by means of the IEC and the CC), and the air humidity (by means of the 

DW and HC), thereby optimizing indoor air conditions (Comino et al. 2019). A schematic of the AHU is shown in 

Figure 3. The DW is activated by means of a heating coil, HC. This HC is fed by a water flow, which is heated by 

the hot water coming from the AHP condenser and water-solution heat exchanger. The CC is fed by chilled water 

coming from the AHP evaporator. The process and the regeneration air streams come from the outdoor air (100% 

outdoor air), as shown in Figure 3.  
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Fig. 3: Air handling unit with desiccant wheel, indirect evaporative cooler, heating coil and cooling coil. 

2.3. Solar concentrator thermal collectors 

The WeSSun solar concentrator couples flat sun-tracking mirrors to a fixed tilt solar collector (flat plate or 

evacuated tubular collectors - ETC). It is a low-concentration Design (<2) that, producing a quasi-homogeneous 

distribution of solar radiation over the solar absorber, increases solar productivity per m2 of aperture. Moreover, it 

offers an automatic and simple protection against wind overloads and/or excessive temperatures, by closing the 

mirrors over the collector, and can be used with existing solar thermal products (see Figure 4 for an example coupling 

WeSSun with an ETC) (José Ignacio Ajona 2021). 

 
Fig. 4: WeSSun solar concentrator coupling flat sun-tracking mirrors to a fixed tilt evacuated tubular collectors 

2.4. Integrated system 

The integrated system is a hybrid air conditioning system with the described AHP and the AHU. Figure 5 

illustrates how the system is integrated. The AHP is providing chilled water to the cooling coil and hot water to 

activate the desiccant evaporative cooling system. In this case, chilled water temperature can be increased as the 

latent heat is handled by the desiccant system. This allows to operate the AHP at higher evaporator temperature. 

Therefore, heating rate in the condenser and the water-solution heat exchange is used to activate the 

desiccant wheel. In this case, hot water passes first through the water-solution heat exchanger and then through the 

condenser. However, absorber heating rate cannot be used for this application as temperature requirements for the 

desiccant system are higher than the provided by it. Therefore, absorber heating rate must be dissipated through a 

cooling tower.  

Finally, hot water temperature required for the activation heat is provided by the described solar thermal 

collectors.  
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Fig. 5: Overall scheme of the integrated system. 

3. Methodology 

Models of the single technologies are first developed with Engineering Equation Solver (EES) using the 

Engineering Equation Solver software package (EES). For the case of the AHP and the AHU, these models are based 

on energy and mass balances, and heat transfer equations are applied on the thermal components of the system. For 

the case of the solar thermal collectors, the model is based on the efficiency curve and the incidence angle modifier. 

Once the models are developed, a performance analysis of the single technologies is firstly done to obtain the optimal 

working temperatures and flow rates for each one. Then, the technologies are coupled in an integrated model that is 

used to obtain the component size and nominal conditions that maximizes the system performance in terms of cooling 

capacity, and overall COP. 

3.1. Absorption heat pump model 

To model the system properly, typical assumptions for a Water/LiBr absorption cycle are used. The 

assumptions of the H2O/LiBr absorption cycle are: 

• The absorption cycle operates under equilibrium conditions. 

• Losses of heat and pressure decays are neglected. 

• Kinetic and potential energies are negligible. 

• The water/LiBr solution leaving the absorber is saturated at low pressure. 

• The water/LiBr solution leaving the desorber is saturated at high pressure. 

• The pure water vapor (refrigerant) leaving the evaporator is saturated at the low pressure. 

• Counter-flow desorber is considered, the refrigerant vapor leaving the desorber is in equilibrium with the 

entering water/LiBr solution. 

• Water (refrigerant) at the exit of the condenser is saturated at the high pressure. 

• Water (refrigerant) at the exit of the preheater is saturated at the high pressure. 

• Preheater and condenser are arranged in parallel, in other words, in both components inlet and outlet 

conditions are the same. 

• The solution pump is isentropic, and the expansion valves are isenthalpic. 

Water conditions of the external circuits are calculated with the UA value of each component. Table 1 

shows the UA values for all the components of the AHP.   
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Table 1. UA values for each component of the AHP.  

Component Characteristics Value Unit 

Evaporator UA 14.33 kW/C 

Condenser UA 4.734 kW/C 

Absorber UA 27.07 kW/C 

Desorber UA 58.17 kW/C 

Preheater UA 3.00 kW/C 

Solution heat exchanger UA 8.074 kW/C 

Water-solution heat exchanger UA 2.964 kW/C 

3.2. Air-handling unit model 

To model the system properly, typical assumptions for desiccant systems are used. The assumptions for the 

AHU are: 

• The air-handling unit operates under steady-state conditions. 

• Processes occurring in the desiccant wheel are adiabatic. 

• There is no mass transfer in the HC, the air humidity ratio ω at the inlet and outlet is constant. 

• Cooling process in the IEC occurs at a constant humidity ratio. 

The air-handling unit components are modelled by assuming UA value for the heating coil, the thermal 

effectiveness for the indirect evaporative cooler, the mass effectiveness for the desiccant wheel and the bypass factor 

for the cooling coil. Table 2 contains the assumed values for each component of the air-handling unit. 

Table 2. Specifications of the AHU.  

Component Characteristics Value Unit 

Heating coil UA 0.6468 kW/C 

Indirect evaporative cooler εt 0.727 - 

Desiccant wheel εm 0.52 - 

Cooling coil F 0.2875 - 

3.3. Solar thermal collectors 

Solar thermal collectors are modelled with the efficiency method, considering that the incidence angle 

modifier changes with longitudinal and transversal angles. In this sense, the thermal efficiency of the solar collectors 

is calculated with the following equation: 

 

where �̇�𝑆𝐶 is the fluid heating rate in the solar collectors, 𝐺0 is the total solar irradiance, 𝑇𝑎𝑣  is the average 

temperature of the solar collectors, 𝑇𝑎𝑚𝑏  is the ambient temperature, 𝜃 is the incidence angle, 𝑎0, 𝑎1, 𝑎2 are the 

efficiency parameters, and 𝐾(𝜃) is the incident angle modifier, which are empirical values provided by the 

manufacturer. The incident angle modifier is calculated as the product of a transversal (𝐾𝑇) and a longitudinal (𝐾𝐿) 

function: 

𝐾(𝜃) = 𝐾𝑇(𝜃𝐿 = 0; 𝜃𝑇) · 𝐾𝐿(𝜃𝐿; 𝜃𝑇 = 0) 

 Figure 6 shows the transversal and the longitudinal incidence angle modifiers as function of the incidence 

angle. 

 

 

 

 

𝜂𝑆𝐶 =
�̇�𝑆𝐶

𝐺0
 = 𝑎0 · 𝐾(𝜃) − 𝑎1 ·

(𝑇𝑎𝑣−𝑇𝑎𝑚𝑏)

𝐺0
− 𝑎2 ·

(𝑇𝑎𝑣−𝑇𝑎𝑚𝑏)
2

𝐺0
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Fig. 6: Solar thermal collector longitudinal and transversal incidence modifiers. 

The technical characteristics of the solar thermal collectors are included in Table . 

Table 3. Technical characteristics of the solar thermal collectors. 

Parameter Value Description 

Dimensions (mm) 1420, 2050, 100 Length, width, height 

Aperture area (m2) 4.46 - 

Number of vaacuum tubes (-) 21 - 

Concentration ratio (-) 1.704 - 

a0 (-)  0.642 Based on aperture area 

a1 (
W

m2 · K
) 

0.89 Based on aperture area 

a2 (
W

m2 · K2
) 

0.001 Based on aperture area 

Volume Flow rate (l/h) 10-500 - 

Max. operating pressure (bar) 10 - 

Stagnation temperature (ºC) 272 - 

Mirror solar reflectivity > 94 % - 

Mirror dimensions (mm) 1495, 1605, 4 Length, width, heigth 

  

The total number of solar thermal collectors is 20 and the water tank volume is 9.0 m3.  

4. Results 

 Results section is divided into two subsections. The first subsection is focus on the performance evaluation 

of the AHP. The second subsections is focus on the performance evaluation of the integrated system. 

4.1. Performance evaluation of the AHP 

Figure 7 shows the AHP Cooling coefficient of performance (COPC) and heating coefficient of performance 

(COPH) as function of the outlet condenser temperature, the chilled water temperature, the ambient temperature and 

the activation temperature. In terms of COPC, values follow the typical trend of the single-effect absorption chillers, 

but with higher values (from 0.82 to 0.93) due to the lower heat input required in the generator. The COPH is 

especially influenced by the driving hot water inlet temperature, with stable values (0.87–0.93).  

The summary of the trends for the COPC and the COPH is included in Table 4. In general, the higher the 

condenser and the chilled water temperatures, the higher the COPC and COPH. On the other hand, the higher the 

ambient temperature, the lower the COPC and COPH. The activation temperature has an opposite effect on the COPC 

and the COPH. In this sense, the higher the activation temperature, the higher the COPC and the lower the COPH. 
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Fig. 7: AHP Cooling COP and heating COP as function of the outlet condenser temperature (top-left), the chilled water temperature 

(top-right), the ambient temperature (bottom-left) and the activation temperature (bottom-right). 

Table 2. Results of the mathematical modelling of the AHP. 

Indicator Trend 

COPcool COPheat 

Trend Trend 

T16 increase ↑ increase ↑ increase ↑ 

T18 increase ↑ increase ↑ increase ↑ 

Tamb increase ↑ decrease ↓ decrease ↓ 

T11 increase ↑ increase ↑ decrease ↓ 

 

4.2. Performance evaluation of the integrated system 

Once the performance of the AHP is evaluated, the performance of the integrated system is carried out. Table 

5 shows the input parameters considered for the simulation of the integrated system. Ambient temperature ranges 

from 22 °C to 34 °C. Ambient relative humidity ranges from 0.4 to 0.8. Chilled water temperature ranges from 7 °C 

to 10 °C, outlet condenser temperature ranges from 60 °C to 65 °C and activation temperature ranges from 100 °C 

to 105 °C. In total, 120 operational conditions are evaluated from the integrated system. 

The performance of the integrated system is evaluated in terms of total cooling (Qcool,tot), which is calculated 

as the total cooling production of the system (the provided by the IEC and the CC); total COP (COPtot), which is 

calculated as the Qcool,tot over the activation heat required in the AHP. 
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Table 5. The updated list of input parameters for the  

simulation of the integrated system. 

RHamb Tamb oC T18 oC T16 
oC T11 oC 

0.4 22 7 60 100 

0.6 25 10 65 105 

0.8 28 
  

 

 31 
  

 

 34 
  

 

 
The main results of the simulations are included in Table 6. This Table shows the highest COPtot and Qcool,tot 

achieved by the integrated system under different ambient conditions, and the operational conditions that allow to 

achieving this performance. Generally, the highest COPtot is achieved at T16=65 oC and T11=100 oC. On the other 

hand, the highest Qcool,tot is achieved at T18=10 oC, T16=60 oC, and T11=105 oC. 

Table 6. Operating conditions at RHamb = 0.6 and different  

ambient temperatures Tamb = 22 - 34 oC. 

T11 = 105 oC COPtot Qcool,tot T18 
oC T16 

oC T11 
oC 

Tamb=22 oC 

RHamb=0.6 

Highest COPtot 1.113  7 65 100 

Highest Qcool,tot 84.35 10 60 105 

Tamb=25 oC 

RHamb=0.6 

Highest COPtot 1.143  7 65 100 

Highest Qcool,tot 76.60 10 60 105 

Tamb=28 oC 

RHamb=0.6 

Highest COPtot 1.16  7 65 100 

Highest Qcool,tot 68.93 10 60 105 

Tamb=31 oC 

RHamb=0.6 

Highest COPtot 1.209  10 65 100 

Highest Qcool,tot 61.33 10 60 105 

Tamb=34 oC 

RHamb=0.6 

Highest COPtot 1.192  10 65 100 

Highest Qcool,tot 53.79 10 60 105 

5. Conclusions 

This study presents an energy analysis and performance evaluation of an integrated solar-driven air 

conditioning system using an AHP with condensation heat recovery and an AHU with a DW and IEC. The AHP is 

activated with ETC with mirrors with low concentration design (<2). The single components of the system and the 

integrated system have been numerically evaluated. 

First, the performance of the AHP is separately evaluated. The results for the AHP simulations are presented 

in Figure 7 and Table 4. In general, the higher the condenser and the chilled water temperatures, the higher the COPC 

and COPH. On the other hand, the higher the ambient temperature, the lower the COPC and COPH. The activation 

temperature has an opposite effect on the COPC and the COPH. In this sense, the higher the activation temperature, 

the higher the COPC and the lower the COPH. 

The, the integrated system is studied. In this case, the highest COPtot achieved by the system is 1.21, which 

is reached with an ambient temperature of 31 ºC, a chilled water temperature of 10 ºC, an outlet condenser 

temperature of 65 ºC and an activation temperature of 100 ºC. The highest cooling capacity achieved by the system 

is 84.35 kW, which is reached with an ambient temperature of 22 ºC, a chilled water temperature of 10 ºC, an outlet 

condenser temperature of 60 ºC and an activation temperature of 105 ºC. 
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Abstract 

In the Agroindustry, as in the rests of productive sectors, the current need to reduce CO2 emissions and reaching 

sustainable growth justifies the necessity to integrate renewable energy sources. Greenhouses facilitate the 

improvement of the agricultural production process, but they also need an adequate energy supply to ensure the ideal 

ambient conditions for crop growth. The use of solar energy is a convenient solution due to its easy access in rural 

locations in many world areas. However, sizing the solar field for greenhouses, both in terms of area and technology, 

has the challenge of supplying the seasonal demand of thermal loads. The objective of this work is to evaluate the 

advantages of using a hybrid solar field with FPC-PTC in series integrated with an absorption chiller to provide the 

heating and cooling demand of a greenhouse of tomatoes in Almería, Spain. It was considered solar fields between 

80 m2 to 540 m2. The results show that a hybrid configuration with 50% of PTC increases the energy contribution of 

the solar systems in the summer months and allows a solar fraction over 0.96 with a solar field area smaller than half 

of the greenhouse area. In comparison with the solar field with FPC, the hybrid configuration increased the solar 

fraction in summer months up to 32 percent. 

Keywords: absorption chiller, hybrid solar field, greenhouse 

 

1. Introduction 

Industry requires a decrease in fossil energy consumption and CO2 emissions, especially the food sector, which is 

highly related to population growth to reach the goal of decarbonized energy. In this sense, temperature control is a 

key factor in industrial production for cooling and heating processes (Villarruel-Jaramillo et al., 2021). Furthermore, 

high-efficiency agricultural production is one of the essential tools to satisfy the growing demand for food. Modern 

agrarian production facilities are designed for the optimal use of land, water, and energy, making agricultural 

exploitation a semi-industrial production process (Cabrera et al., 2017). Greenhouses are ideal for the optimal use of 

the resources required for agricultural production because they allow controlling primordial variables for crop growth 

like ambient temperature, and the correct irrigation of water and fertilizers (Cabrera et al., 2017). Depending on the 

location’s weather characteristics and temperature requirements of the crop, temperature control inside greenhouses 

produce heating and cooling demands that need to be supplied with sustainable energy resources. The agricultural 

sector is mainly located far from residential areas and tends to burn liquefied petroleum gas (LPG) for heat processes. 

One of the solutions for sustainable agroindustry is the incorporation of solar energy into the production process 

(Prieto et al., 2021). However, the demands for heating and cooling can generate a sizing challenge when considering 

the variables given by the quantity of product, weather conditions, and characteristics of the space to be heated (Gil 

et al., 2021).  

Solar systems have been shown to be able to satisfy the energy requirements of greenhouse facilities (Lazaar et al., 

2015; Mahmood and Al-Ansari, 2021; Prieto et al., 2021; Sajid and Bicer, 2021). However, using solar energy to 

meet thermal demand in summer for cooling could be a challenge due to the high energy consumption of the 

absorption chiller, and the flat plate collectors (FPC) tend to generate low heating rates in the first hours of the day. 

Consequently, it is necessary to use an auxiliary boiler to supply heat that increases fossil fuel consumption in hours 

with solar radiation availability. For this reason, implementing schemes that improve the solar system’s energy 

performance under the seasonal energy demand of greenhouse applications could encourage the application of solar 

technologies in the agro-industrial sector. Tian et al. (2018) evaluated the behavior of a hybrid solar field (HF) with 

parabolic trough collectors (PTC) connected in series with FPC for district heating. The HF showed the ability to 
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improve the energy output on summer days of the solar system compared to an individual field with FPC. However, 

the system's behavior has not been explored considering high demands in cooling processes during summer with 

thermal machines, a seasonal period in which the HF mostly benefited. In this sense, HF could have the potential to 

outperform the seasonal performance of FPC solar systems in thermal cooling applications, where demand increases 

simultaneously when HF performance grows. This works aims to evaluate the energy performance of FTC-PTC 

hybrid systems under the seasonal energy requirements for cooling and heating a greenhouse. 

2. Methodology 

2.1 Case Study 

The evaluations were carried out considering the meteorological data of a location in the Andalusia Province in Spain 

(Lat: 36.85°, Long: -2.38°) and the thermal demand of a tomato production greenhouse with an area of 680 m2. The 

cooling and heating loads were calculated using the methodology presented by (Cabrera et al., 2017), considering 

set-point temperatures of 12 oC and 27 oC for the night and day periods, respectively, and relative humidity inside 

the greenhouse of 80%.  The monthly cooling and heating demand are shown in fig. 1c. The system is configured 

with a hot thermal storage tank (HTES), a solar field, an absorption chiller with a nominal capacity of 70 kW for 

cooling, and a gas auxiliary boiler to supply the required heat when the solar systems cannot supply all the chiller or 

heating demand. Two configurations of solar fields are evaluated: 1) individual solar field with FPC (FPC-IF), and 

2) hybrid solar field with FPC and PTC with east-west tracking integrated in series with an area proportion of 50 % 

of FPC. The scheme of the system with the hybrid solar field is shown in fig. 1b. A seasonal operation strategy with 

two control modes is implemented.  In control mode 1, solar energy is stored to supply the night heating demand, 

and only excess energy is used to supply the chiller’s energy requirements. In control mode 2, solar energy is used 

to supply the chiller’s demand, and the stored energy is used for the night heating load. In fig. 1c is shown the periods 

of the year when control modes 1 and 2 are activated.    

 

Figure 1: a) Total irradiance on tilted surface; b) FPC-PTC+ABS hybrid solar field diagram for greenhouse air conditioning and c) 

Monthly thermal demand for cooling and heating, and intervals of control strategy  

2.2 Numerical model and system sizing   

The software to simulate the proposed scheme is TRNSYS, which uses the norm EN12975-2 Dynamic Efficiency 

Approach with the types 1289 and 1288 for resolving the numerical model of the FPC and PTC, respectively 

(TRNSYS, 2017). On the other hand, thermal storage (HTES) is modeled with Type 158, simulating a constant 

volume stratified storage tank with a vertical configuration. Type 91 simulates heat exchangers with constant 

effectiveness (ε) of 0.7. Finally, the chiller is modeled using Type 107, which requires a data file that contains the 

instant capacity and the capacity fraction for each inlet temperature of the generator (Tgen), cooling water tower (Tcwt), 

and the setpoint temperature for the chilled water (Tchi) obtained from the nominal data and operation curves of the 

catalog (TRNSYS, 2019). Table 1 shows the types and parameters used in the numerical simulation.  
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Tab. 1: Model parameters for TRNSYS simulation  (Janotte et al., 2009; SP Technical Research Institute of Sweden, 2016)  

 

Component 

 

TRNSYS Type 

 

Parameters 
 

 

Value 

 

Unit 

Flat plate collector 

(HTHEATboost 35/10) 

1289  0.779 - 

C1 2.41 W/(m2K) 

C2 0.015 W/(m2K2) 

C5 6.798 kJ/(Km2) 

Kd 0.98 - 

Parabolic trough collector 

(Solitem PTC1800) 

1288  0.683 - 

C1 0 W/(m2K) 

C2 0.015 W/(m2K2) 

C5 6.798 kJ/(Km2) 

Kd 0.012 - 

Storage tank 158 Loss Coefficient 0.923 W/(m2K) 

Heat exchangers 91 ε 0.7 - 

Absorption chiller 

(Yazaki SC-20) 

107 Capnominal 70.33 kW 

QGen 100.5 kW 

COP 0.7 - 

Tgen 70-95 °C 

Tcwt 26-33 °C 

mchi 10992.6 kg/hr 

mgen 17283.8 kg/hr 

mcwt 36725.3 kg/hr 

 

The solar field pre-sizing is based on the F-Chart method, which estimates the solar field's monthly heat production 

in function of the monthly irradiation on the inclined plane (IT), temperature ambient (Tamb), and the thermal 

demand of the process. In that sense, the solar field is designed to reach different solar fractions between low to high 

solar coverage of the energy required for heating (QLH) and the energy needed for the generator (QGen) of the 

absorption chiller to meet the cooling demand. For the case of the hybrid solar field, a criterion parameter is 

introduced for the area sizing called fraction area (FA), as shown in the flow chart in Fig. 2. FA estimates the area of 

FPC based on a fraction of the total area of the solar field, for this work FA=0.5.  

 

Figure 2. Flow chart for the pre-sizing of the hybrid solar field. 
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2.3 System energy efficiency  

The system energy efficiency is calculated like the ratio between the useful energy delivered by the system to the 

greenhouse and the input energy from the solar radiation and gas consumed by the auxiliary boiler (Dias et al., 2019). 

The system energy efficiency for the FPC-IF and the HF are calculated from Eq. 1 and Eq. 2 respectively.  

 

𝜂𝑠𝑦𝑠𝐹𝑃𝐶−𝐼𝐶 =
𝑄ℎ𝑒𝑎𝑡𝑖𝑛𝑔+𝑄𝑐𝑜𝑜𝑙𝑖𝑛𝑔

𝑄𝐹𝑃𝐶−𝐼𝐶+𝑄𝑏𝑎𝑐𝑘𝑢𝑝
    (eq. 1) 

𝜂𝑠𝑦𝑠𝐻𝐹
=

𝑄ℎ𝑒𝑎𝑡𝑖𝑛𝑔+𝑄𝑐𝑜𝑜𝑙𝑖𝑛𝑔

𝑄𝐹𝑃𝐶−𝐻𝐹+𝑄𝑃𝑇𝐶−𝐻𝐹+𝑄𝑏𝑎𝑐𝑘𝑢𝑝
             (eq. 2) 

 

Where 𝑄ℎ𝑒𝑎𝑡𝑖𝑛𝑔 and 𝑄𝑐𝑜𝑜𝑙𝑖𝑛𝑔  are the energy delivered for the system to the heating and colling demand respectively, 

𝑄 𝐹𝑃𝐶−𝐼𝐶 is the solar energy received by the FPC solar field with individual configuration, 𝑄 𝐹𝑃𝐶−𝐻𝐹 and 𝑄 𝑃𝑇𝐶−𝐻𝐹 

are the energy received by the FPC and PTC solar fields of the HF and 𝑄𝑏𝑎𝑐𝑘𝑢𝑝 is the energy consumed by the 

auxiliary boiler.  

3. Results 

Fig. 3 shows the monthly solar fields’ energy losses (𝑄𝐿𝑆𝑜𝑙𝑎𝑟𝐹𝑖𝑒𝑙𝑑), the solar fields’ useful energy (𝑄𝑈𝑆𝑜𝑙𝑎𝑟𝐹𝑖𝑒𝑙𝑑), the 

backup energy (𝑄𝐵𝑎𝑐𝑘𝑈𝑝) and the solar fraction (SF) for the smallest evaluated area and the area with the best relation 

between solar fraction and efficiency (204 m2 and 208 m2 for the FPC and HF, respectively). Results indicate that 

the HF allows having a more constant SF throughout the year while FPC presents higher differences between the 

summer and winter months.  Fig. 3(a2) and Fig. 3(b2) show that for similar solar field areas, the HF reaches higher 

SF from April to September, where the highest demand requirements for the greenhouse are concentrated. In these 

months, the HF allows SF improvements with 32 % and 25 % values over the FPC in June and July, respectively.  

 

Figure 3: Monthly energy for the two solar field configurations (a. FPC solar field and b. FPC-PTC solar field) 
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In Fig. 4 are presented the heat flow rate maps of heating and chiller’s heat demand (Fig. 4a), the heat flow rate 

produced by the FPC-IF with a total area of 204 m2 (Fig. 4b), and the heat flow rate produced by the HF with a total 

solar field area of 208 m2. Fig. 4a shows that heating requirements occur at night and in the early morning and late 

afternoon. Fig. 4b, while Fig. 4c indicates that the HF supplies more heat than the FPC-IF in the morning and noon 

hours of days in summer, allowing it to reach higher values of SF in the months with the biggest heat requirements 

of the greenhouse, which is consistent with the behavior observed in Fig. 3. In Fig. 4 we can also observe that the 

seasonal operation strategy allows that in winter months the FPC-IF and the HF have similar and high coverage of 

the heating demand, but the FPC-IF has slightly better coverage of the small cooling energy requirements in this 

period.  

 
Figure 4: Heat flow rate maps of a) heating and chiller’s heat demand; b) heat flow rate produced by the FPC-IF with a total area of 

204 m2 and c) heat flow rate produced by the HF with a total solar field area of 208 m2 

In Fig. 6 is shown the comparison of the solar fraction and efficiency of the FPC-IF and HF for different values of 

the total solar field area. Results indicate that for the smallest areas evaluated, both configurations have similar values 

of SF. Nevertheless, for larger areas, the HF has higher values of SF than the individual configuration, presenting a 

difference of 7% for areas of 300 m2, allowing the HF to reach values of SF over 0.96 with areas smaller than half 

of the greenhouse area.  

 
Figure 6:  Comparison of solar fraction and efficiency of the system between FPC and hybrid solar field (FPC-PTC) schemes. 

According (Sadi and Arabkoohsar, 2020), the solar cooling systems with PTC presented low performance with 

respect to the use of FPC due to the highest temperature of PTC reducing the coefficient of performance (COP) of 

the absorption chiller. In contrast, the results observed in this study show that the hybridization of FPC-PTC allows 

higher solar coverture with a smaller area, representing a clear advantage with respect to the FPC due to the backup 
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energy savings during summer.  

Results of this work indicate that the HF allows a more constant SF throughout the year, attenuating the decrease in 

energy production observed in the FPC in the summer months. The HF has been shown to produce a better energy 

coverage than the FPC in most hours of summer days, a period of time when the heat requirement of the greenhouse 

is bigger. This is due to two main factors: 1) the improvement in the PTCs performance with the higher levels of 

direct radiation in summer; 2) the higher reduction of the FPC efficiency with the increment of the solar field 

operation temperature due to the requirements of the chiller generator. The improvement of the solar energy coverage 

with the HF in the summer months agrees with the findings of (Tian et al., 2018), and shows the potential of this type 

of configuration to supply solar energy to facilities with seasonal energy demands of cooling and heating.   

4. Conclusion 

This work evaluated the energy performance of hybrid solar systems with FPC-PTC to satisfy the energy 

requirements for heating and cooling of a greenhouse for tomato production in the south of Spain. The energy 

performance of the hybrid solar field was compared with an FPC solar field with individual configuration. The 

comparison was made in terms of heat flow rate, total monthly energy and annual solar fraction, and the systems 

were simulated using TRNSYS software.  

Results show that a HF can mitigate the reduction of the energy coverage observed in the FPC in the months with 

higher greenhouse energy consumption. The HF allows improvements in the solar fraction up to 32 % and 25% in 

June and July, respectively, and significant enhancements in the other months between April and September. The 

findings of this work indicate the capacity of the FPC-PTC hybrid configuration to improve the energy performance 

of solar systems under seasonal energy demand for heating and cooling. Also, the HF system shows the potential to 

provide energy to other productive processes with seasonal energy demand and higher temperature requirements. In 

future works, the economic feasibility of this system and its performance under other solar resources and process 

temperature requirements will be evaluated. 
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Abstract 

The Radiative Collector and Emitter (RCE) is a renewable technology which enables heating and cooling in a single 
device. It is an innovative concept which reduces the dependency on fossil fuels, and therefore diminishes the carbon 
footprint. Africa as a whole, presents a high demand of cooling, and covering these needs with renewable energy is 
possible thanks to Radiative Cooling (RC). Three simulations were performed in Africa (Agadez, Calvinia and 
Libreville) to determine the relation between cooling and Domestic Hot Water (DHW) demands compared with the 
renewable energy produced with the RCE. Results show an annual coverage of the cooling demand of 26.80% at 
Agadez and 8.72% at Libreville, while at Calvinia there are surpluses almost all the year. DHW is fully covered with 
solar collection The simulations also show that temperatures below the ambient may be achieved in cold storage 
tanks. Actually, these temperature differences are 5.56ºC, 3.36ºC and 4.50ºC at Agadez, Calvinia and Libreville, 
respectively. 

Keywords: Radiative cooling, solar thermal collection, renewable energy, energy demand, Africa 

 

1.  Introduction 
Residential and commercial buildings are responsible for the consumption of 40% of the energy of the world (Atmaca 
and Atmaca, 2022). Part of this energy is used to refrigerate by means of non-renewable energy sources and, thus 
greenhouse gases are emitted. If nothing is done, the situation may become cyclic, as shown in Fig. 1. 

  
Fig. 1: Hypothetical situation derived from covering                                                                                                                                 
cooling demands with contaminant energy sources 

An alternative presented is known as Radiative Collector and Emitter (RCE): the combination of radiative cooling 
and solar heating in a single device, producing heat during daytime and cold during nighttime. It is an innovative 
concept which helps to reduce the dependency on fossil fuels, and therefore reduces the carbon footprint. 

The Radiative cooling (RC) is being studied as a passive cooling strategy which cools without any electricity input, 
having an important impact on global energy consumption (Raman et al., 2014). The aim is to radiate heat to outer 
space through the infrared atmospheric window between 8 and 13 µm wavelengths (Li et al., 2019), obtaining 
temperatures below the ambient. 
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According to Vall et al. (2018) and Castell et al. (2020), the RCE (Fig. 
2 and 3) has a similar shape to a flat plate solar thermal collector with 
two working modes: solar collection and radiative cooling. The water 
flowing through the device is heated during the day and chilled during 
the night. Different material characteristics are needed to operate 
under these different modes, and for this reason, it incorporates a 
movable cover. The collector is placed horizontally to maximize 
radiation to the sky. The solar collection cover lets solar radiation get 
to the collecting surface while mid and far infrared radiations are 
blocked. On the other hand, the radiative cooling cover lets emit 
thermal radiation into the atmosphere. 

 

 
Fig. 3: RCE components for the heating mode (top) and cooling mode 

(bottom)  

 

 

Fig. 4: Selected locations to obtain the energy 
demand and production 

Regarding the maps created by Aili et al. (2021), high values of annual mean net cooling power are found in most 
parts of Africa. Considering the RC potential, three African regions can be distinguished: the Sahara Desert with the 
highest RC power potential, the tropical area remarkable for low values and the south of Africa with values in 
between. 

This study presents an analysis related to the demands of cooling and domestic hot water (DHW) of three identical 
office buildings in Africa compared with the RCE’s energy production. As it can be seen in Fig. 4, the offices are 
specifically located in Agadez (high RC power potential), Libreville (low RC power potential) and Calvinia (cooling 
potential in between).  

 

2.  Data acquisition and methodologies 
Meteorological information was obtained from the Meteonorm database (Remund et al., 2019), corresponding to the 
radiation period from 1991 to 2010 and the temperature period from 2000 to 2009. DHW and cooling demands were 
obtained from the EnergyPlus simulation software, in which office buildings were taken from the USA Department 
of Energy, DOE (“Commercial prototype Building Models,” n.d.) (Fig. 5). The same modifications were made as 
those implemented by Vall et al. (2018), that is to say, set point temperature schedules at 25/27ºC and natural 
ventilation through occupants controlled windows (7-22 h). The same building (Tab. 1) was used in the three 
locations in order to get comparable results, as the offices usually have the same comfort indoor conditions in all 
locations. 

Tab. 1: Geometric parameters of the offices simulated 

Wall area [m2] Window area [m2] Net conditioned area [m2] Roof area [m2] 

1,978.00 652.60 4,982.20 1,660.50 

 Fig. 2: RCE prototype with a movable cover. 
Extracted from Castell et al. (2020) 
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The Trnsys software was used to simulate the facility shown in Fig. 6 and to determine the production of energy. 
During the day, water from the hot tank was heated in the RCE, while during the night, water from the cold tank was 
refrigerated.  

The results obtained (energy demand and production) were then analyzed using RStudio. 

 
Fig. 5: Office building simulated in EnergyPlus 

 
Fig. 6: Scheme of the facility simulated in Trnsys 

The RCE device was presented as a Trnsys type, simulating the model developed and experimentally validated by 
Vall et al. (2020), in which parameters like the difference between the fluid temperature at the inlet and outlet of the 
RCE were calculated using energy balances between the device, the ambient air and the sky. The working mode 
(daytime solar collection or nighttime radiative cooling) was also considered. 

Hot and cold tanks were used to store water obtained from heating and cooling modes, respectively, and to cover 
demands when needed. The demand was simulated in the following way: water from the hot and cold tanks was 
replaced by grid water at 20ºC during the night and during the day, respectively. 

The controller type determined whether the RCE worked as a solar collector or as a radiative cooler, and modified 
both the pump flow rate (changing its speed) and the cover properties of the RCE (allowing the correct operation in 
each mode). The daily sunrise and sunset time were used to determine whether it was nighttime or daytime, and thus 
select the radiative cooling or solar collection mode, respectively. 

The total roof surface in the analyzed building was 1,660.5 m2. In this study, 1,330.0 m2 (𝐴𝐴𝑅𝑅𝑅𝑅𝑅𝑅), 80% of the total 
roof surface, was filled with RCEs in order to cover as much cooling demand as possible. A reasonable 20% of the 
roof was left for other uses. As the RCE’s surface is 2 m2, a total amount of 665 plates were required. The main 
technical characteristics of each RCE are presented in Tab. 2. 

Tab. 2: Technical data of the RCE 

Pipe diameter Pipe thickness Insulation thickness 

8.00 mm 0.60 mm 30.00 mm 
Cover solar absorptivity 

(heating mode) 
Cover solar transmissivity 

(heating mode) 
Cover solar reflectivity 

(heating mode) 
0.05 0.90 0.05 

Cover > 4 µm absorptivity 
(heating mode) 

Cover > 4 µm transmissivity 
(heating mode) 

Cover > 4 µm reflectivity 
(heating mode) 

0.80 0.10 0.10 
Cover solar absorptivity 

(cooling mode) 
Cover solar transmissivity 

(cooling mode) 
Cover solar reflectivity 

(cooling mode) 
0.10 0.80 0.10 

Cover > 4 µm absorptivity 
(cooling mode) 

Cover > 4 µm transmissivity 
(cooling mode) 

Cover > 4 µm reflectivity 
(cooling mode) 

0.10 0.80 0.10 

Radiator solar absorptivity Radiator solar transmissivity Radiator solar reflectivity 

0.95 0.00 0.05 

Radiator > 4 µm absorptivity Radiator > 4 µm transmissivity Radiator > 4 µm reflectivity 

0.95 0.00 0.05 
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The tanks were dimensioned to store the heated and cooled water obtained during the daytime or nighttime hours, 
respectively, allowing their future use when required. The volume of the cold tank (𝑉𝑉𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡) was determined using 
eq. 1 and the water flow rate for the cooling mode (�̇�𝑚𝑅𝑅𝑅𝑅) was obtained using eq. 2. 

𝑉𝑉𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑞𝑞𝑐𝑐·𝐴𝐴𝑅𝑅𝑅𝑅𝑅𝑅·𝑡𝑡𝑅𝑅𝑅𝑅
𝑅𝑅𝑝𝑝·Δ𝑇𝑇𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡·𝜌𝜌𝑤𝑤

                             [𝑚𝑚3]                  (eq. 1) 

�̇�𝑚𝑅𝑅𝑅𝑅 = 𝑞𝑞𝑐𝑐·𝐴𝐴𝑅𝑅𝑅𝑅𝑅𝑅
𝑅𝑅𝑝𝑝·Δ𝑇𝑇𝑅𝑅𝑅𝑅𝑅𝑅

                                           [𝑘𝑘𝑘𝑘/𝑠𝑠]                (eq. 2) 

where 𝑞𝑞𝑐𝑐 is the expected RC power (50 𝑊𝑊𝑚𝑚−2), 𝑡𝑡𝑅𝑅𝑅𝑅  is the time in which RC can be applied (8 ℎ/𝑑𝑑𝑑𝑑𝑑𝑑 =
28,800 𝑠𝑠/𝑑𝑑𝑑𝑑𝑑𝑑), 𝐶𝐶𝑝𝑝 is the water specific heat (4,192 𝐽𝐽/(𝑘𝑘𝑘𝑘 · 𝐾𝐾)), Δ𝑇𝑇𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 is the temperature decrease of the water in 
the tank (10 𝐾𝐾/𝑑𝑑𝑑𝑑𝑑𝑑), 𝜌𝜌𝑤𝑤 is the water density (1,000 𝑘𝑘𝑘𝑘/𝑚𝑚3) and Δ𝑇𝑇𝑅𝑅𝑅𝑅𝑅𝑅  is the temperature difference between the 
inlet and outlet of the RCE (2 𝐾𝐾). It should be noted that the mentioned values of 𝑞𝑞𝑐𝑐, Δ𝑇𝑇𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 and Δ𝑇𝑇𝑅𝑅𝑅𝑅𝑅𝑅  are possible 
and reasonable according to the results from Castell et al. (2020). 

On the other hand, the daytime facility was sized accomplishing the recommendations given by the Spanish public 
organization called IDAE (Institute for the Diversification and Saving of Energy) depending on the collecting surface 
(𝐴𝐴𝑅𝑅𝑅𝑅𝑅𝑅): minimum volume of the hot tank of 75 𝐿𝐿/𝑚𝑚2 and water flow rate of 40 − 60 𝐿𝐿/(ℎ · 𝑚𝑚2). 

To sum up, the dimensioning of the installation is shown in Tab. 3. 

Tab. 3: Facility parameters in each working mode 

Working mode Water flow rate [kg/s] Tank volume [m3] 

Solar collection (day) 22.17 99,750 

Refrigeration (night) 7.93 45,687 

As the water pump is a variable speed one, its flow rate is governed by the eq. 3. 

�̇�𝑚𝑅𝑅𝑅𝑅𝑅𝑅 = 𝛾𝛾 · �̇�𝑚𝑚𝑚𝑡𝑡𝑚𝑚                                         [𝑘𝑘𝑘𝑘/𝑠𝑠]                (eq. 3) 

where �̇�𝑚𝑅𝑅𝑅𝑅𝑅𝑅 is the mass flow rate flowing through the RCE, �̇�𝑚𝑚𝑚𝑡𝑡𝑚𝑚 is the pump maximum speed (22.17 kg/s – solar 
heating mode) and 𝛾𝛾 is the coefficient in charge of modifying the pump speed (𝛾𝛾 = 0.36 for the cooling mode). 

In addition, the monthly energy values produced were calculated using eq. 4 and 5. 

𝐸𝐸𝑅𝑅𝑅𝑅,𝑚𝑚𝑐𝑐𝑡𝑡𝑡𝑡ℎ = ∑ (𝑃𝑃𝑅𝑅𝑅𝑅 · Δ𝑡𝑡)𝑚𝑚𝑐𝑐𝑡𝑡𝑡𝑡ℎ    [𝑘𝑘𝑊𝑊ℎ/(𝑚𝑚2 · 𝑚𝑚𝑚𝑚𝑚𝑚𝑡𝑡ℎ)]   (eq. 4) 

𝐸𝐸𝑆𝑆𝑆𝑆,𝑚𝑚𝑐𝑐𝑡𝑡𝑡𝑡ℎ = ∑ (𝑃𝑃𝑆𝑆𝑆𝑆 · Δ𝑡𝑡)𝑚𝑚𝑐𝑐𝑡𝑡𝑡𝑡ℎ    [𝑘𝑘𝑊𝑊ℎ/(𝑚𝑚2 · 𝑚𝑚𝑚𝑚𝑚𝑚𝑡𝑡ℎ)]   (eq. 5) 

where 𝑃𝑃𝑅𝑅𝑅𝑅  is the radiative cooling power obtained in the RCE [𝑘𝑘𝑊𝑊/𝑚𝑚2], 𝑃𝑃𝑆𝑆𝑆𝑆  is the solar heating power obtained in 
the RCE [𝑘𝑘𝑊𝑊/𝑚𝑚2] and Δ𝑡𝑡 is the period of time [ℎ] in which 𝑃𝑃𝑅𝑅𝑅𝑅  and 𝑃𝑃𝑆𝑆𝑆𝑆  are obtained. 

 

3.  Results and discussion 
A comparison between the energy produced during daytime (solar heating mode) and nighttime (RC mode), for a 
year, is presented in Fig. 7, 8 and 9. It can be observed that solar collection increases during summer months, when 
solar radiation is higher. On the other hand, during the summer months, RC is lower in Niger and Calvinia, which is 
known as seasonal anomaly (Aili et al., 2021).  

The three locations are far away from each other. In fact, Agadez is in the northern hemisphere and Calvinia is in the 
southern hemisphere, which means that seasons are reversed. As Libreville is near the equator, the climate is quite 
stable all over the year and the results prove that. 
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Fig. 7: Monthly energy production in an office building at Agadez (Niger) 

 
Fig. 8: Monthly energy production in an office building at Calvinia (South Africa) 

 
Fig. 9: Monthly energy production in an office building at Libreville (Gabon) 

Fig. 10, 11 and 12 compare the cooling demand with the refrigeration energy production using radiative cooling, 
while Tab. 4 and 5 present the energy demand per square meter. The cooling demand at Agadez and Libreville is 
partially covered, while at Calvinia there are energy surpluses almost all the year (except January, February and 
March). Actually, Tab. 6 indicates that the mean annual cooling demand covered at Agadez and Libreville are 26.80% 
and 8.72%, respectively. In addition, the energy production at the capital of Gabon is quite stable, so the refrigeration 
covered is almost constant all the year (between 7.19% and 10.86%). 
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Tab. 4: Monthly DHW energy demand per square meter at each location [Wh/m2] 

 January February March April May June 

Agadez 196.84 177.66 205.51 184.99 194.62 190.93 

Calvinia 187.28 170.69 201.28 186.59 201.94 202.28 

Libreville 196.07 177.45 205.52 185.06 194.76 190.78 

 

 

July August September October November December 

Agadez 182.32 198.57 182.85 191.16 189.87 191.68 

Calvinia 194.80 210.20 189.84 192.87 186.50 184.22 

Libreville 182.47 198.57 183.02 191.34 189.99 191.34 
 
 

Tab. 5: Monthly cooling energy demand per square meter at each location [Wh/m2] 

 January February March April May June 

Agadez 4,765.18 6,305.88 10,018.44 11,956.56 13,943.80 14,200.91 

Calvinia 5,239.93 5,192.33 4,352.99 2,034.34 357.98 122.97 

Libreville 12,716.65 12,355.99 14,268.66 13,124.59 13,903.82 12,120.44 

 

 

July August September October November December 

Agadez 14,592.36 14,962.17 12,875.00 11,720.39 8,453.95 5,820.12 

Calvinia 176.26 102.77 406.39 1,813.79 2,647.50 4,172.68 

Libreville 10,751,45 11,640.36 11,022.00 11,754.51 12,008.53 12,752.14 
 

 

 
Fig. 10: Monthly refrigeration coverage in an office building at Agadez (Niger) 
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Fig. 11: Monthly refrigeration coverage in an office building at Calvinia (South Africa) 

 
Fig. 12: Monthly refrigeration coverage in an office building at Libreville (Gabon) 

Tab. 6: Percentages of cooling energy coverage (“surp.” indicates that there are surpluses that specific month) 

 January February March April May June 

Agadez 77.91 46.79 24.32 15.03 10.50 7.94 

Calvinia 73.00 68.21 84.22 surp. surp. surp. 

Libreville 8.16 8.16 7.28 8.09 7.19 9.03 

 

 

July August September October November December 

Agadez 8.66 10.99 12.56 14.50 33.50 58.95 

Calvinia surp. surp. surp. surp. surp. surp. 

Libreville 10.86 10.03 9.69 8.09 8.93 9.11 

On the other hand, Fig. 13, 14 and 15 compare the DHW demand with the heating energy production using solar 
collection. A clear difference in the order of magnitude is observed between the heating and cooling energy 
production. It is important to highlight that office building demands count with lower DHW demands per square 
meter than other buildings typologies, such as hotels or residential buildings (Vall et al., 2018). As the facility was 
dimensioned to achieve the maximum cooling energy in an office building, there are many DHW surpluses in all the 
locations (additional energy accumulated after having covered all the DHW demand). Possible uses of these DHW 
surpluses include district heating in cold regions in Africa, industrial cleaning or water preheating in industries. 
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Fig. 13: Monthly DHW coverage in an office building at Agadez (Niger) 

 
Fig. 14: Monthly DHW coverage in an office building at Calvinia (South Africa) 

 
Fig. 15: Monthly DHW coverage in an office building at Libreville (Gabon) 

Furthermore, Tab. 7 shows differences between the temperatures just before and after the Radiative Collector and 
Emitter. Higher changes of temperature are observed during daytime working mode (solar collection). Although the 
best performance is observed at Agadez when considering daytime mode, the best results are achieved at Calvinia 
for nighttime hours. 
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Tab. 7: Mean temperature changes between the inlet and outlet of the RCE 

 Mean temperature reduction (nighttime) Mean temperature increase (daytime) 

Agadez 0.89 ºC 3.95 ºC 

Calvinia 1.68 ºC 3.65 ºC 

Libreville 0.41 ºC 2.90 ºC 

Moreover, results extracted using RStudio show that sub-ambient temperatures may be achieved thanks to radiative 
cooling. As an average, the simulations indicate that during the night, temperatures of the cold tanks at Agadez, 
Calvinia and Libreville are 5.56ºC, 3.36ºC and 4.50ºC below the ambient, respectively. 

Fig. 16 through 21 show the inlet and outlet temperatures of an RCE, the temporal profile of solar radiation, and the 
net power obtained per square meter of RCE (heating or cooling power). Negative values are used to represent 
cooling. For each location, data from the 10th to the 17th of January and July are presented. This allows the analysis 
of the RCE’s performance under different weather conditions in each city. 

 
Fig. 16: Weekly RCE data from the 10th to the 17th of January at Agadez 

 
Fig. 17: Weekly RCE data from the 10th to the 17th of July at Agadez 
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Fig. 18: Weekly RCE data from the 10th to the 17th of January at Calvinia 

 
Fig. 19: Weekly RCE data from the 10th to the 17th of July at Calvinia 

 
Fig. 20: Weekly RCE data from the 10th to the 17th of January at Libreville 
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Fig. 20: Weekly RCE data from the 10th to the 17th of July at Libreville 

It can be observed that when solar radiation is at its maximum, the net power is also at its highest. In the opposite 
case, when radiation is low or null, cooling power is maximized thanks to the RC. It can also be appreciated that the 
cooling power is of a different order of magnitude than the solar collection power, as mentioned before. The solar 
collection mode allows higher temperature changes compared to the Radiative Cooling mode, but the temperature 
reduction is enough to extract heat from the offices using close to ambient refrigeration systems, such as radiant 
floors or ceilings. The highest cooling potential results for these weeks are found in Calvinia. 

 

4.  Conclusions 
As it was expected, the solar heating energy produced is higher than the energy obtained with RC. Mean annual 
values of heating energy production at Agadez, Calvinia and Libreville are 136.14 MWh/month, 110.73 MWh/month 
and 113.33 MWh/month, respectively; while the results of cooling energy production are 10.78 MWh/month, 23.06 
MWh/month and 5.33 MWh/month, respectively. 

While the cooling demand at Agadez and Libreville is partially covered (26.80% and 8.72%, respectively), at 
Calvinia there are surpluses almost all year. On the other hand, there are many Domestic Hot Water surpluses in all 
the locations. This extra energy could be used in nearby buildings or industries for other heating purposes such as 
building heating, commercial laundry or industrial pre-heating processes. 

The seasonal anomaly described by Aili et al. (2021) has also been observed, especially in Agadez and Calvinia, 
where less RC power is obtained during the summer months. 

The results also show that temperatures below the ambient may be achieved thanks to radiative cooling. In fact, mean 
annual temperature differences between the cold tanks and the ambient of 5.56ºC, 3.36ºC and 4.50ºC are observed 
at Agadez, Calvinia and Libreville, respectively. 
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Abstract 

About 5% of the world's energy consumption is used for indoor air conditioning Construction (UN 2021 Status 

Report). This study expects it to increase by up to 157% by 2050 under stated policies scenario. This could be 

accompanied by an increasing risk of power outages. To meet the enormous summer cooling demand of buildings, 

a component is therefore needed that provides cooling energy off-grid and emission-free. The façade-integrated 

adsorption cooling concept presented in this paper provides cooling energy in a decentralized and nearly emission-

free way. By using this concept, large pipe routes can be dispensed with, the use of environmentally harmful 

coolants can be avoided, and power generation peaks can be reduced. For this purpose, an optimization-based 

operation strategy for a novel adsorption cooling system is presented in this paper. In addition, to support an 

optimal conceptual design, the critical building parameters are identified, their number is reduced and varied with 

respect to energy efficiency.  

By applying a novel operation strategy, the system can be controlled more efficiently and in a more comprehensive 

adsorber orientation range compared to the previous operation strategy. In this context, the reduction of power 

consumption on the hottest day of the year shows a strong dependence on the adsorber orientation and the area 

ratio of the adsorption cooling components. In the optimal parameter configuration and using the new operating 

strategy, the power consumption can be reduced by 70%.   

Keywords: optimal operation, conceptual design, façade integration, adsorption cooling 

 

1. Introduction 

According to the UN's recently published 2021 Global Status Report for Buildings and Construction (UN 2021 

Status Report), the building sector contributes 37% of global carbon dioxide emissions and 36% of global energy 

consumption. Building cooling accounts for 5% of energy consumption annually. In addition, global energy 

demand for building cooling will increase between 29% to 157% by 2050, depending on the stated policies 

scenario. This could be accompanied by an increase in the risk of power outages. On the one hand, due to the 

simultaneous supply of the increasing cooling demand and, on the other hand, due to the drought-induced 

shutdown of power plants. 

Within this background, the Collaborative Research Centre 1244 (CRC 1244) at the University of Stuttgart 

interdisciplinary investigates adaptive building skins and structures to reduce resource consumption in building 

construction as well as energy consumption in building operation. Based on the results of the first research phase, 

the world's first adaptive high-rise experimental building (D1244) was inaugurated this year (Blandini et al., 

2022). They showed that lightweight adaptive buildings can reduce the greenhouse gas emissions over the entire 

life cycle (material + operation) by 40%. Unlike conventional massive buildings, lightweight buildings have low 

inherent thermal capacity and thus are prone to thermal oscillations.  
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The novel façade-integrated adsorption cooling system used in this work relies on the previous work of 

Boeckmann et al. (2021) and Heidingsfeldt et al. (2022). It addresses several challenges at a time by offering the 

possibility to provide energy for building cooling in a nearly climate-neutral and decentralized way and by 

refraining from the use of environmentally harmful coolants. Thus, it contributes to the reduction of emissions in 

construction and operation as well as to grid resilience. 

Prieto et al. (2017) and Almasri et al. (2022) supply a broad overview on current work on façade-integrated  

cooling and solar sorption cooling systems, respectively. Accordingly, solar energy is either converted into 

electricity in PV modules or into heat in solar collectors. From that cooling energy is mainly generated by using 

compression or sorption chillers, respectively. In the group of solar thermal cooling systems, which are studied 

widely, the most installations are either absorption or adsorption systems (Settino et al., 2016). The systems 

presented in the quoted technology overview have separated solar thermal collectors and sorption units, which are 

usually placed on the building’s roof or in the basement. In contrast to these systems, the adsorption system in 

this work combines the adsorber and the solar collector into one component, which allows it to be façade integrate 

able. This is favourable due to the high potential of solar energy harvesting in this area. Furthermore, the 

integration into the façade reduces the competition for space on the roof surface between HVAC systems, 

photovoltaics, terrace use or greenspace applications.  

The integration into the facade also leads to certain challenges. For example, the adsorber orientation must be 

adapted to the location. The mutual dependence of the adsorber orientation, the switching times of the operating 

phases and the cooling demand in the room must be coordinated. This requires a control concept that can consider 

the influencing factors presented. The current control concept, in the following called rule-based strategy, switches 

the phases based on predefined heuristics. External signals such as the solar energy input and internal states such 

as the pressures of the individual components are considered. This results in the main tasks of this work. In 

addition to the development of an optimization-based operating strategy of the facade-integrated adsorption 

cooling system, an efficiency analysis of selected system parameters is carried out. The discussion of the 

simulation results focusses on the following hypotheses: 

• The optimisation-based operation strategy enables lower power consumption than the rule-based strategy 

• The performance of the system strongly depends on the building orientation as well as the area ratio of 

the components 

The paper is organized as follows: In Section 2, the models of the adsorption cooling, the additional compression 

cooling, the air conditioning system, and the building are described. Furthermore, the control strategies of the total 

system and the adsorption cooling are explained and the parameters for the parametric study are introduced. The 

simulation results are presented and discussed in detail in Section 3. Finally, the study is concluded in Section 4. 

2. Methods 

The system consists of the building and the HVAC equipment. This includes the heat pump (HP), ventilation 

(AHU), compression cooling (COCH) system and the novel facade-integrated adsorption cooling (ADCH) 

system. All models and controls were created in Dymola with the modelling language Modelica. 

2.1. Building 

For the building model, the zonal model from the IBPSA library was used. This library forms the core of the 

validated Modelica building models Aixlib, Buildings, BuildingSystems and IDEAS. The building model was 

created for one squared building storey of the D1244 high-rise, with an internal ground area of 5.11m x 5.11m 

and 2.85m height. The variable volume of the evaporator is then subtracted from the room volume 𝑉𝑍. Weather 

data were generated for the location of D1244 on the university campus (N 48.749°, E 9.112°) using Meteonorm 

software. For all results, July 8 was selected as the hottest day of the test reference year. 

The building zone is surrounded by four types of facades, whose dimensions are the subject of parameter variation, 

the floor and roof. The facade types include a lightweight wall, a window wall, the adsorber and condenser 

components. The lightweight wall is constructed in five layers, their thicknesses and material properties are shown 

in Table 1. The window-to-frame ratio 𝑓𝑊𝐹, the secondary heat gain coefficient 𝑞𝑖 and other properties of the 

window wall are shown in Table 2. The window data were generated for a triple low-e argon glazing and vinyl 
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frame within the WINDOW 7.8 software.  The properties of the adsorber and condenser facade are presented in 

the subsection 1.c. The floor and ceiling were modelled as a 13cm thick steel-concrete layer (𝑐𝑝 = 1000
𝐽

𝑘𝑔𝐾
, 𝜆 =

2.5
𝑊

𝑚𝐾
, 𝜌 = 2500

𝑘𝑔

𝑚3  ). This corresponds approximately to the dimensions of adaptive ceiling systems, which are 

investigated within other subprojects of the CRC 1244. The internal and external combined convective-radiative 

heat transfer coefficients were taken from the EN ISO 6946 standard (ℎ𝑖𝑛𝑑 = 7.7
𝑊

𝑚2𝐾
, ℎ𝑒𝑥𝑡 = 25

𝑊

𝑚2𝐾
). The 

outermost short wave radiation absorption coefficient was set to 0.3. 

Table 1: Properties of the lightweight wall 

Layer Material 𝒔 [𝒄𝒎] 𝒄𝒑[
𝑱

𝒌𝒈𝑲
] 𝝀[

 𝑾

𝒎𝑲
] 𝝆[

𝒌𝒈

𝒎𝟑
] 

1 / outermost Plaster lime mortar 2 1000 0.869 1800 

2 Medium-density fibreboard 2 1700 0.130 650 

3 Mineral wool 10 840 0.032 30 

4 Medium-density fibreboard 2 1700 0.130 650 

5 / innermost Plaster gypsum 1.5 1000 0.333 1200 

 

Table 2: Properties of the window wall 

𝒈[−] 𝒒𝒊[−] 
𝑼[

𝑾

𝒎𝟐𝑲
] 

𝒇𝑾𝑭[−] 

0.279 0.09 0.942 0.1 

 

The building model is influenced by heat flows due to the interaction with the ambient temperature, the solar 

gains, internal gains, and those heat flows of the HVAC systems. The internal gains are active only in the range 

of working hours from 7-18h, where 2 people emit the total heat output �̇�𝐼𝐺 = 440𝑊. This results from the 

radiative and convective heat flows of each person and the convective heat flow of two PC (DIN V 18599-10 

Table A.2). 

2.2. Heat pump, ventilation, compression chiller 

A simple COP model is used for the heat pump and the compression chiller, cf. equations 1 and 2. The ventilation 

exchanges the room volume at the given air exchange rate 𝑎𝑐𝑟 with ambient air without heat recovery, cf. equation 

3. The EPM Pabst 6312 TDH fan, cf. equation 4, is assumed for the energy consumption of the ventilation. The 

total energy consumption is then calculated as the integral of all power components over the specified day, cf. 

equation 5. 

�̇�𝐻𝑃 = 𝐶𝑂𝑃𝐻𝑃  𝑃𝐻𝑃    𝐶𝑂𝑃𝐻𝑃 = 4   (eq. 1)  

�̇�𝐶𝑂𝐶𝐻 = −𝐶𝑂𝑃𝐶𝑂𝐶𝐻  𝑃𝐶𝑂𝐶𝐻   𝐶𝑂𝑃𝐶𝑂𝐶𝐻 = 3   (eq. 2)  

�̇�𝐴𝐻𝑈 =
𝑐𝑝,𝑎𝑖𝑟 𝜌𝑎𝑖𝑟 𝑉𝑍

3600
(𝑇𝑎 − 𝑇𝑍)𝑎𝑐𝑟       (eq. 3) 

𝑎𝑐𝑟 = 13.55
𝑚3

𝑊ℎ

1

𝑉𝑍
𝑃𝐴𝐻𝑈         (eq. 4) 

𝐸𝑡𝑜𝑡 = ∫ 𝑃𝐻𝑃 + 𝑃𝐶𝑂𝐶𝐻 + 𝑃𝐴𝐻𝑈𝑑𝑡
24

0
        (eq. 5) 

2.3. Façade-integrated adsorption chiller 

In contrast to the technical systems mentioned in subchapter 2.b, the novel facade-integrated adsorption system 

provides cooling without emissions during operation. The cooling system consists of the components adsorber, 

condenser and evaporator which are vacuum-tight and separably connected by valves. Figure 1 shows the 

schematic structures of each component. The adsorber contains zeolite as the adsorbent and water as the 

adsorptive. Zeolite is used because of its well-documented properties. Material optimization is the subject of future 
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work. To introduce the heat and maintain the vacuum medium, the adsorbate is encased and permeated with 

aluminium fins. It is decoupled from the interior of the room by a 4cm layer of vacuum insulation panel (𝑐𝑝 =

1000
𝐽

𝑘𝑔𝐾
, 𝜆 = 0.003

𝑊

𝑚𝐾
, 𝜌 = 150

𝑘𝑔

𝑚3  ). An air gap and glazing separate the adsorber from the environment. 

Switchable dampers are placed at the outlets and inlets of the air gap. The condenser is also encased and permeated 

with fins. It condenses water vapor and releases the heat to the environment. It is also insulated by a 4cm thick 

layer of vacuum insulation panel to the room. The evaporator is installed under the ceiling of the room. It is also 

encased and extracts the heat necessary for evaporation from the room.  

The components are connected to each other by valves depending on the operating phase, cmp. Figure 2. In phase 

1, the intermediate heating, all valves are closed and the adsorber is heated up by the absorbed solar radiation. In 

the subsequent desorption phase, phase 2, the valve from the adsorber to the condenser is opened. Water vapour 

desorbs out of the zeolite and is liquefied in the condenser. Then follows phase 3, the intercooling phase. During 

this phase, all valves are closed and the adsorber is cooled down to a lower temperature level. This cooling process 

is accelerated by opening the dampers. These dampers enable free convective cooling of the air gap in the adsorber. 

In the actual cooling phase, phase 4, opening the valve between the evaporator and the adsorber starts the 

adsorption process of water vapour from the evaporator to the zeolite. The dampers are opened to dissipate the 

heat generated in the process. The evaporation of the water cools it down, whereby heat is extracted from the room 

via the finned evaporator shell. The implemented model equations for the adsorption system are presented in the 

paper by Heidingsfeld et al. (2022).  

 

 

  

 

  

 egeneration  ooling phase 

Figure 2: Operation principle of the façade-integrated adsorption cooling system 

Figure 1: Schematic construction of adsorber (left, side view), condenser (center, top view) and evaporator (right) 
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2.4. Control concept 

A control concept was created for the building model, which specifies the control variables of the system and 

efficiently operates the system. The following manipulated variable and state constraints must be fulfilled. Within 

working hours, the room temperature must be between 21°𝐶 and 24°𝐶 (DIN 18599-10 Table A.2). Outside 

working hours, the limits are extended by 5𝐾. In addition, an air exchange rate 𝑎𝑐𝑟 between 2 ℎ−1 and 3 ℎ−1 must 

be achieved during working hours. This range was also expanded outside working hours to 0 ℎ−1 and 6 ℎ−1.  The 

control concept is shown in Figure 3. In the first link of the control chain, the set point of the total cooling capacity 

�̇�𝑡𝑜𝑡
∗  is determined from a set point/ actual value comparison of the room temperature. If the room needs to be 

warmed up, the heating output is transferred to the heat pump. However, this is not necessary for the selected day 

and is therefore not depicted. In the split unit, the individual systems are added one after the other. First, an attempt 

is made to achieve the total cooling capacity through the ventilation �̇�𝐴𝐻𝑈
∗ . If this cooling capacity is not sufficient, 

the adsorption cooling system is given the remaining cooling capacity �̇�𝐴𝐷𝐶𝐻
∗ . Finally, the remaining differential 

power is set to the compression cooling system �̇�𝐶𝑂𝐶𝐻
∗ . 

A blind is added to each window. To represent a realistic solar energy input with minimal computational effort, 

the mitigation factor 𝐹𝑐 value was set constant (𝐹𝑐 = 0.1) for all blinds. The control variables of the ventilation 

and compression cooling are the air change rate 𝑎𝑐𝑟 and electric power 𝑃𝐶𝑂𝐶𝐻 , respectively. They are set within 

their own PID control loops such that the specified setpoint is maintained. The manipulated variables of the 

adsorption cooling system are the valve positions between the evaporator and adsorber and between the adsorber 

and condenser, the damper positions 𝑑𝑚𝑝 in the adsorber air channel and the signal of the pump 𝑝𝑚𝑝 between 

the condenser and evaporator. In order not to open the two valves simultaneously, their valve signal is combined. 

Negative values of the combined signal enable desorption, only the valve to the condenser is opened. In contrast, 

only the valve from the evaporator to the adsorber is open for positive values 𝑣𝑙𝑣. At zero, both valves are closed. 

The combined valve signal 𝑣𝑙𝑣 is at zero in phases 1 and 3, at a constant -1 in phase 2 and at 1 in phase 4 if the 

applied setpoint cooling capacity �̇�𝐴𝐷𝐶𝐻
∗  is greater than the actual cooling capacity �̇�𝐴𝐷𝐶𝐻 from the evaporator. 

The dampers in the adsorber gap are opened as described above to support adsorber cooling in phases 3 and 4 and 

are closed in phases 1 and 2. Irrespective of the operating phase, the pump pumps water into the evaporator in the 

morning hours until a predefined water mass is reached. 

Decisive for the control of the valve and the air dampers is the selection of the phases in the 𝑆𝐸𝐿𝑃ℎ𝑎𝑠𝑒  block, cmp. 

Figure 3. Two approaches are compared in this work. The so-called 𝑟𝑏𝑑-approach (rule-based) switches the phase 

starting from phase 1 using fixed switching heuristics. The switching conditions are first published by 

Heidingsfeldt et al. (2022). With 𝑟𝑏𝑑-strategy, the phase is switched from 1 to 2 as soon as the adsorber pressure 

exceeds the condenser pressure (𝑝𝑎𝑑𝑠 > 𝑝𝑐𝑜𝑛). Intercooling starts as soon as the irradiation drops (�̇�𝑠 < 0), the 

irradiation on its surface is below a threshold (𝐺𝑠 < 200) and the adsorber loses  more heat than it receives 

(Δ�̇�𝑎𝑑𝑠 < 0). The cooling phase 4 starts if the evaporator pressure exceeds the adsorber pressure (𝑝𝑒𝑣𝑎 > 𝑝𝑎𝑑𝑠) 

and steps to intermediate heating with the sunrise at the next morning (�̇�𝑠 > 0 & 𝐺𝑠 > 0).  

𝑃𝐼𝐷𝑡𝑜𝑡 𝑆𝑝𝑙𝑖𝑡 

𝑇𝑍 

𝑇𝑍
∗ 

�̇�𝑡𝑜𝑡
∗  

�̇�𝐶𝑂𝐶𝐻
∗  

�̇�𝐴𝐷𝐶𝐻
∗  

�̇�𝐴𝐻𝑈
∗  

𝑃𝐼𝐷𝐴𝐻𝑈 

𝑃𝐼𝐷𝐶𝑂𝐶𝐻  

𝐷𝐸𝑇𝐴𝐷𝐶𝐻  

𝑆𝐸𝐿𝑃ℎ𝑎𝑠𝑒 

𝑆𝐸𝑇𝑣𝑙𝑣  

𝑆𝐸𝑇𝑑𝑚𝑝 

𝑆𝐸𝑇𝑝𝑚𝑝 

𝑎𝑐𝑟 

𝑣𝑙𝑣 

𝑑𝑚𝑝 

𝑝𝑚𝑝 

𝑃𝐶𝑂𝐶𝐻  

Figure 3: Schematic illustration of the control concept, set points with * 
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The second 𝑜𝑏𝑑-approach (optimisation-based) switches the phase number based on predefined points in time. 

The phase also starts at phase 1 and changes from 1 to 2 at time 𝑡12. For the subsequent switching times, the 

variables 𝑡23 and 𝑡34 were also introduced. The optimal times were determined for each set of configuration 

parameters such that the total energy consumption is minimal. To obtain the total energy consumption for a 

parameter set, the entire model was exported as an fmu-model and simulated in Python with fmpy. The optimal 

energy consumption under variation of the time variables was achieved by coupling the fmu-model with the solver 

scipy-optimize-minimize, using the Powell method. 

2.5. Parameter variation 

To verify the third central hypothesis of this work, the parameters that decisively influence the cooling 

performance of the façade-integrated adsorption cooling are varied and optimised in addition to the operating 

strategy. From the set of system parameters, 6 parameters were identified and reduced to 2 parameters. The 

parameters include the position of the adsorber 𝑜𝑟𝑎𝑑𝑠 and condenser 𝑜𝑟𝑐𝑜𝑛, the facade area ratios of adsorber 𝑓𝑎𝑑𝑠 

and condenser 𝑓𝑐𝑜𝑛, the floor area ratio of the evaporator 𝑓𝑒𝑣𝑎 and the azimuthal building orientation 𝛾𝑏𝑢𝑖𝑙𝑑.  

The façade area ratios 𝑓𝑎𝑑𝑠 , 𝑓𝑐𝑜𝑛 are limited by the defined areas of the windows and the total area. Each orientation 

has one window with the area ratio 𝑓𝑤𝑖𝑛 = 0.25. The sum condition must hold for each orientation: 𝑓𝑎𝑑𝑠 + 𝑓𝑐𝑜𝑛 +

𝑓𝑤𝑖𝑛 + 𝑓𝑤𝑎𝑙 = 1. The façade area of the lightweight wall type 𝑓𝑤𝑎𝑙  is adjusted so that the condition is fulfilled. 

The façade area ratios are proportional to the mass of zeolite and the heat exchange area of all three components. 

In this work the area ratios are set equal, 𝑓𝑎𝑑𝑠 = 𝑓𝑐𝑜𝑛 = 𝑓𝑒𝑣𝑎 = 𝑓. This scales the cooling capacities and exchange 

areas together. However, this reduction in complexity prevents the identification of dominant cooling capacity 

limitations.    

To consider a maximum angular range of the adsorber orientation 𝛾𝑎𝑑𝑠, the adsorber is always placed in the 

position 𝑜𝑟𝑎𝑑𝑠 = 1. The positions 𝑜𝑟𝑗 = {1,2,3,4} correspond to a south, west, north or east orientation, 

respectively, as long as the building is oriented towards the south 𝛾𝑏𝑢𝑖𝑙𝑑 = 180°. By varying the building 

orientation 𝛾𝑏𝑢𝑖𝑙𝑑, the adsorber orientation 𝛾𝑎𝑑𝑠 changes to the same extent. The condenser is always placed in 

position 3 since the modelling of the condenser does not yet include any interaction with solar irradiance and the 

north orientation is dominated by shadow.  

In summary, this paper considers the system efficiency analysis with respect to the façade area ratio 𝑓 and the 

adsorber orientation 𝛾𝑎𝑑𝑠. 

To obtain comparable energy consumptions, the initial temperatures of the room, adsorber, condenser and 

evaporator were set to a fixed value (𝑇𝑍 = 𝑇𝐸 = 24.3°𝐶, 𝑇𝐴 = 47.2°𝐶, 𝑇𝐶 = 25.7°𝐶). The initial value of the 

loading was chosen to satisfy the periodicity condition (|𝑥𝑎𝑑𝑠(𝑡 = 0) − 𝑥𝑎𝑑𝑠(𝑡 = 24ℎ)| < 10−4). This condition 

was achieved by iteratively setting the final value of the loading to the initial value until it was satisfied. This 

periodicity condition was applied to both operating strategies individually. 

3. Results & Discussion 

3.1. Comparison of the operating strategy 

To visualize the influence of the different operating strategies, the time trends in Figure 4 are used first. These 

show the operating phases, the adsorber loading and the current cooling capacity for both operating strategies. In 

this context, all area ratios are set to the value 𝑓 = 0.5 and the building is oriented in south-southeast direction 

𝛾𝑎𝑑𝑠 = 160° like the D1244. 

The phase curve depicted in Figure 4 shows that by using the 𝑜𝑏𝑑-strategy, desorption starts later, intercooling 

and the cooling phase start earlier. Along with the delayed start of desorption, there is no premature increase in 

loading as with the 𝑟𝑏𝑑-operating strategy. This increase in the desorption phase leads to opposite mass flows 

from the condenser to the adsorber and, as a result of its temperature increase, to lower cooling capacity. Flap 
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valves could be used to stop the backflow. The loading difference for the 𝑜𝑏𝑑 operating strategy is slightly larger, 

although the initial loading is larger. The cooling capacity drops earlier according to the earlier switching time 𝑡34 

and reaches a higher cooling load as with the 𝑟𝑏𝑑-strategy. The slightly increased loading difference in 

combination with the avoidance of backflows and the earlier start of the cooling phase finally leads to a higher 

cooling energy and 5.6% lower total electricity consumption 𝐸𝑡𝑜𝑡. 

Next, the dependence of the total energy consumption 𝐸𝑡𝑜𝑡 on the building orientation and the operating strategy 

was investigated, cmp. Figure 5. As before, the area ratios were set to f=0.5.   

The green curve results from an overall model with an inactive adsorption cooling system. In this case, the phase 

is kept constant at 1. This curve shows that the solar energy gains uniformly occur across all building orientations. 

This depends solely on the distribution of the windows across the building orientations. In comparison, the energy 

consumptions with active adsorption cooling system are consistently lower. The total energy consumption with 

𝑟𝑏𝑑-operating strategy drops very sharply from a threshold orientation in the range of 𝛾𝑎𝑑𝑠 ∈ {70°, 80°}. Prior to 

this threshold orientation, the switching condition from phase 4 to 1 holds at noon instead of in the morning on 

the following day due to a short and small increase in solar irradiation. As a result, the cooling phase, and the 

associated cooling power �̇�𝐴𝐷𝐶𝐻 are lower in this range, and the total power consumption is significantly higher. 

Compared to the 𝑟𝑏𝑑-operating strategy, the 𝑜𝑏𝑑-operating strategy enables lower energy consumption in the 

predominant range. Most importantly, it enables efficient operation in the range below the threshold orientation. 

In the range of west orientation 𝛾𝑎𝑑𝑠 > 180°, the 𝑟𝑏𝑑-operation strategy is slightly more suitable. Its curve shows 

a second smaller minimum. Due to an early switchover to phase 1 or 2 at noon, the loading is desorbed in the 

evening. As a result, the load unexpectedly increases in the morning and decreases in the evening, the loading lift 

is reversed. The 𝑜𝑏𝑑-operating strategy is not able to perform a reverse loading lift due to the fixed switchovers 

and fixed initial phase. A slight adjustment by coupling the initial phase and phase development to the building 

Figure 4: Time behaviour of the operating phases (left) and the adsorber loading 𝒙𝒂𝒅𝒔 and cooling capacity �̇�𝑨𝑫𝑪𝑯 (right) in 

comparison to both operating strategies 

Figure 5: Total daily energy consumption 𝑬𝒕𝒐𝒕 versus adsorber orientation 𝜸𝒂𝒅𝒔 with varying operating strategy. 
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orientation could offer significant advantages for both operation strategy for western adsorber orientations. 

3.2. Comparison of the system parameter 

To eliminate the small fluctuation of the energy consumption when the adsorption cooling is inactive with the 

adsorber orientation, cmp. Figure 5 green line, the relative difference to the consumption with an active adsorption 

cooling system is considered. These relative energy consumption reductions are shown in Figure 6 for both 

operating strategies and for a variable facade area ratio 𝑓. The facade area ratio is varied up to a maximum value 

of 𝑓𝑚𝑎𝑥 = 0.75.  

The energy reduction curve is similar to that of the absolute total electricity consumption in Figure 5, since the 

reference value with inactive adsorption cooling systems is nearly constant. Accordingly, the energy savings 

applying the 𝑟𝑏𝑑-operating strategy reveals the same drop as in the previously discussed results. Now it is shown 

that this threshold orientation is the same for all area ratios. This is because the switching criterion depends only 

on the solar radiation. As Figure 7 (left) clarifies for 𝑜𝑏𝑑-strategy, the reduction in consumption decreases 

proportionally with the facade area ratio up to a ratio of 𝑓 = 0.6. With the increasing area ratios, the adsorbate 

quantity and the heat exchange areas increase, providing more cooling capacity. From an area ratio 𝑓 = 0.6 the 

reduction decreases less and the optimum shifts to the solar azimuth at sunrise 𝛾𝑎𝑑𝑠 = 54.5°. As Figure 8 reveals, 

the adsorption cooling system now takes over the complete cooling task. The compression cooling is reduced. A 

further saving is thus only possible if the desorption and thus the adsorption starts earlier. This angle change is 

also illustrated in Figure 7 (left). Figure 7 (right) shows the switching times for 𝑜𝑏𝑑-strategy versus building 

orientation for all possible facade area ratios. In the range from the solar azimuth at sunrise to the south orientation 

54.5° < 𝛾𝑎𝑑𝑠 < 180° all curves cluster into three nearly distinct lines. These describe from bottom to top the 

Figure 6: Energy savings by using facade-integrated adsorption cooling and by using the 𝒓𝒃𝒅-operating strategy (left) or 𝒐𝒃𝒅-

operating strategy compared to the azimuthal orientation of the adsorber 𝜸𝒂𝒅𝒔 with variable facade area ratio 𝒇 

Figure 7: Left: Optimal energy reduction 𝜟𝑬𝒕𝒐𝒕 and adsorber orientation 𝜸𝒂𝒅𝒔 versus facade area ratio 𝒇, Right: Switching times 

between phases versus adsorber orientation 𝜸𝒂𝒅𝒔 at all facade area ratios, both subfigures for 𝒐𝒃𝒅-strategy 
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switching times 𝑡12, 𝑡23, 𝑡34 versus the adsorber orientation. In this range, the switching times are nearly 

independent of the facade area ratio. In the range 54.5° > 𝛾𝑎𝑑𝑠 > 180° there is no unique clustering. In this range, 

the 𝑜𝑏𝑑-operating strategy does not provide unique switching times. However, these uncertainties do not affect 

the curves of the energy reduction in Figure 6. It remains open whether this is the result of purely numerical or 

also physical reasons. 

Figure 8 shows the time curves of the loading, the total cooling power �̇�𝑡𝑜𝑡 , the cooling power by the compression 

cooling  �̇�𝐶𝑂𝐶𝐻  as well as that of the adsorption cooling �̇�𝐴𝐷𝐶𝐻, each for initial (init, 𝑓 = 0.5, 𝛾𝑎𝑑𝑠 = 160°) and 

the optimal parameter set (opti, 𝑓 = 0.75, 𝛾𝑎𝑑𝑠 = 60°).  

The loading stroke with an optimum parameter set is more than twice as large as in the comparison case. The 

cooling demand at the beginning of the working time is covered by the ventilation if the outside temperature is 

lower than the upper room temperature limit at 24°𝐶. Thereafter, the adsorption and compression cooling system 

are added. In the optimum case, the cooling load is taken over by the adsorption cooling system at about 1 p.m., 

about 5 hours earlier.  The course of the cooling capacity by the compression cooling system is shifted to the 

morning hours. Accordingly, a second, perhaps small adsorption cooling system in a western orientation would 

be suitable to cool the system completely emission-free. 

4. Conclusion 

In this paper, a new optimization-based operation strategy and an efficiency analysis on a novel façade-integrated 

adsorption cooling system were presented. The main contributions of this work are as follows:  

By applying the 𝑜𝑏𝑑-operation strategy, energetically more optimal switching times can be found compared to 

the 𝑟𝑏𝑑-operation strategy. By applying optimal system parameters and the 𝑜𝑏𝑑-strategy, power consumption can 

be reduced by additional 10% compared to the 𝑟𝑏𝑑-strategy. This confirms the first hypothesis of this work. 

Applying the 𝑜𝑏𝑑-strategy shows a distinct minimum of total electricity consumption with building orientation 

and area ratios. This confirms the second central hypothesis. In comparison, the 𝑟𝑏𝑑-operating strategy can only 

be applied up to a certain threshold orientation, which was attributed to a switching condition. In contrast, it allows 

for a small second minimum of energy reduction in the western orientation region. This reveals that the coupling 

of the switching criteria to the adsorber orientation is indispensable. The time behaviour of the solar energy gains 

is defined by the area ratios of the windows and the dimensions of the building. Accordingly, the location of the 

optimal parameter configuration (building orientation, component area ratio) is coupled to it. However, under the 

assumptions of this work, which among other things provides for a uniform distribution of the windows and certain 

facade dimensions, the optimal orientation of the adsorber is 𝛾𝑎𝑑𝑠 = 60°, and the optimal facade area ratio is 𝑓 =

0.75. In this case, the total electricity consumption can be reduced by 70% through the novel facade-integrated 

adsorption cooling.  

Future work should further develop the 𝑜𝑏𝑑-operation strategy so that the phase selection is coupled to the 

adsorber orientation and thus it can optimally operate the system in both orientations. Accordingly, it must be 

Figure 8: Time curves of the operating phases (left) and of the adsorber loading 𝒙𝒂𝒅𝒔 and cooling capacities �̇� (right) with 𝒐𝒃𝒅-

operating strategy in comparison between the initial and optimal parameter set. 
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investigated to what extent the additional compression cooling machine can be dispensed with by using a second 

adsorber-condenser system in the opposite orientation. In this case, the coordination between the components 

becomes much more challenging as the interconnection possibilities between the components increase. This can 

make the application of model-predictive control concepts necessary. Here, it must be investigated to what extent 

the loading is suitable as a unique and continuous manipulated variable for each adsorber system. In this work all 

area ratios were kept equal. To overcome this condition should be part of future work. Thereby, threshold values 

for heat transfer barriers could be investigated and considered in the design. 
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Abstract 

Photovoltaic - Thermal (PVT) collectors are a silent, invisible and almost everywhere available heat source for 

heat pumps to decarbonize the existing building stock. The ongoing research project investigates PVT - 

assisted heat pump systems in the building sector, aiming to increase market awareness of this technology. The 

paper presents the simulative comparison of different heat supply systems for an existing state single-family 

house. The results show that the PVT - heat pump achieves higher efficiency than an air-source heat pump. 

With 30 m² PVT provided with an optimized (air) heat exchanger, the heat pump achieves ≈14 % higher 

efficiency than the air source heat pump (seasonal performance factor 3.59 PVT - heat pump to 3.10 air source 

heat pump). PVT (30 m²) as a sole heat source for the heat pump system reduces the CO2 emissions up to 49 % 

compared to a condensing gas boiler and 25 % compared to air-source heat pumps. Combining PVT with 

borehole heat exchanger (BHE) with brine-water heat pump systems reduces 54 % CO2 emissions compared 

to the gas boiler while simultaneously enabling smaller dimensioning of BHE with summer regeneration with 

PVT heat. Hence the results confirm the good performance of the PVT as a single or additional heat source for 

heat pumps. The paper also shows that PVT's design and performance are more important if it works as a sole 

heat source than if it assists a borehole heat exchanger.  

Keywords: Photovoltaic-Thermal (PVT) collector, TRNSYS Simulation, Monitoring, heat pump system  

1. Introduction 

The heat supply to buildings constitutes about 40 % of the total energy demand in Germany. Around half the 

energy for heat generation in Germany is currently provided by natural gas (BDH 2021). According to BDH 

(Federation of German Heating Industry), around half of all heating systems in Germany are outdated (BDH 

2021). Not only with a view to the climate goals and the necessary reduction of CO2 emissions but the current 

political situation between Ukraine and Russia and a shortage of gas supplies to Europe strongly encourage us 

to accelerate more into renewable energy, especially in the heating sector. Heat pump (HP) systems offer a 

promising opportunity to replace conventional fossil fuel-based heating systems for space heating and domestic 

hot water (oil and gas boilers). Besides renovating the buildings to achieve low supply temperatures, searching 

for a suitable heat source is challenging. Photovoltaic-thermal (PVT) collectors can be used as a direct or 

additional heat source for brine-water heat pumps. PVT collectors combine a solar thermal collector and a 

photovoltaic module in a single component, simultaneously generating power and heat from the same area. 

They are silent, invisible, and feasible almost everywhere. Therefore, PVT can be a crucial technology for 

future energy supply systems by maximizing the fraction of local renewable energy source utilization and 

making a decisive contribution to the realization of the climate-neutral building stock.  

The ongoing project “integraTE” investigates PVT collectors with heat pumps and tries to increase market 

awareness of this technically attractive energy supply system for the building sector. PVT collectors can be 

used as a single heat source for the heat pump or as an additional heat source with ground heat exchangers, 

like borehole heat exchangers (BHE). In the project, ten demonstration systems are part of ongoing monitoring, 

as presented in detail in Helmling et al. (2022). Among all the systems, five systems use PVT collectors as a 

single heat source for the heat pump, and the remaining five systems combine the PVT with at least one 

additional heat source, such as a borehole heat exchanger (BHE). Apart from the monitoring, the project aims 

to carry out detailed simulative investigations of different energy supply systems. The first simulation study 
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compares various energy supply systems for a new single-family with a PVT - heat pump, and the detailed 

results are presented in Chhugani et al. (2023).  

This paper investigates different energy supply concepts for an existing single-family house for the German 

climate and mainly focuses on PVT-assisted heat pump systems. The simulation study compares two PVT 

systems and six reference systems. As for the PVT- heat pump systems, PVT collectors are used as a single 

and additional heat source for heat pumps. All simulated systems are listed below and shown in Fig. 1. 

• PVT - heat pump systems 

1. PVT - heat pump 

2. PVT - borehole heat exchanger (BHE) - heat pump 

• Reference heat pump systems 

3. Air source heat pump 

4. PV - air source heat pump 

5. Borehole heat exchanger - heat pump 

6. PV - borehole heat exchanger - heat pump 

• Gas heating systems 

7. Gas condensing boiler 

8. Solar thermal collectors - gas condensing boiler 

The contribution also includes a description of different boundary conditions, system components, and control 

strategies of the simulations. The simulations are performed using the software TRNSYS v17.01.0028. Two 

different PVTs collectors (uncovered or WISC: Wind and Infrared Sensitive Collector) are analyzed regarding 

system performance with heat pumps for sensitivity analysis. The system evaluation is carried out based on 

two assessment criteria: CO2 emissions and seasonal performance factors.  

PVT systems 

1. 2.  

Reference systems 

3.  4.  
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5.  6.  

7.  8.  

Fig. 1: Simulated PVT- heat pump and reference systems 

2. Simulation boundary conditions and methodology 

2.1 Building 

The reference IEA SHC Task 44 single-family house (SFH100) has been chosen for the simulation, which 

corresponds to an existing building (built or renovated 25 years ago) for European Climate. In Task 44, the 

building heating demand was investigated for the reference climate Strasbourg, with a heating demand of 

100.2 kWh/(m²∙a) and all boundary conditions of the building described in Dott et al. (2013). In the project 

“integraTE”, the heating demand of this building is investigated for the German location Wuerzburg with the 

Meteonorm one-minute weather data. It is approx. 108 kWh/m²a, which is supplied with radiators, and the 

heating characteristic curve has a maximum supply temperature of 55 °C 

2.2 Household electricity 

The photovoltaic-thermal collectors provide electricity and heat; therefore, the household electricity profile 

has been defined and presented. For this purpose, the (VDI-Richtlinie 4655:2021) electrical profile for an 

existing single-family house is used, with annual electricity consumption of ≈ 4039 kWh. The yearly electrical 

profile is shown in Fig 2.  

 

Fig 2: Household electricity demand of the existing SFH according to VDI 4655 
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2.3 Domestic hot water 

The tap profile for domestic hot water (DHW) demand of the single-family house is derived from IEA SHC 

Task 44 (Haller et al. 2013). The energy demand of the DHW is approx. 5.8 kWh/d (15 kWh/m²a), with a total 

daily hot water demand of 145 l/d and the hot water tap at 45 °C without hot water circulation. The DHW 

profile is shown in Fig. 3. An instantaneous water heater efficiently delivers DHW to the building, which has 

a UA value according to (eq. 1).  

 
Fig. 3: Domestic hot water demand (DHW) of the building at 45°C 

𝑈𝐴 = −1,8
𝑊/𝐾

(𝑘𝑔/𝑚𝑖𝑛)2 ∙ �̇�𝑠𝑒𝑐
2 + 240

𝑊/𝐾

𝑘𝑔/𝑚𝑖𝑛
∙ �̇�𝑠𝑒𝑐 + 600

𝑊

𝐾
 (eq. 1) 

2.4 Photovoltaic - Thermal (PVT) collectors 

As mentioned before, two different market-available PVT collectors are used for the sensitivity analysis in the 

study. The first collector is an uncovered/WISC PVT collector with a finned air heat exchanger on the back 

side, developed explicitly for heat pump applications. The thermal parameters of the collector are determined 

using outdoor tests (Giovannetti et al. 2019) and compared to TRNSYS simulations, especially under frost 

conditions (Chhugani et al. 2020). The second PVT collector is a standard uncovered/WISC PVT collector 

without fins, whose parameters are taken from the Solar Keymark test certificate. Both collector parameters 

are shown in Tables 1 and 2.  

For the simulation of the PVT collector in TRNSYS, type 203 has been used, which was explicitly developed 

for uncovered PVT collector simulations (Stegmann et al. 2011). This model combines two performance 

models, the thermal part of the model is based on (EN 12975-2:2006), and the empirical effective solar cell 

model defines the electrical side of the collector (PV module) by Wagner (2010). For the dynamic PVT 

simulations, collector parameters are required from performance tests and manufacture standard data sheets. 

Both characteristic models are interconnected for the calculation of correct PV cell temperature. The detailed 

PVT model is described in (Stegmann et al. 2011).  

For the configuration of PVT to heat pump (in Fig. 1(1)), the PVT collector is used as the only heat source for 

the heat pump, and in summers if the PVT temperature is higher than the buffer storage tank, then PVT heat 

is used directly to storage tank. Both PVTs in simulations are regularly defrosted to account for model 

uncertainties below 0 °C as explained in (Chhugani et al. 2020). In the PVT with borehole heat exchanger 

(BHE) to heat pumps (in Fig. 1(2)) configuration, PVT is only used if the collector temperature is 5K higher 

than BHE, and on sunny days BHE is regenerated with PVT heat when the heat pump is not running, and PVT 

temperature remains higher than BHE.  

Tab 1: Thermal PVT parameter sets (MPP-related) 

 η0 [-] c1 [W/(m²∙K)] c3 [J/(m³∙K)] c4 [-] c5 [kJ/(m²∙K)] c6 [s/m] 

PVT (WISC) with fins 0.532 19.08 3.69 0.434 26.05 0.067 

Standard PVT (WISC) 0.570 11.02 4.80 0.620 42.20 0.011 

 

 

0

2

4

6

8

10

00:00 03:00 06:00 09:00 12:00 15:00 18:00 21:00 00:00

M
as

sf
lo

w
 [

l/
m

in
]

Time [hh:mm]

 
B. Chhugani et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

609



Tab 2: Electrical PV parameter at Standard Test Conditions (STC) 

 
Pmpp [Wp] A [m²] ηel [-] 

Vmpp 

[V] 

Impp 

[A] 
Voc [V] Isc [A] TC [%/K] 

PVT (WISC) with fins 340 30 17.5 37.6 9.05 48.0 9.45 -0.39 

Standard PVT (WISC) 300 30 18.3 32.6 9.19 39.9 9.77 -0.39 

2.5 Brine water heat pump 

For the PVT to heat pump (HP) simulation, a modulating brine-to-water heat pump with a thermal capacity of 

12.46 kW and a COP of 4.13 at B0/W35 has been used. This HP is suitable for integration with PVT collectors 

as the only heat source and can operate down to a minimum inlet temperature of -15 °C on the evaporator side. 

Fig. 4 shows the characteristic curve of the heat pump. If the temperature falls below the minimum source inlet 

temperature, the integrated auxiliary heater (12 kW) in the heat pump takes over the charging of the storage 

tank as a bivalent-alternative operation. For compressor protection, as in actual heat pump operation, the heat 

pump has a minimal pause time of 20 min.  

The TRNSYS type 401 is used for heat pump simulations developed by (Afjei and Wetter M. 1997). This type 

can simulate different heat pumps, such as air-source and brine-water. The heat pump model is based on 

biquadratic polynomials for condenser power and compressor power calculated from the heat pump 

characteristic data obtained from experiments, as shown in Fig. 4(b) for the heat pump used in this simulation. 

The modulation is modeled with three instances of type 401 in parallel and linear interpolation, as proposed 

by (Hüsing und Pärisch 2020). 

  

Fig. 4: Characteristics data of the heat pump, (a) coefficient of performance (b) thermal power, at different evaporator inlet 

temperatures (x-axis) and condenser outlet temperatures (blue 35 °C, green 45 °C, yellow 55 °C) for three different 

compressor speeds 

2.6 Borehole heat exchanger (BHE) 

Besides, BHE as a single heat source for heat pumps, a combination of BHE and PVT with heat pumps is also 

simulated and investigated. They are connected in parallel, and the higher temperature source is preferred when 

the HP is running. The reason for these simulations is the high efficiency and the opportunity to shorten the 

required length of BHE by regeneration of the ground in the summer through PVT. For the simulation, a 120 m 

deep BHE was simulated with 30 m² of PVT and 180 m BHE as the only heat source. TRNSYS Type 451 was 

validated through the experimental system at ISFH for TRNSYS simulation (Pärisch et al. 2015). The 

simulation with a borehole heat exchanger runs for two years, and the second year’s simulated result is 

evaluated and presented here in the paper.  

2.7 Air source heat pump  

The air-source heat pump of the reference system has a thermal heating capacity of 11.2 kW and a COP of 3.5 

at A2/W35, including defrosting losses. TRNSYS type 401 (Afjei und Wetter M. 1997) is also used for the air 

source heat pump simulations with the built-in COP-reduction for defrosting. However, the air-source heat 
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pump modeling considers other electrical stand-by losses and thermal losses due to the frosting processes of 

the air heat exchanger outdoor unit. These losses are simplified in type 401 by a modified Gauss function 

representing the percentage reduction in COP as a function of the outdoor temperature, and the method is 

explained in Afjei and Wetter M. (1997). The COP reduction function of the simulated heat pump in this paper 

is derived according to experimental investigations from ISFH. This COP reduction function at different 

relative humidity levels is presented in Chhugani et al. (2023). Moreover, as in a real system, de-icing can 

occur every 30 to 60 minutes on colder winter days; at that time, the heat pump can no longer supply energy 

to the building, and then the electric rod often starts; this effect cannot be simulated with type 401. 

 
Fig. 5: Air source heat pump coefficient of performance for different air temperatures (x-axis) and condenser outlet 

temperatures (35 °C, 45 °C, 55 °C) with defrosting losses 

2.8 Buffer storage tank 

The building is simulated with a buffer tank of 560 liters on the sink side of the heat pump. Three immersion 

temperature sensors are used for the controller. The upper temperature (relative height 0.9) sensor records the 

temperature of the standby section for domestic hot water demand; the middle-temperature sensor (relative 

height 0.5) for the space heating. Furthermore, there is a solar part for direct solar gains in the summer and 

defrosting in the winter (rel. height 0.2). For the dynamic simulation of the thermal buffer storage tank, 

stratified fluid storage tank TRNSYS Type 340 has been used (Drück 2006). 

The simulation is carried out with a “PV-based control strategy”, where the storage tank is charged with two 

different temperature setpoints in this strategy. If the total irradiance on the collector plane is higher than 

500 W/m², the heat pump heats the domestic hot water zone to a maximum temperature of 60 °C with a 

hysteresis of -3 K. Afterwards, if irradiance is still higher than 500 W/m², the bottom part of the storage tank 

for the space heating is charged. This bottom layer is heated up 10 K higher than the heating characteristic for 

the SFH100, according to (Dott et al., 2013) with -3 K hysteresis. And when the irradiance drops below 

500 W/m², the heat pump heats the domestic hot water zone at a maximum of 55 °C with a -5 K hysteresis. 

The space heating zone is charged based on the outside temperature according to the heating characteristic 

curve for the SFH100 with -3 K hysteresis with a maximum temperature of 55 °C at -14 °C.  

2.9 Condensing gas boiler  

The gas boiler is a classic condensing modulating boiler with a nominal heating power of 25 kW and water 

content of 7.3 liters. The boiler's efficiency at nominal load is 96.59 % based on a higher heating value. The 

boiler is simulated with the Type 204 developed at ISFH and extensively presented in (Glembin and 

Rockendorf 2010).  

2.10 Solar collectors 

The next reference system is a solar combi system equipped with the same gas condensing boiler as explained 

above and an additional 15 m² solar thermal system. The system combines a 1050 l buffer storage tank to use 

high solar potential. The parameters of the solar flat plate collector are shown in Table 3.  
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Tab 3: Efficiency parameters of the solar flat plate collector used for the reference system (Solar Keymark Test) 

 η0 [-] a1 [W/(m²K)] a2 [W/(m²K²)] 

Flat plate solar collector 0.81 3.757 0.014 

The secondary pump (between the heat exchanger and storage tank) switches on when the heat exchanger input 

temperature on the primary side exceeds the lower storage tank temperature by 7 K. The operating mode of 

the pumps is low-flow with 20 kg/(m²∙h). The secondary pump is switched off when the difference falls below 

5 K.  

2.11 Key performance indicators (KPIs) 

The heat supply systems presented in the paper are evaluated and analyzed based on different key performance 

indicators (KPIs). Two categories characterize these KPIs; 1) Environmental indicators and 2) Energy-related 

indicators.  

• Environmental indicator 

The CO2 emissions of all the systems are calculated as the sum of the energy consumption values (gas or 

electricity) by the respective energy supply system, each multiplied by the corresponding emission factors 

according to the German Building Energy Act (GEG). The CO2 emission factors for the two energy sources, 

natural gas and electricity according to GEG, are given below and used in the calculation with equation 2.  

𝐶𝑂2,𝐸𝑚𝑖𝑠𝑠𝑖𝑜𝑛𝑠 = 𝐹𝑖𝑛𝑎𝑙 𝑒𝑛𝑒𝑟𝑔𝑦 𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 (𝐺𝑎𝑠/𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦) ∙ 𝑥𝐶𝑂2
 (eq. 2) 

𝑥𝐶𝑂2
: 𝐶𝑂2- Emission factors (𝑥𝐶𝑂2

) in kg CO2-Equiv. /kWh 

Natural gas: 0.24 kg/kWh,  

Electricity: 0.56 kg/kWh (electricity taken from Grid)  

Electricity: 0.0 kg/kWh (generated by PV/PVT panels and consumed by the system) 

• Energy-related indicators 

In order to analyze the performance of the systems, two different seasonal performance factors 𝑆𝑃𝐹𝑏𝑆𝑡 and 

𝑆𝑃𝐹𝑏𝑆𝑡
 (𝐺𝑟𝑖𝑑)

 are used and explained in equations 3 to 6 for different systems. The performance factors have been 

adjusted according to the individual system, but reference is taken from Task 60 and Task 44, as explained in 

(Malenković et al. 2012; Zenhäusern et al. 2020). Although the system boundary “before storage” 𝑆𝑃𝐹𝑏𝑆𝑡 gives 

the better results and doesn’t consider the overall system losses (Pärisch et al. 2013); it is also taken for our 

simulations because it allows comparison to the field tests performed by Fraunhofer ISE, similarly explained 

in (Helmling et al. 2022). The different heat pump systems are presented with their respective square views 

(Fig. 6 and Fig. 7) for simplification. 

  
Fig. 6: Square-views of different heat pump systems (a) PVT - heat pump (b) PVT - BHE - heat pump                                             

for boundary bSt (before storage in dashed line)  
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𝑆𝑃𝐹𝑏𝑆𝑡 =
∫(�̇�𝐻𝑃 + �̇�𝐵𝑎𝑐𝑘𝑢𝑝 + �̇�𝑃𝑉𝑇,𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙) 𝑑𝑡

∫(�̇�𝐻𝑃 + �̇�𝐵𝑎𝑐𝑘𝑢𝑝 + �̇�𝑃𝑢𝑚𝑝𝑠) 𝑑𝑡
 (eq. 3) 

𝑆𝑃𝐹𝑏𝑆𝑡
 (𝐺𝑟𝑖𝑑)

=
∫(�̇�𝐻𝑃 + �̇�𝐵𝑎𝑐𝑘𝑢𝑝 + �̇�𝑃𝑉𝑇,𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙) 𝑑𝑡

∫ (�̇�𝐻𝑃 + �̇�𝐵𝑎𝑐𝑘𝑢𝑝 + �̇�𝑃𝑢𝑚𝑝𝑠 − �̇�𝑃𝑉𝑇_𝑒𝑙_𝑆𝑒𝑙𝑓) 𝑑𝑡
 > 0

 (eq. 4) 

For the PVT - heat pump system in Fig. 6(a), 𝑆𝑃𝐹𝑏𝑆𝑡  is the ratio of the heat quantities supplied to the buffer 

storage by the heat pump (�̇�𝐻𝑃), the auxiliary heating (�̇�𝐵𝑎𝑐𝑘𝑢𝑝) and the PVT direct charging as well as 

defrosting (�̇�𝑃𝑉𝑇,𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙) divided by the electrical energy consumed within this system boundary, and 

explained in eq. 3. �̇�𝐻𝑃 is the electrical energy of the heat pump, �̇�𝑃𝑢𝑚𝑝𝑠 is the pump energy of source pumps, 

and for PVT direct charging/defrosting pump. Besides, �̇�𝐵𝑎𝑐𝑘𝑢𝑝 is the electrical energy of the auxiliary heater. 

  
Fig. 7: Square-views of different heat pump systems (a) PV - Air source heat pump (b) PV - BHE - heat pump                              

for boundary bSt (before storage in dashed line) 

𝑆𝑃𝐹𝑏𝑆𝑡
   for rest of the heat pump systems for Fig. 6 (b) and Fig. 7(a,b) is calculated using eq. 5, which considers 

energy supplied by the heat pump (�̇�𝐻𝑃) and the auxiliary heating (�̇�𝐵𝑎𝑐𝑘𝑢𝑝) to the buffer storage and devided 

by the electrical energy consumed within its system boundary.  

On the other hand, 𝑆𝑃𝐹𝑏𝑆𝑡
  (Grid)

, which considers self-consumed PVT/PV electricity in the bSt boundary, is 

calculated using eq. 4 (for PVT - heat pump system in Fig. 6 (b)) and eq. 6 (for all the remaining heat pump 

systems). This means that the generated electrical power of PVT/PV is used simultaneously for the electrical 

consumption of the heating system (simulation time step = 1 min) without battery storage.  

𝑆𝑃𝐹𝑏𝑆𝑡 =
∫(�̇�𝐻𝑃 + �̇�𝐵𝑎𝑐𝑘𝑢𝑝) 𝑑𝑡

∫(�̇�𝐻𝑃 + �̇�𝐵𝑎𝑐𝑘𝑢𝑝 + �̇�𝑃𝑢𝑚𝑝𝑠) 𝑑𝑡
 (eq. 5) 

𝑆𝑃𝐹𝑏𝑆𝑡
 (𝐺𝑟𝑖𝑑)

=
∫(�̇�𝐻𝑃 + �̇�𝐵𝑎𝑐𝑘𝑢𝑝) 𝑑𝑡

∫ (�̇�𝐻𝑃 + �̇�𝐵𝑎𝑐𝑘𝑢𝑝 + �̇�𝑃𝑢𝑚𝑝𝑠 − �̇�𝑃𝑉𝑇/𝑃𝑉_𝑒𝑙_𝑆𝑒𝑙𝑓) 𝑑𝑡
 > 0

 (eq. 6) 

For the heat pump systems according to configurations 3 and 5 from Fig. 1, where there is no PV/PVT available 

then the 𝑆𝑃𝐹𝑏𝑆𝑡
  (Grid)

 is not calculated. 

Additionally, in the 𝑆𝑃𝐹𝑏𝑆𝑡
 (𝐺𝑟𝑖𝑑)

 factor, produced PVT/PV electricity is used for the heat pump system with the 

first priority, which increases self-consumption of PVT/PV electricity for the heat pump system hence the 

𝑆𝑃𝐹𝑏𝑆𝑡
 (𝐺𝑟𝑖𝑑)

 upsurges. However, in reality, household electricity should be given first priority because household 

electricity is more expensive than heat pump tariff. Many heat pump suppliers use this approach to make their 
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products attractive. In order to make things more transparent, two different electricity distribution priorities 

have been simulated and compared in this simulation study. In priority-A, the heat pump system benefits more 

from PVT/PV electricity regardless of household demand, and with priority-B, the benefit enormously depends 

on the household energy demand. 

Priority-A:  

1. Heat pump system                       

2. Household electricity         

3. Grid feed-in 

Priority-B:  

1. Household electricity         

2. Heat pump system                       

3. Grid feed-in 

3. Results 

Fig. 8 shows the seasonal performance factors (SPF) of the different simulated heat pump systems. The 

simulation result with Priority-A is shown in Fig. 8 (a), and that with Priority-B is illustrated in Fig. 8 (b).  

 

 

  
Fig. 8: SPF (Seasonal Performance Factor) of different systems (a) with Priority-A (heat pump as a first priority) (b) with 

Priority-B (household electricity as a first priority) 
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results might be different because the stored electricity will be first used for household electricity, and the rest 

will only be used for heat pumps.  

With priority-A, the direct comparison of the air-source HP with PVT to HP proves that systems PVT systems 

are more efficient. The PVT with fins (PVT 30 m²) achieves 𝑆𝑃𝐹𝑏𝑆𝑡 of 3.59 against 𝑆𝑃𝐹𝑏𝑆𝑡 of 3.10 for the air-

source heat pump. The same 30 m² PVT - heat pump system reaches 𝑆𝑃𝐹𝑏𝑆𝑡
 (𝐺𝑟𝑖𝑑)

 of 4.19 compared to 𝑆𝑃𝐹𝑏𝑆𝑡
 (𝐺𝑟𝑖𝑑)

 

of 3.53 with 30 m² of PV - air source heat pump. A heat pump with 180 m deep BHE achieves 𝑆𝑃𝐹𝑏𝑆𝑡  of 4.14, 

and combining 30 m² of PV with the geothermal heat pump system boosts the 𝑆𝑃𝐹𝑏𝑆𝑡
 (𝐺𝑟𝑖𝑑)

 to 4.8.  

On the other hand, 30 m² PVT with 120 m deep BHE achieves 𝑆𝑃𝐹𝑏𝑆𝑡 ≈ 3.9 and 𝑆𝑃𝐹𝑏𝑆𝑡
 (𝐺𝑟𝑖𝑑)

 ≈ 4.7 regardless of 

PVT collector. Hence, it is crucial to understand that the PVT combination with BHE opens the possibility of 

reducing BHE length (here reduced by ≈ 33 %, from 180 m to 120 m) without significantly affecting system 

efficiency. This aspect becomes economically more relevant for larger systems with two or more boreholes. 

On the other hand, ground source regeneration via PVT heat generally ensures a sustainable system operation, 

and it can compensate for planning uncertainty even for small BHE installations.  

 

 

 

Fig. 9: CO2 emissions of different simulated heat supply systems (a) with Priority-A (heat pump as a first priority) (b) with Priority-B 
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Fig. 9 shows the CO2 emissions with different energy supply systems with different electricity distribution 

priorities and calculated according to equations 2. The calculations of CO2 emissions for the heat pump systems 

are carried out with a PV-based control strategy and based on electricity taken from the grid only for the heating 

system. As shown in Fig. 9, the highest amount of CO2 emissions is produced with a condensing gas boiler 

with 4808 kg CO2 equivalent, as expected. The solar thermal combi system (15 m²) reduces CO2 emissions by 

18 %. The heat pump systems show significant potential for CO2 reduction compared to the gas boiler. An air-

source HP reduces CO2 emissions by 32 %, whereas PV with an air-source heat pump reduces emissions by 

40 % with Priority-A and 38% with Priority-B. There is also substantial potential for CO2 reduction by 

replacing the heating system with PVT - heat pump systems. PVT with fins (30 m²) with heat pump reaches 

CO2 savings of 49 % (B: 48 %), same as 180 m BHE - heat pumps. In general, the PVT collector coupled with 

the HP system offers high CO2 saving potential and represents an attractive alternative to the PV-air source or 

the geothermal heat pump. 

On the other hand, 30 m² PVT with BHE (120m) with heat pumps are proven to be similarly efficient as 30 m² 

PV with BHE and heat pump. PVT with BHE combination reduces CO2 emissions by 54 %, whereas PV wot 

BHE decreases CO2 emissions by 56% (With Priority A). The hatched area shows the variation between the 

two PVT designs. Unlike the system used as an only heat source, the PVT design is not essential for the 

investigated combination of PVT and BHE.   

 

4. Conclusion 

The ongoing research project “integraTE” aims to comprehensively assess PVT- heat pump systems and 

increase market awareness of this new technology for the building energy supply sector. Detailed simulative 

investigation in the project generates information and allows understanding of the performance of this PVT - 

heat pump systems for existing German buildings.  

The following points summarize the essential findings of the simulations: 

• The seasonal performance factors (𝑆𝑃𝐹𝑏𝑆𝑡) of PVT with fins as a single heat pump source is 14 % higher 

than that of PV to air source heat pump (both PVT and PV area 30 m² with priority-A) 

• Considering PV electrical generation significantly enhances the system performance factor: with PV based 

control strategy without battery storage, the system reaches 𝑆𝑃𝐹𝑏𝑆𝑡
 (𝐺𝑟𝑖𝑑)

 to 4.19 for 30 m² of PVT with fins 

for heat pump source with priority-A, whereas 30 m² PV - air source heat pump reaches only 3.53. 

• PVT (30 m²) to heat pump system reduces the CO2 emissions up to 49 %, dependent on the PVT design, 

compared to condensing gas boiler and 25 % CO2 emissions reduction compared to air-source heat pumps.  

• Combining PVT with borehole heat exchanger (BHE) in brine-water heat pump systems saves up to 54 % 

CO2 emissions and reduces the required length of BHE from 180 to 120 meters, independently of the PVT 

design. 

Summing up, direct coupling of PVT collectors with heat pumps as a single source (thermal side) achieves 

good system efficiency and represents a promising alternative to air source and geothermal heat pumps. PVT 

with boreholes (approx.≈33 % smaller) shows very good system efficiency, similar to PV with borehole 

systems. In the PVT-BHE configuration, PVT can favorably supply the heat to the heat pump directly or 

regenerate the ground source. Solar regeneration enables a sustainable operation of the BHE field by avoiding 

long-term cooling effects. It plays an important role, especially with larger installations, where smaller 

dimensioning of BHE is possible or required.  
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Abstract 

With the aim of designing the most efficient photovoltaic-thermal hybrid solar panel (PVT) dedicated to solar-

assisted heat pump, it has been built a simplified steady-state 1D-2D numerical model to compare different 

solutions from their heat gain factor with the ambient air. It allowed apprehending thermal couplings between 

the different constituent elements from conductive and/or convective heat transfers, and the different 

contributions linked with geometry variability. While keeping a global vision of the problem, it has been 

possible to focus on key choices (number of risers, absorber plate thickness, fin height, number of fins) and 

find optimum solutions. This work would later benefit from being confronted to experimental results and being 

completed by dynamic modelling and complete CFD simulations for validation and finer understanding 

purposes. 

Keywords: hybrid solar collectors (PVT), sheet-and-tube, unglazed, heat pump (HP), solar-assisted heat 

pump, thermal performance, free convection, fin-and-tube, numerical model 

1. Introduction and objective 

The potential of systems based on the coupling of a water/water heat pump and photovoltaic-thermal hybrid 

solar panels (PVT) as its low temperature source has been highlighted by research projects at European scale 

such as Sunhorizon and Integrate, studies (Harrison, 2017), , and market trends with the rise of manufacturers 

of patented dedicated solutions such OptiSolar (FR3040473B1, 2017), Li-Mithra (EP3270084A1, 2018) and 

Consolar (WO2018033409A1, 2018), 

Indeed, this kind of solution makes better use of the strengths of the PVT (low temperature, electric back-up), 

is more universal (vs. direct DHW preheating limited to systems regularly supplied with cold water) and allows 

a much higher coverage rate over the year. 

First, the main determinant of the performance of such a coupling is the ambient air heat gain factor of the 

PVT panel to provide thermal power when the solar radiation is low or even zero. Second, a satisfactory level 

of heat transfer with the PV panel should be maintained, both to collect heat from the sun and cool down the 

photovoltaic cells. Thus, as part of our own approach to designing a dedicated hybrid panel with any set of 

constraints (among which the dimensions of the panel), it is at stake to predict thermal performance indicators 

for any suggested design. 

The main idea is to increase the heat transfer surface between the calorific fluid and the air by adding surface 

extensions (e.g., fins). Any surface extension corresponds to additional heat transfer which depends on 

geometry, contact surface, base temperature, and convection air flow. To our knowledge, there is only few 

literatures which considers such new features on PVT heat exchangers with strong coupling between the 

conduction and convection regimes. The objective is to understand these coupled thermal behaviours and to 

find optimums for different heat exchanger geometries.  
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2. Numerical model description 

2.1 State-of-the-art 

The first step was to write a steady-state 1D-2D numerical model in Python1 for a basic sheet-and-tube 

unglazed PVT, either a harp or a meander. It is based on the component called Type 560 which was developed 

as part of the Electrical Library by Thermal Energy System Specialist (TESS, 2022). As it is mentioned in 

(Annis, 2015), this algorithm comes from the Hottel-Whillier models for flat-plate solar heat collectors 

presented in (Duffie and Beckman, 1991) and adapted in (Florschuetz, 1979). Then in (Lovvik and Bergene, 

1995) it was developed a very similar but more detailed steady-state model to predict the performance of water-

type PVT. 

Our model roughly corresponds to the steady-state 2D model of (Zondag et al., 2002). It developed and 

validated a 3D dynamical model and three steady state (3D, 2D and 1D) models of a double-glazed PVT 

collector. As in the following, the electric modelling was based on the power coefficient approach to correct 

the power production at different temperatures. Numerical data agreed with experimental ones within 5%. For 

the calculation of the daily yield, the simple 1D model performed almost as good as 3D dynamic model. 

Another work (Chow, 2003) presented an explicit dynamic thermal model (for a single-glazed flat plat PVT) 

suitable for system simulation with the control-volume finite difference approach (the PVT panel is assimilated 

to a network of characteristic volumes) to generate results for hourly performance analysis and provide 

information on the transient performance. This model was later updated and validated by (Bhattarai et al., 

2012) through a comparison with experimental data. It was found that the maximum differences between the 

measured and predicted values was 1.17 K for water temperature at collector outlet, 2% for collector thermal 

efficiency and 0.2% for collector electrical efficiency. 

A dynamic model was developed on Matlab in (Guarracino et al., 2016) for unglazed, single glazed and double-

glazed sheet-and-tube PVT collector. The model assumed constant temperature along the layer thickness (1D 

along the z direction) but variable temperature along the layer plane (2D finite element method on the x-y 

plane). In our paper, such 2D aspect is considered only for the absorber sheet through a fin heat conduction 

analytical solution; for the other layers, the average temperature on the plane is computed. The Matlab model 

was validated both in steady-state and in dynamic conditions against third party available data. An agreement 

within ± 8% for fluid temperature difference and thermal efficiency in steady-state conditions was found, 

whereas in dynamic condition the model was able to compute the time constant of the PVT collector tested by 

(Amrizal et al., 2013) very closely. Later, this dynamic model was used and integrated in (Sredenšek et al., 

2021) for describing the entire photovoltaic/thermal system with a specific thermal energy storage tank; then 

validated against measurements data on a dedicated experimental system.  

In (Simonetti et al., 2018), it went a step further: (i) considered all the layers (the maximum ever: 11) and 

materials that are used to build the PVT collector, (ii) used the five parameters electric equivalent approach to 

account for PV power production introducing a more physical way to deal with PV cell connection in series, 

and (iii) modelled the heat transfer between the tube and the coolant fluid with a fin behavior. Moreover, 

differently from previously published papers, the validation of the model was carried out considering both 

“slow variation” and “steep variation” of working conditions and under clear sky and cloudy sky days. This 

allowed to stress the model and put in evidence its limitations. 

 

2.2 Dedicated steady-state 1D-2D numerical model 

In the following, the model is chosen to be suitable for implementation of different types of surface extension 

and geometries. The objective is to compare their average thermal performance so that the steady-state 

simulation is adequate. The PV panel is segmented in the direction parallel to the tubes. Each “slice” i 

corresponding to one tube is considered separately which is legitimized by symmetry assumptions. If the heat 

exchanger is a meander, these slices are in series, if it is a harp, they are in parallel. It has been kept as an 

option to slice the panel perpendicular to the tubes depending on the location of the fins. 

 
1 https://github.com/valentindelachaux/PVT-thermal-performance-model  
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Fig. 1: basic sheet-and-tube PVT panel, the heat exchanger is a meander with horizontal manifolds 

These main assumptions – common in the literature mentioned above – are listed below: 

• the layers are thin enough to consider temperature constant along each layer thickness: the model is 

1D in z direction, 

• for any layer except the absorber sheet, the temperature considered is the mean temperature across the 

x-y plane, 

• temperature gradients in the direction of flow and between the tubes can be treated independently: for 

the absorber sheet, the x-dependency of the temperature is considered while it is averaged along y-

direction. Moreover, even if in the case of a meander, the temperature profile between two adjacent pipes 

is symmetrical and the temperature has a maximum on the symmetrical axis, 

• the side effects are not considered, 

• the optical properties of all relevant materials are constant, 

• all material properties are presumed to be independent of temperature and equal on both sides, 

• water flow rate is evenly distributed between the pipes and the thermal losses and mixing effects at 

the inlet and outlet manifolds are negligible, 

• the flow is fully developed in tubes, 

• the headers cover a small area of the collector and its effect on the temperature distribution on the 

absorber can be neglected, 

• the incident irradiance G, the wind speed and the ambient temperature are uniform boundary 

conditions at the surface of the PVT collector, 

• it is assumed that there is no dust or partial shading on the collector, 

• the reflection, absorption and transmission factors are calculated only for the incident solar 

irradiance. 

Our model uses the notations of the Type 560 component. Here is the main nomenclature: 

Tab. 1: Nomenclature  

𝛽 slope of the collector surface 𝐸𝑓𝑓𝑇 coefficient for the PV cell efficiency as a 

function of the cell temperature 

𝜀 emissivity 𝐸𝑓𝑓𝐺 coefficient for the PV cell efficiency as a 

function of the incident radiation 

𝜃𝐿 longitudinal angle of incidence IAM incidence angle modifier 

𝜃𝑇 transversal angle of incidence k thermal conductivity 
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𝜆 thickness of a layer 𝑅𝑎𝑏𝑠,𝑏𝑎𝑐𝑘  resistance to heat transfer from the absorber to 

the ambient air at the back of the collector 

(insulation + convection) 

𝜏𝛼 transmittance-absorptance product 

for the solar collector 

𝑅𝑡𝑢𝑏𝑒,𝑏𝑎𝑐𝑘 resistance to heat transfer from the tube to the 

ambient air at the back of the collector 

(insulation + convection) 

𝜒 resistance to heat transfer from the 

tube to the internal fluid  

𝑅𝑖𝑛𝑠 resistance provided by the insulation  

𝐴𝐺 gross collector area 𝑅𝑖𝑛𝑡𝑒𝑟  resistance to heat transfer from the PV cells to 

the absorber plate 

𝐶𝑝 specific heat of the fluid flowing 

through the PV/T collector 

𝑅𝑡𝑜𝑝 resistance to heat transfer from the upper glass 

+ EVA to the PV cells 

𝐶𝐵 the conductance between the 

absorber plate and the bonded tube 

𝑅𝑡𝑢𝑏𝑒 resistance provided by the thickness of the 

tube 

 

 

Fig. 2: vertical cross-section of a slice of the PVT panel and diagram of temperature nodes and heat transfers 

Let us recall the equations obtained from four energy balances in order to understand how the model is 

modified to consider the addition of fins. 

Energy balance on the PV cells layer 

Neglecting conduction along the surface, the energy balance at any point along the surface gives: 

  𝑆 =
𝑇𝑃𝑉−𝑇𝑎𝑚𝑏

𝑅𝑡𝑜𝑝
+ ℎ𝑟𝑎𝑑(𝑇𝑃𝑉 − 𝑇𝑠𝑘𝑦) +

𝑇𝑃𝑉−𝑇𝑎𝑏𝑠

𝑅𝑖𝑛𝑡𝑒𝑟
      (eq. 1) 

where 𝑇𝑃𝑉 = 𝑇𝑃𝑉

𝑥,𝑦
 and 𝑇𝑎𝑏𝑠 = 𝑇𝑎𝑏𝑠

𝑥,𝑦
=

𝑙𝑐𝑇𝐵
𝑦

+ 𝐿𝑎𝑓𝑇𝑎𝑏𝑠𝑓𝑖𝑛
𝑦

𝑊
 

S is the net absorbed solar radiation i.e., the total absorbed solar radiation minus the PV power production: 

  𝑆 = (𝜏𝛼)𝜃𝐿,𝜃𝑇
𝐺ℎ𝑒𝑚(1 − 𝜂𝑃𝑉)       (eq. 2)  

(𝜏𝛼)𝜃𝐿,𝜃𝑇
= 𝐼𝐴𝑀(𝜏𝛼)𝑛 is the transmittance-absorptance product at an angle of incidence (𝜃𝐿 , 𝜃𝑇) and should 

be estimated with the appropriate optical model. 

The conversion efficiency 𝜂𝑛𝑜𝑚 of the incident sunlight into electricity is assumed to decrease linearly with 

increasing cell operating temperature 𝑇𝑃𝑉 . The electrical model used is the most common one, the power 

coefficient approach: 
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𝜂𝑃𝑉 = 𝜂𝑛𝑜𝑚 (1 + Eff𝑇(𝑇𝑃𝑉 − 𝑇𝑟𝑒𝑓)) (1 + Eff𝐺(𝐺𝑇 − 𝐺𝑟𝑒𝑓))    (eq. 3) 

The PV cells layer transfers heat with the ambient air through the layers above it (glass, EVA) and by 

convection. The latter is represented by a heat transfer coefficient ℎ𝑡𝑜𝑝 which is calculated for mixed-regime 

as in (Guarracino et al., 2016) or (Simonetti et al., 2018): 

ℎ𝑡𝑜𝑝 = (ℎ𝑓𝑟𝑒𝑒
3 + ℎ𝑓𝑜𝑟𝑐𝑒𝑑

3 )
1/3

       (eq. 4) 

For the upper side of the panel, ℎ𝑓𝑟𝑒𝑒  follow these correlations (replacing 𝑔 by 𝑔cos(𝛽) in the Ra number ): 

Tab. 2: Correlations for the free convection heat transfer coefficient between the upper side of a hot or a cold plate and the ambient air  

Name Case Validity conditions Formula 

(Churchill and Chu, 1975) Hot 

plate 

𝛽 ≥ 45° and laminar flow 

(104 ≤ 𝑅𝑎𝐿 ≤ 109) 𝑁𝑢𝐿 = 0.68 + 0.67𝑅𝑎𝐿
1/4

[1 + (
0.492

𝑃𝑟
)

9

16
]

−
4

9

 (eq. 5) 

(Churchill and Chu, 1975) Hot 

plate 

𝛽 ≥ 45° and turbulent flow 

(𝑅𝑎𝐿 ≥ 109) 
𝑁𝑢𝐿 = 0.10𝑅𝑎𝐿

1/3
 (eq. 6) 

Raithby and Hollands in 

(Rohsenow et al., 1998) 

Hot 

plate 

𝛽 < 45°, 0.024 ≤ 𝑃𝑟 ≤
2000, and 𝑅𝑎𝐿 ≥ 107 

𝑁𝑢𝐿 = 0.14𝑅𝑎𝐿
1/3 1+0.0107𝑃𝑟

1+0.01𝑃𝑟
 (eq. 7) 

(Fujii and Imura, 1972) Cold 

plate 
𝛽 ≥ 2° and (105 ≤ 𝑅𝑎𝐿 ≤

1011) 𝑁𝑢𝐿 = 0.68 + 0.67𝑅𝑎𝐿
1/4

[1 + (
0.492

𝑃𝑟
)

9

16
]

−
4

9

 (eq. 8) 

 

The same correlations are used for the free convection heat transfer coefficient between the lower side of such 

a plate and the ambient air, by reversing the “hot” and “cold” cases. So they are used for ℎ𝑏𝑎𝑐𝑘 computation as 

well. See the Github repository documentation for the modelling of forced convection at the front. 

The radiative heat transfer coefficient is designed to respect the Stefan-Boltzman law: 

  ℎ𝑟𝑎𝑑 = 𝜀𝑃𝑉 𝑐𝑒𝑙𝑙𝑠𝜎(𝑇𝑃𝑉 + 𝑇𝑠𝑘𝑦)(𝑇𝑃𝑉
2 + 𝑇𝑠𝑘𝑦

2 )      (eq. 9) 

(Guarracino et al., 2016) stated that the common model for 𝑇𝑠𝑘𝑦 from (Duffie and Beckman, 1991) (usually 

valid for clear sky conditions) would lead to less than 1% of error for the value of the collector thermal and 

electrical output. 

  𝑇𝑠𝑘𝑦 = 0.0552𝑇𝑎𝑚𝑏
1.5         (eq. 10) 

In an ISO/DIS 9806 steady-state indoor test, there is an artificial cold sky so that 𝑇𝑠𝑘𝑦 = 𝑇𝑎𝑚𝑏  

Energy balance equation on the “absorber-fin” 

The absorber above the tube is considered as two symmetrical fins of length 𝐿𝑎𝑓  with conduction along x-

direction. On each side of the absorber-base, the following differential equation for the temperature profile at 

a given y is found: 

  𝑘𝑎𝑏𝑠𝜆𝑎𝑏𝑠
𝑑2𝑇𝑎𝑏𝑠

𝑑𝑥2 =
𝑇𝑎𝑏𝑠−𝑇𝑎𝑚𝑏

𝑅𝑎𝑏𝑠,𝑏𝑎𝑐𝑘
−

𝑇𝑃𝑉−𝑇𝑎𝑏𝑠

𝑅𝑖𝑛𝑡𝑒𝑟
      (eq. 11)  

With these boundary conditions: 

  {

𝑇𝑎𝑏𝑠(𝑥 = 𝐿𝑎𝑓) = 𝑇𝐵

𝑑𝑇𝑎𝑏𝑠

𝑑𝑥
(𝑥 = 0) = 0 (symmetry)

       (eq. 12) 

This equation is solved below: 

  𝑇𝑎𝑏𝑠(𝑥, 𝑦) =
𝑏

𝑗
+ 𝑎𝑎𝑏𝑠(𝑦) × cosh(𝑚𝑥) 
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with 𝑎𝑎𝑏𝑠(𝑦) =
1

cosh(𝑚𝐿𝑎𝑓)
(𝑇𝐵(𝑦) −

𝑏

𝑗
)  and 𝑚 = √

𝐹′𝑗

𝑘𝜆
    (eq. 13) 

At a given y in the fluid direction, 𝑇𝑎𝑏𝑠(𝑥) = 𝑇𝑎𝑏𝑠

𝑦
(𝑥) =

𝑏

𝑗
+ 𝑎𝑎𝑏𝑠(𝑦)

𝑦
× cosh(𝑚𝑥)  (eq. 14) 

With the following parameters: 

𝐹′ =
1

ℎ𝑟𝑎𝑑𝑅𝑖𝑛𝑡𝑒𝑟+
𝑅𝑖𝑛𝑡𝑒𝑟

𝑅𝑡𝑜𝑝
+1

;  𝑏 = 𝑆 + ℎ𝑟𝑎𝑑𝑇𝑠𝑘𝑦 +
𝑇𝑎𝑚𝑏

𝑅𝑡𝑜𝑝
+

𝑇𝑏𝑎𝑐𝑘

𝑅𝑎𝑏𝑠,𝑏𝑎𝑐𝑘𝐹′
 ;  𝑗 =

1

𝑅𝑖𝑛𝑡𝑒𝑟𝐹′
+

1

𝑅𝑎𝑏𝑠,𝑏𝑎𝑐𝑘𝐹′
−

1

𝑅𝑖𝑛𝑡𝑒𝑟
   (eq. 15)  

Energy balance on the absorber-base 

𝑙𝐵 = 𝑙𝑐 + 𝜄 is the width of the base of the fin. 𝑙𝑐 is the width of the weld. An energy balance on the base (non-

fin) area of the absorber plate shows: 

  𝑞′𝐵𝑎𝑠𝑒−𝑡𝑢𝑏𝑒 = 𝑙𝑐
𝑇𝑃𝑉−𝑇𝐵

𝑅𝑇
− 𝜄

𝑇𝐵−𝑇𝑏𝑎𝑐𝑘

𝑅𝑎𝑏𝑠,𝑏𝑎𝑐𝑘
+ 2𝑞′𝑎𝑏𝑠𝑓𝑖𝑛       (eq. 16) 

Assuming 𝑇𝐵 = 𝑏1𝑞𝑡𝑢𝑏𝑒−𝑓𝑙𝑢𝑖𝑑
′ + 𝑏2𝑇𝑓𝑙𝑢𝑖𝑑 + 𝑏3𝑇𝑏𝑎𝑐𝑘, we get:  

𝑞𝐵𝑎𝑠𝑒−𝑡𝑢𝑏𝑒
′ = −θ𝐵𝑡𝑞𝑡𝑢𝑏𝑒−𝑓𝑙𝑢𝑖𝑑

′ + κ𝐵𝑡𝑇𝑓𝑙𝑢𝑖𝑑 + ϵ𝐵𝑡      (eq. 17) 

Energy balance on the tube 

𝑞𝑡𝑢𝑏𝑒−𝑓𝑙𝑢𝑖𝑑
′ = 𝑞𝐵𝑎𝑠𝑒−𝑡𝑢𝑏𝑒

′ − 𝑞𝑡𝑢𝑏𝑒−𝑏𝑎𝑐𝑘
′ = 𝐶𝐵(𝑇𝐵 − 𝑇𝑡𝑢𝑏𝑒) − 𝛾𝑏𝑎𝑐𝑘(𝑇𝑡𝑢𝑏𝑒 − 𝑇𝑏𝑎𝑐𝑘)  (eq. 18) 

With 𝐶𝐵 =
𝑙𝑐𝑘𝑟𝑖𝑠𝑒𝑟

𝜆𝑟𝑖𝑠𝑒𝑟
 and γ𝑏𝑎𝑐𝑘 =

𝑝𝑒𝑥𝑡,𝑡𝑢𝑏𝑒

𝑅𝑡𝑢𝑏𝑒+𝑅𝑡𝑢𝑏𝑒,𝑏𝑎𝑐𝑘
+ ℎ𝑏𝑎𝑐𝑘,𝑟𝑎𝑑𝑝𝑒𝑥𝑡,𝑡𝑢𝑏𝑒,𝑟𝑎𝑑 

The Millman’s theorem gives 𝑐1, 𝑐2, and 𝑐3 in 𝑇𝑡𝑢𝑏𝑒 = 𝑐1𝑇𝐵 + 𝑐2𝑇𝑓𝑙𝑢𝑖𝑑 + 𝑐3𝑇𝑏𝑎𝑐𝑘  and then find 𝑏1, 𝑏2, and 𝑏3. 

In this calculation, we need χ =
1

ℎ𝑓𝑙𝑢𝑖𝑑𝑝𝑖𝑛𝑡,𝑡𝑢𝑏𝑒
 and so the internal heat transfer coefficient ℎ𝑓𝑙𝑢𝑖𝑑. We chose the 

correlation from (Taler and Taler, 2017) which is valid for 𝑃𝑟 ∈ [0.6,160], 𝑅𝑒 ≥ 104 and 𝐿/𝑑𝑤 ≥ 60:  

  ℎ𝑓𝑙𝑢𝑖𝑑 =
𝑘𝑓𝑙𝑢𝑖𝑑𝑁𝑢

𝐷𝑡𝑢𝑏𝑒
 𝑤𝑖𝑡ℎ 𝑁𝑢 = 0.023𝑅𝑒0.8𝑃𝑟𝑛, 𝑛 = 0.7       (eq. 19) 

Substituting 𝑞𝐵𝑎𝑠𝑒−𝑡𝑢𝑏𝑒
′  from (eq. 17) into (eq.18), we find the heat transfer to fluid (per unit of length in the 

fluid direction in W/m) as a function of 𝑇𝑓𝑙𝑢𝑖𝑑 with three key parameters: 

𝑞𝑡𝑢𝑏𝑒−𝑓𝑙𝑢𝑖𝑑
′ (𝑦) =

κ𝑡𝑓

θ𝑡𝑓
𝑇𝑓𝑙𝑢𝑖𝑑(𝑦) +

ϵ𝑡𝑓

θ𝑡𝑓
      (eq. 20) 

See the GitHub repository documentation for the expression of 𝜅𝐵𝑡, 𝜃𝐵𝑡, 𝜖𝐵𝑡, (𝑏𝑖), (𝑐𝑖), 𝜅𝑡𝑓, 𝜃𝑡𝑓, and 𝜖𝑡𝑓. 

Energy balance on a differential section of fluid moving through the tube 

  
�̇�𝐶𝑝

𝑁ℎ𝑎𝑟𝑝

𝑑𝑇𝑓𝑙𝑢𝑖𝑑

𝑑𝑦
= 𝑞′𝑡𝑢𝑏𝑒−𝑓𝑙𝑢𝑖𝑑          

(eq. 21) 

𝑑𝑇𝑓𝑙𝑢𝑖𝑑

𝑑𝑦
= 𝑎𝑓𝑇𝑓𝑙𝑢𝑖𝑑 + 𝑏𝑓 where {

𝑎𝑓 =
𝑁ℎ𝑎𝑟𝑝

�̇�𝐶𝑝

𝜅𝑡𝑓

𝜃𝑡𝑓

𝑏𝑓 =
𝑁ℎ𝑎𝑟𝑝

�̇�𝐶𝑝

𝜖𝑡𝑓

𝜃𝑡𝑓

      (eq. 22) 

Finally, we get the temperature field of the fluid in the tube: 

  𝑇𝑓𝑙𝑢𝑖𝑑(𝑦) = (𝑇𝑓𝑙𝑢𝑖𝑑,𝑖𝑛 +
𝑏𝑓

𝑎𝑓
) exp(𝑎𝑓𝑦) −

𝑏𝑓

𝑎𝑓
      (eq. 23) 

Likewise, see the GitHub repository documentation to find the expression of the average temperature of the 

fluid along the tube 𝑇𝑓𝑙𝑢𝑖𝑑 , the heat transfer 𝑞′𝑓𝑙𝑢𝑖𝑑 , the average temperature of the base of the absorber along 

the tube 𝑇𝐵, the average temperature of the absorber-fin on either side of the tube 𝑇𝑎𝑏𝑠𝑓𝑖𝑛, the average 

temperature of the absorber 𝑇𝑎𝑏𝑠 and the average temperature of the PV cells layer 𝑇𝑃𝑉 . 

The solution of this set of equations requires an iterative approach until convergence. 
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2.3 Implementation of fins 

The second step consisted in the implementation of surface extensions in these equations. They are either 

against tubes (e.g., a fin-and-tubes heat exchanger usually found as a heat pump evaporator, a finned-tubes 

heat exchanger) or against the absorber plate. In the latter, fins are in series with the “absorber-fin”. 

Fins welded on the tubes (f0) and (f1) 

The fins (f0) are welded vertical against the tubes, and perpendicular to the fluid direction y, so that they are 

parallel to the free convection air flow. Each fin is characterized by the number of Biot 𝐵𝑖 = (1 +
𝜆𝑓𝑖𝑛

𝛿𝑓𝑖𝑛
)

𝜆𝑓𝑖𝑛ℎ𝑏𝑎𝑐𝑘

𝑘𝑓𝑖𝑛
. 

 

Fig. 3: vertical fins welded perpendicular to the tubes (f0) 

Here is the heat equation: 

  
𝑑2𝑇𝑓𝑖𝑛

𝑑𝑥2 −
2𝐵𝑖

𝜆𝑓𝑖𝑛
2 (𝑇𝑓𝑖𝑛(𝑥) − 𝑇𝑒𝑥𝑡) = 0       (eq. 24) 

Boundary conditions if symmetry or zero-flux end: 

  {

𝑇𝑓𝑖𝑛(𝑥 = 0) = 𝑇𝑡𝑢𝑏𝑒(𝑦)

𝑑

𝑑𝑡
𝑇𝑓𝑖𝑛(𝑥 = 𝐿𝑓𝑖𝑛) = 0

        (eq. 25) 

Boundary conditions if free-flux end: 

  {

𝑇𝑓𝑖𝑛(𝑥 = 0) = 𝑇𝑡𝑢𝑏𝑒(𝑦)

𝑘
𝑑𝑇𝑓𝑖𝑛

𝑑𝑧
(𝑧 = 𝐿𝑓𝑖𝑛) = −ℎ𝑏𝑎𝑐𝑘(𝑇𝑓𝑖𝑛(𝑧 = 𝐿𝑓𝑖𝑛) − 𝑇𝑏𝑎𝑐𝑘)

    (eq. 26) 

Solving this equation requires the computation of 𝛾, fin and flow characteristic number: 

𝛾 =

𝛼

𝜆𝑓𝑖𝑛
sinh(

𝛼

𝜆𝑓𝑖𝑛
𝐿𝑓𝑖𝑛)+

𝛽𝛼

𝜆𝑓𝑖𝑛
cosh(

𝛼

𝜆𝑓𝑖𝑛
𝐿𝑓𝑖𝑛)

cosh(
𝛼

𝜆𝑓𝑖𝑛
𝐿𝑓𝑖𝑛)+𝛽sinh(

𝛼

𝜆𝑓𝑖𝑛
𝐿𝑓𝑖𝑛)

  with 𝛼 = √2𝐵𝑖  and 𝛽 =
√𝐵𝑖/2

(1+
𝜆𝑓𝑖𝑛

𝛿𝑓𝑖𝑛
)

   

 (eq. 27) 

Without detailing it here, horizontal fins (f1) welded from one tube to the other have been modelled as well. 

For a slice i of the panel, at a given 𝑦, the average heat transfer through the fins on back and on either side is: 

  𝑞𝑓0′ = 𝛾0
𝑖𝑛𝑡(𝑇𝑡𝑢𝑏𝑒(𝑦) − 𝑇𝑏𝑎𝑐𝑘) with 𝛾0

𝑖𝑛𝑡 = 𝑘𝑓0𝛾0

𝜆𝑓0𝑁𝑓0𝛿𝑓0
𝑖𝑛𝑡

𝐿𝑡𝑢𝑏𝑒
    (eq. 28) 

  𝑞𝑓1′ = 𝛾1
𝑖𝑛𝑡(𝑇𝑡𝑢𝑏𝑒(𝑦) − 𝑇𝑏𝑎𝑐𝑘) with 𝛾1

𝑖𝑛𝑡 = 2𝑘𝑓1

𝜆𝑓1𝑁𝑓1𝛿𝑓1
𝑖𝑛𝑡

𝐿𝑡𝑢𝑏𝑒

√2𝐵𝑖𝑓1

𝜆𝑓1
tanh (√2𝐵𝑖𝑓1

𝐿𝑓1

𝜆𝑓1
) (eq. 29) 

Then, we adapt the model with these additional heat transfers: 

  𝛾𝑏𝑎𝑐𝑘 ←  𝛾𝑏𝑎𝑐𝑘 + 𝛾0
𝑖𝑛𝑡 + 𝛾1

𝑖𝑛𝑡       (eq. 30) 
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Fins welded on the absorber plate (f2) 

These are also vertical and perpendicular to the fluid direction y. 

 

Fig. 4: vertical fins welded on the absorber plate, perpendicular to the tubes (f2) 

For half of the fin on one side of the tube, the heat transfer in 𝑊/(𝑚2𝑜𝑓𝑐𝑜𝑛𝑡𝑎𝑐𝑡) is: 

𝑞𝑓2 = γ2
𝑖𝑛𝑡 (𝑇𝑎𝑏𝑠

𝑦
(𝑥) − 𝑇𝑏𝑎𝑐𝑘) with γ2

𝑖𝑛𝑡 = 𝑘γ2
λ𝑓2𝑁𝑓2δ𝑓2

𝐿𝑡𝑢𝑏𝑒δ𝑓2
      (eq. 31) 

The b and j coefficients from 𝑇𝑎𝑏𝑠(𝑥) = 𝑇𝑎𝑏𝑠

𝑦
(𝑥) =

𝑏

𝑗
+ (𝑇𝐵(𝑦) −

𝑏

𝑗
)

cosh(𝑚𝑥)

cosh(𝑚𝐿𝑎𝑓)
 become: 

  𝑏 ← 𝑏 +
𝛾2

𝑖𝑛𝑡𝑇𝑏𝑎𝑐𝑘

𝐹′
  𝑗 ← 𝑗 +

𝛾2
𝑖𝑛𝑡

𝐹′
       (eq. 32) 

3. Methodology 

We developed a numerical model which predicts the steady-state thermal power output of one PVT panel under 

a set of meteorological (irradiance, ambient temperature, wind) and system parameters (inlet fluid temperature, 

flow rate). By running this simulation into a sample of test data, so it is possible to get the ai coefficients which 

characterize the panel according to (eq. 42) from (“ISO/DIS 9806:2017 Solar energy — Solar thermal — Test 

methods,” 2017). 

�̇� = 𝐴𝐺  (𝜂0,ℎ𝑒𝑚𝐾ℎ𝑒𝑚𝐺 − 𝑎1(𝑇𝑚 − 𝑇𝑎) − 𝑎2(𝑇𝑚 − 𝑇𝑎)2 − 𝑎3𝑢′(𝑇𝑚 − 𝑇𝑎) + 𝑎4𝐺′ − 𝑎6𝑢′𝐺 −

𝑎7𝑢′𝐺′ − 𝑎8(𝑇𝑚 − 𝑇𝑎)4)        (eq. 33) 

Since the latest version of this standard, the coefficients a2 and a8 are often set to zero for PVT panels because 

the thermal power is considered linearly dependent on the temperature difference. Besides, the heat exchanger 

being in a narrow space between the panel and the roof, it has been assumed that the wind does not modify the 

convective heat transfers on the rear side. Therefore, the information of geometry impact on free convection 

air flow is contained only in the a1 coefficient. The information of forced convection impact is theoretically 

contained only in a3. 

In the following, the optical efficiency 𝐴0 = 𝑎0 − 𝑎6𝑢′ and the heat loss coefficient 𝐴1 =  𝑎1 + 𝑎3𝑢′ are 

retained as the two main thermal performance representative values. An average wind speed of u = 1.3 m/s is 

assumed so that u’ = -1.7 m/s. 

This model includes modelling temperature fields in and over the constituent elements of the exchanger and 

fluid flow geometry (having an impact on internal heat transfer coefficient and temperature field along its 

path). It allows analysing the different contributions by heat transfer type (conduction, convection, radiation) 

and by source (sun irradiance, ambient air) linked with geometry variability and finding optimum solutions.  

In the following, we analyse a basic PVT prototype. We do not consider the manifolds. We use our numerical 

model directly without calibration following the experimental tests 
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4. Results 

4.1. Number of risers 

A specific PVT panel prototype has been studied. The heat exchanger is a meander made up with 16 risers 

bonded against an aluminum absorber sheet. The latter is plated against the backsheet of the PV panel. 

Tab. 3: PVT panel prototype characteristics  

Parameter Symbol Value 

Nominal efficiency η 20% 

Power decrease coefficient Eff𝑇 -0.0034 /K 

Tilt β 45° 

Number of risers N 16 

Gross area AG 1.93 m2 

Absorber length Labs 1,550 mm 

Absorber width wabs 1,080 mm 

Tube diameter Dtube 8 mm 

Weld width lc 4 mm 

Absorber conductivity kabs 226 W/mK 

Absorber thickness λabs 0.4 mm 

 

A greater number of risers makes it possible to collect heat transfer from the absorber more efficiently. Above 

a certain number, the absorber surface associated with each tube is sufficiently small for a major part of these 

transfers to be collected. Note that we are in the case of a meander exchanger, the flow rate is therefore constant, 

as is the internal heat transfer coefficient of the fluid. 

 

 
 

 

Fig. 5: A0 and A1 (for u = 1,3 m/s) dependency on the number of risers for our meander PVT panel 

 

Number of risers in meander 

A0 A1 
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4.2 Absorber thickness 

The absorber, on either side of each tube, acts as a fin: 

• One face being in direct contact with the backsheet, transmits the heat from sunlight, radiative 

transfer, and convection on the upper side 

• The other side transmits the heat from convection on the lower side 

This function makes it possible to exploit the entire surface of the collector. To improve A0 and A1 

coefficients, the fin must therefore play its role as well as possible. 

With the same panel, here is a parametric study about the absorber plate thickness. Indeed, it behaves like a 

fin on each side of each tube, so its conductance (product of thermal conductivity and thickness) is highly 

influent on thermal performance. 

 

Fig. 6: A0 and A1 (for u = 1,3 m/s) dependency on absorber plate thickness for our meander PVT panel 

It is found that the aluminum absorber plate should have a thickness of at least 1.3 mm to get a minimum of 

98% of the maximum value reached for about 27 mm of thickness. If the absorber plate of the prototype is 

replaced by a 1.3 mm-thick one, the A0 would increase by about 3 points which corresponds to about 7% more 

energy produced every year. 

4.3. Fins height L 

Tab. 4: PVT panel prototype characteristics  

Number of fins Nf2 120 

Fin spacing D 9 mm 

Fins conductivity kf2 226 W/mK 

Fins thickness λf2 1.5 mm 

 

As shown above, the behavior of rectangular vertical fins plated on the absorber is known with an analytical 

solution giving the incoming heat flux at the base of each fin according to their geometry. Specifically, the 

influence of their height L is well known. It significantly increases the heat flux until some point. Beyond the 

threshold value of 𝐿 <
√𝑘𝑎

ℎ
, the rest of the fin is “useless”. Here the calculated threshold value with an average 

rear side heat transfer coefficient of h = 3,6 W/m2K is about 31 cm. The simulation for this PVT panel, with 

fins perpendicular to the tubes and plated against the absorber plate, reflects this phenomenon, and gives 

approximate expected values for the performance indicators A0 and A1. 

 

A0 A1 
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Fig. 7: A0 and A1 (for u = 1,3 m/s) dependency on fins height for the PVT panel with fins perpendicular to the tubes and plated 

against the absorber plate (120 aluminum fins, 1.5 mm thick, fin spacing of 9 mm,) 

4.4. Fins number 

Tab. 4: PVT panel prototype characteristics  

Fins length Lf0 20 mm 

Fins width δf0 10 mm 

Contact width between 

fins and tube 

δf0
int (πDtube)/2 = 13 mm 

 
As another example, the PVT heat exchanger has fins perpendicular to the tubes and welded against them. A 

key choice, in such a design, is the number of fins (i.e., the fin spacing) because it negatively influences the 

heat transfer coefficient on the back of the panel hback as (Tari and Mehrtash, 2013) shows. It dealt with free 

convection heat transfer from plate-fin heat sinks and gave a complete set of Nusselt number correlations 

covering all inclination angles. As Fig. 8 shows, it allows finding the optimum fin spacing to maximize the 

global heat loss coefficient A1 or optimizing the number of fins against weight and/or cost constraints.  

 

Fig. 8: A0 and A1 (for u = 1,3 m/s) dependency on fin spacing for the PVT panel with fins perpendicular to the tubes and 

welded against them (52 mm long fins, 1.5 mm thick) 

 

A0 A1 

A0 A1 
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5. Conclusion 

This model allowed us to study thermal performance of a variety of heat exchanger pre-designs and understand 

the determinants of different contributions. While keeping a global vision of the problem, it has been possible 

to focus on key choices and find optimum solutions for the number of tubes, the absorber thickness, the fins 

height or spacing. In our approach, the model has been assumed to be relevant to compare geometries with 

each other. First, it would benefit from being confronted with experimental results. Indeed, quantification of 

uncertainties is at stake as (Huang and Shah, 1992) showed. Second, a dynamic modelling of thermal 

performance would complete the analysis, e.g. by adapting the model of (Guarracino et al., 2016). Third, CFD 

simulations could contribute to the validation of optimizations and to the understanding of thermal couplings 

with the consideration of temperature inhomogeneities, as shown in (Singh et al., 2015), (Taler et al., 2019) 

and (Marcinkowski et al., 2021). It has been shown that the impact of the heat exchanger geometry, the frame 

of the panel, and the incidence angle on the free convection air flow should be studied to optimize such a PVT 

panel dedicated to a solar-assisted heat pump. 
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Abstract 

The growing demand for utilization of solar photovoltaic (PV) module puts increased pressure on 
manufacturers to improve the reliability of PV modules for meeting their lifetime warranty. The PV module 
interconnection which is one of the key components of the module is reported to account for about 40% of the 
failure of the module. In this study, Finite Element Analysis using ABAQUS software was used to investigate 
the creep-fatigue behavior of the solder joints for convectional PV module interconnection with different 
dimensions. The exponent factor of the Coffin–Manson–Arrhenius approach for estimating the creep-fatigue 
life of the PV module interconnections was determined to be -1.8 and was used to predict the solder joint’s 
creep-fatigue life under thermal cycling operating conditions. Our results also suggest that optimal dimensions 
for higher creep-fatigue life and PV interconnection reliability are 20µm solder thickness, 40µm-50µm silver-
pad thickness, 150µm copper thickness and 1mm ribbon width.   
 
Keyword: PV Module Interconnection, Reliability, Creep-Fatigue, Life Time. 

 
1. Introduction 

As the PV Solar module technology is being developed to play a more significant role in the replacement of 
fossil fuel sources with renewable energy sources, the challenge to improve the reliability of the PV modules 
is getting more attention. According to a recent IRENA (International Renewable Energy Agency) report 
(IRENA 2019), solar PV will become the second-largest power generation source by 2050 (just behind wind 
power) and will be the catalyst for the transformation of the global electricity sector, generating some 25% of 
total electricity needs globally. In order to grow the global share of electricity generation of Solar PV from the 
current 3% (IEA, 2020) to the projected 25% by 2050, there is an urgent need for improving the reliability of 
PV modules, which have been reported to fail due to adverse operating conditions such as thermal cycling, 
damp heat and UV exposure. For example, thermal cycling can cause PV module interconnection solder joint 
failures and cracks in solar cells (Ogbomo, et al., 2018).   

Solar PV module manufacturers are also keen to achieve higher reliability products in order to match their 
offer of power output warranties of 25 years (with early and premature failures covered by the warranty and 
the free replacement of the solar PV module). Study of the potential failure modes of PV module have shown 
that one of the major PV module’s reliability challenges is the failure of the solder joint materials used for 
connecting the ribbon to the cell. This is because the daily power-up and shut-down and the associated heating 
and cooling down of the PV module results in thermal cycling and ageing of the PV module. Consequently, 
the solder joints used for the PV module interconnection can experience very high stress and strain levels due 
to the coefficient of the thermal expansion (CTE) mismatch between the adjacent materials (Itoh, et al., 2014). 
The induced stress and strain in the solder joints result in high levels of energy accumulation that can 
significantly reduce the creep-fatigue life of the interconnection and the long-term reliability of the PV module 
(Ogbomo, et al., 2018). Also, during the high temperature manufacturing processes of the PV module (e.g. 
EVA lamination), the CTE mismatch between the materials can cause the micro-cracks in the solder joints, 
which can then result in a premature interconnection failure (Majd, Ekere, 2020a). 
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The models for estimation of the fatigue life of solder joints can be sub-divided into three categories, namely: 
stress-based, strain-based and energy-based approaches. According to the stress-based approach, fatigue 
failure occurs when the accumulated stress reaches a trigger threshold (Li, et al., 2017; Han, Han, 2014). The 
strain-based approach is the most widely reported method in the literature for the computational study of creep-
fatigue behavior of the solder joints. For strain-based fatigue models, the strain is composed of the elastic 
strain, plastic strain, creep strain components, which are not easily distinguishable (Knetch, Fox, 1990). The 
Coffin-Manson model and the Total Strain model are two of the most popular strain-based models used for the 
prediction of the thermal fatigue life of materials (Li, et al., 2017; Lee, et al., 2000). The Coffin-Manson model 
uses the plastic strain amplitude over a cycle to estimate the number of cycles to failure. Several modifications 
of the Coffin-Manson model have been used for the prediction of the fatigue life of materials in specific 
conditions (Chen, et al., 2017). For example, Yunxia Chen et al. used the modified Coffin-Manson equation 
to introduce a coupling damage model considered low-cycle fatigue and creep (Chen, et al., 2021). It was also 
found that for strain levels less than 1%, the Coffin-Manson model cannot accurately estimate the creep-fatigue 
life, and hence is not recommended, as the strain is mostly composed of creep and elastic strains rather than 
plastic strain (Hund, Burchett, 1991). The total strain model was introduced as a modified form of the Coffin–
Manson model to incorporate both the elastic and plastic strain terms (Lee, et al., 2000; Yao, et al. 2017). 

In terms of the energy-based models used for predicting the creep-fatigue life of materials, the Morrow Energy 
Density model (Andersson et al., 2006; Zhu et al., 2014), is one of the most widely used methods. In this 
approach, the plastic strain energy density is used instead of the plastic strain values. The advantage of this 
method is that it incorporates the effects of both plastic strain and plastic stress on the cumulative energy. In 
the Morrow Energy Density model, the number of cycles to failure (𝑁 ) is a function of the plastic strain energy 

density, which is obtained from the hysteresis stress-strain loops for each cycle. In another study, Akay et al. 
developed the model for predicting the creep-fatigue life based on the total strain energy, rather than the plastic 
strain energy density (Akay, et al., 2003). The stress–strain hysteresis energy is also important for predicting 
the fatigue failure life (Steinhorst, et al., 2013)). For example, Darveaux proposed a fatigue model with 
consideration of the accumulated stress–strain hysteresis energy in the material to derive the equation for the 
crack initiation cycle number and crack propagation rate (Darveaux, 2002).  

The strain and the energy terms used in the models discussed above for the estimation of the fatigue life of 
materials can be found by using the analytical constitutive models of creep behavior. Examples of the 
constitutive models used for the prediction of the creep fatigue life of materials include the following: (a). 
Garofalo or Hyperbolic Sine (Syed, 2004; Depiver, et al., 2021), (b). Anand (Baber, Guven, 2017; Cho, et al., 
2018), (c). Johnson-Cook (Halounai, et al., 2020) and (d). Power Law (Zhang, et al., 2008; Ma, 2009). 

In this study, the Hyperbolic-Sine creep model in ABAQUS software was used to study the creep behavior of 
the solder joints for PV module interconnection with different dimensions. The total dissipated energy 
extracted from FEM simulation was used to find the number of cycles to failure for the solder joints using 
reliability formulation. For this reliability, a Coffin–Manson–Arrhenius exponent factor was found by 
comparing different thermal cycling conditions. Then this factor was used to determine the creep-fatigue life 
of the solder joints in PV module interconnection under arbitrary thermal cycling conditions. 

2. Methodology 

2.1. Creep Investigation Model 

Previous studies on the failure of solder materials showed that they exhibit elastic, bilinear kinematic hardening 
plastic behavior after yielding (Che, Pang, 2004). The Hyperbolic-Sine creep model is perhaps, one of the most 
widely reported in the literature for investigating the effect of temperature and strain rate on the elastic plastic 
creep behavior of materials. Amalu, et al. (2016) compared different set of creep parameter values of the lead-
free solder joints to select a suitable constitutive model based on the Hyperbolic-Sine creep model to predict 
the accurate creep parameters (Amalu, Ekere, 2016). Equation 1 shows the formula for the Hyperbolic-Sine 
creep model. 

𝜀̇ = 𝐴 sin h( 𝛽𝜎) 𝑒𝑥𝑝 −
𝑄

𝑅𝑇
          (eq. 1) 
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where 𝜀̇  is the scalar creep strain rate, A is Boltzmann's constant, 𝛽 and n are constants, 𝜎 is the von-mises 
effective stress, Q is activation energy, R is gas constant and T is the absolute temperature. The values of the 
parameters in the hyperbolic sine creep equation for popular SAC (Tin, Silver, Copper) solder alloys (e.g. 
Sn3.8Ag0.7Cu, Sn3.5Ag0.75Cu and Sn3.5Ag0.5Cu) have been found to be as follows: 𝛽 is 0.02447 1/MPa, n 

is 6.41, R is 8.314 J·Mol−1·K−1 and  is 6500 (Schubert, et al., 2003). 

2.2. FEM Simulation 

In this study, the FEM simulation for different dimensions of the conventional PV module interconnection 
ribbon was performed in ABAQUS 2019 and the Hyperbolic-Sine creep model was applied to the solder joint 
material. Tab. 1 presents the mechanical properties of the material used for the FEM simulation. As the plastic 
behavior of the solder joint material is considered temperature dependent, the values for the coefficient of 
thermal expansion of the materials, the Young’s Modulus and the plastic stress for the solder joint material 
used for investigating the effect of temperature on the elastic plastic creep behavior of materials are given in 
Tab. 2. 

Tab. 1: Mechanical Properties of material used in the FEM simulation of PV module interconnection (Majd, Ekere, 2020a).  

 

IMC-
Copper 

(Cu5Sn6) 

IMC-
Silver 

(Ag3Sn) 

Solder 
(SAC) 

Silver Al Copper EVA Silicon Tedlar Glass 

Elastic 
Modulus 

(GPa) 
110 79 

See 
Tab. 2 

69 68.3 121 11 130 2.138 73.0 

Poisson’s 
Ratio  

0.3 0.3 0.35 0.365 0.34 0.34 0.499 0.28 0.4 0.235 

Yield Stress 
(MPa) 

- - - 43 85 121 12 170 41 - 

Thermal 
Expansion 
Coefficient 

(ppm/K) 

See 
Tab. 2 

See 
Tab. 2 

See 
Tab. 2 

See 
Tab. 2 

See 
Tab. 2 

See 
Tab. 2 

270 
See 

Tab. 2 
78 8.0 

Plastic Stress 
(MPa) @ 

Strain  
- - 

See 
Tab. 2 

43@0.001 
120@0.04 

85@0.001 
100@0.12 

121@0.001 
217@0.01 
234@0.02 
248@0.04 

- - 
41@0.00 
55@0.9 

- 

Tab. 2: Temperature dependency of  the material properties used in the FEM simulation  (Majd, Ekere, 2020a). 

T
em

p
. (

ºC
) Interpolated data for the Coefficient of Thermal Expansion (ppm/K) 

Young’s 
Modulus 

(GPa) 

Yield 
Stress 
(MPa) 

Plastic Stress 
(MPa) at 

0.065 Strain  

Copper Silver Al Silicon 
IMC-

Copper 
(Cu5Sn6) 

IMC-
Silver 

(Ag3Sn) 
Solder Solder (SAC) 

0 16.22 18.67 22.50 2.35 17.7 19 21.3 49 71 145 

30 16.60 18.98 23.29 2.63 18 19.4 21.81 46.9 52 131 
60 16.91 19.20 23.85 2.87 18.3 19.8 22.32 44.8 16 110 
90 17.22 19.42 24.41 3.04 18.6 20.3 22.83 42.7 - - 

120 17.53 19.65 24.97 3.20 19 20.7 23.34 40.6 - - 
150 17.76 19.91 25.40 3.36 19.8 21.1 23.85 38.5 - - 

To increase the computational solution speed, the 2D plane-strain elements were used since the geometry of 
the models have a high ratio of the interconnection length to the other dimensions of model. The symmetry 
boundary condition was applied to the mid-point of the interconnection section and bottom-end of the Tedlar 
material was closed. Fig. 1 is a schematic view of the cross section of the conventional PV module 
interconnection showing the applied boundary conditions and the solder joint mesh design used for the FEM 
simulation in ABAQUS. The models were subjected to a homogenous thermal cycling load, with time history 
in accordance with the IEC 61215-2:2016 standard (the temperature of cycle uniformly changes between the 
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minimum temperature (-40°C) and maximum temperature (85°C) with the rate 100°C/hr during 15 minutes 
and with 10 minutes dwell time) (International Electrotechnical Commission, 2016). In this study, the thickness 
of the materials used for the models (namely, aluminum, silicon cell, EVA, glass and Tedlar layers), were 
assumed to be 25µm, 200µm, 460µm, 3mm and 190µm, respectively. Also, the thickness of the IMC 
(intermetallic compound) layer in the boundaries of the solder joint with the copper and silver-pad materials 
is considered to be 4 µm. The interconnection width and the thickness of other component parts including 
silver-pad, copper, and the solder joints are then varied to investigate the effect of interconnection design on 
the creep-fatigue response. 

 

 
Fig. 1: Schematic view of the simulated conventional PV module interconnection showing the boundary conditions, arrangement 

of materials and solder joint meshing style.  

2.3. Validation of the Methodology 

To validate the methodology used for creep-fatigue investigation in this work (including element type, mesh 
size, and the formulation to estimate the creep-fatigue lifetime), the results of a simulation of SAC solder joint 
in Wafer Level Chip Scale Packages (WLCSP) were compared with the literature. 
Tab. 3 compares the number of cycles to failure (𝑁 ) estimated using the present methodology with the 𝑁  

reported in the literatures. There were good agreements between the estimated 𝑁  using the present 

methodology in this study and the 𝑁  reported from the experiment (9.8% error) as highlighted in Tab.3. 

Hence, the present practiced methodology to predict the creep-fatigue lifetime of the solder joints can be 
reasonably used for the lifetime estimation of the creep-fatigue failure in the PV module interconnection solder 
joints. 
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Tab. 3: Lifetime model parameters and estimated 𝑵𝒇 for the solder joint used in WLCSP. 

Lifetime Model 
Parameters 

𝑁 = 𝐶( 𝑤 )   

FEM Simulation 
(Lee, Chiang, 

2019) 

FEM Simulation 
(Tsou, et al., 

2017) 

Present FEM 
Simulation  

𝒘𝒂𝒄𝒄 (from FEM) 0.35 0.39 0.44 

C 145 175 526 
η -2 -1.9 -1 

𝑵𝒇 1152 1058 1112 

𝑵𝒇 from experiment (Hsieh, Tzeng, 2014) 

Error for the 𝑵𝒇  13.7% 4.4% 9.8% 
 

3. Results and Discussion 

3.1. Creep Behavior of the PV Module Interconnection Solder Joint 

The FEM results of the creep stress/strain for each PV module interconnection configuration investigated in 
this study for 5 thermal cycles are discussed in this section. Fig. 2 shows the equivalent creep strain (CEEQ) 
distribution in the solder joint of the conventional PV module interconnection with 20µm, 40µm, 200µm and 
1000µm in solder, silver, copper thickness and ribbon width, respectively, after 5 thermal cycles (ranging from 
-40°C to 85°C). The results showed that the maximum CEEQ in the solder joint is located at the side of solder 
joint, and that the middle of the solder joint experiences minimum CEEQ. The location for the maximum 
CEEQ found in the solder joint was near to the location of the crack initiation in PV module interconnection 
solder joint subjected to the high temperature of lamination process found in previous studies (Majd, et al., 
2019, 2020a, 2020b, 2022). 

 
Fig. 2: Equivalent creep strain distribution (CEEQ) in the PV module interconnection solder joint after 5 thermal cycles. 

Fig. 3 shows the plot of the hysteresis stress-strain (creep) in shear direction at the element with maximum 
CEEQ for the solder joint shown in Fig. 2. Fig. 3 suggests that the area enclosed by the stress-strain curve 
increases marginally with increase in the number of cycles; and this means that the accumulated creep energy 
in the solder joint increases with thermal cycling which may cause thermal fatigue failure of the solder joint. 
This increase in the accumulated creep energy is more apparent when using the hysteresis plot of the maximum 
principle stress via CEEQ for the first 5 thermal cycles, (in Fig. 4) in which the area enclosed by the curve is 
almost linearly increases by number of cycles. 

 

Fig. 3: Plot of the hysteresis shear stress-strain at the element with maximum CEEQ (for 5 thermal cycles). 
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Fig. 4: Plot of the hysteresis maximum principle stress-CEEQ (at the element with maximum CEEQ). 

Fig. 5 shows the distribution of the creep-dissipated energy per unit volume for the solder joint shown in Fig. 
4, for 5 thermal cycles (ranging from -40°C to 85°C). It can be seen that the distribution of the creep dissipated 
energy is very similar with the that of the CEEQ (shown in Fig. 2). This indicates that where the CEEQ is 
maximum, the creep-dissipated energy exhibits the maximum value and vice-versa. Also, the changes in the 
creep dissipated energy (ECDDEN) at the element with the maximum CEEQ during the first 5 thermal cycles 
is shown in Fig. 6. As it can be seen in Fig. 5, the side of solder joint exhibits a maximum creep energy and it 
increases with an increase of the cycle number. This trend is clearly shown in Fig. 6, where by increasing the 
time (cycle number), the magnitude of the maximum creep dissipated energy increases. 

 
Fig. 5: Distribution of the creep dissipated energy (mJ/mm3) in the solder joints. 

  
Fig. 6: Creep dissipated energy at the element with maximum CEEQ. 
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3.2. Fast Cycling Test for Creep-Fatigue Failure Estimation 

The empirical models for estimating the creep-fatigue life of SAC (Tin, Silver, Copper) solder alloys joints 
have been developed by Syed (Syed, 2004). In this approach, he correlated the creep fatigue damage data 
obtained from laboratory experimental studies with the results of the FEM simulation (i.e. accumulated creep 
strain and energy density per cycle) to predict thermal creep fatigue life of SAC. His results show that the 
number of cycles to failure (𝑁 ) for the solder joints under thermal cycling loads are given by the following 

equation: 

𝑁 =  (𝑊  𝑤 )           (eq. 2) 

where 𝑊  is the energy density constant for failure (0.0019 for that SAC solder joints) and 𝑤  is the average 
accumulated creep energy density (per cycle). The average accumulated creep energy density for the solder 
joints is then given by the following equation: 

𝑤 =
∑ 𝑊 𝑉

∑ 𝑉
          (eq. 3) 

where 𝑉  and 𝑊  are the element volume and the accumulated creep energy for each element, respectively.  

The Modified Coffin–Manson–Arrhenius lifetime model is one of the most widely used approach for studying 
the behavior of materials under thermal cycling fatigue; and has been used for predicting the creep life of the 
solder joints. The solder joint fatigue failure is the mechanical degradation of the solder material due to 
deformation under cyclic loading and this is known to occur at stress levels below the normal yield stress of 
solder due to either repeated temperature fluctuations, or mechanical vibrations, or mechanical loads (or 
combined temperature fluctuations, vibrations and loading). However, in the Coffin-Manson method, the 
cycling temperature is considered as the main parameter that affects the creep fatigue life. Previous studies 
have reported on the use of the Modified Coffin-Manson-Arrhenius model for estimating the number of cycles 
to failure of solder joints for different cycling temperature ranges (Samavatian, et al., 2020; Guyenot, et al., 
2011). Held, et al. reported on the creep behavior of the solder joints under fast thermal cycling test and they 
proposed a descriptive model based on the modified Arrhenius lifetime model for predicting the number of 
cycles to failure (𝑁𝑓) for solder joints. The analytical formula that describes the relation between the number 
of cycles to failure, 𝑁𝑓 and cycling temperatures (see equation 4) has been reported by Held, et al. (1997) 
(Held, et al., 1997). 

𝑁 = 𝐴 ∗ 𝛥𝑇 ∗ exp      (eq.4) 

where, 𝑁𝑓 𝑖𝑠 the number of cycles to failure, ΔT is the cycling temperature (in Kelvin, R and Q are the 

gas constant and internal energy, respectively, 𝑇𝑚 is the mean cycle temperature (in Kelvin), α is the 

exponent factor (dependent to the design) and A is a constant for the material. 

The exponent factor (α), can be found by rearranging equation 4 for the Field Conditions (𝑁 ) and 

the test conditions (𝑁 ), as follows: 

= ( ) ∗  exp ( ( − ))   (eq.5) 

𝛼 = ln
∗  ( ( ))

   (eq.6) 

In this study, the exponent factor (𝛼) for the conventional PV module interconnection under any field condition, 
was found by comparing the correlated FEM results for different temperature intervals (𝛥𝑇) with the test 
condition. Tab. 4 shows the calculated values of accumulated creep energy density per cycle (𝑤𝑎𝑐𝑐) for 
different cycling conditions. The values of 𝑤𝑎𝑐𝑐 were calculated (by using equation 3) for the first 5 cycles of 
each load cycling scenario, and the average is used to estimate the number of cycles to failure (𝑁 ) (see equation 

 
A. Eslami Majd et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

636



2). Then, using equation 6 gives the value of 𝛼 based on the comparison of the each field thermal cycling 
condition with the test thermal cycling condition (temperature ranging from -40°C to 85°C). The results of the 
study presented in Tab. 4, shows good convergence in the values of 𝑤𝑎𝑐𝑐 for each of the five cycles used for 
investigating the thermal cycling scenarios; and this provides confirmation that the FEM simulation of the PV 
module interconnection has been implemented accurately. 

To find the generic value of 𝛼  for a given field thermal cycling condition and design, we use the mean value 
of the calculated 𝛼 values (see Tab. 4), which was found to be 𝛼  -1.8. This 𝛼  (generic value) found for the 
conventional PV module interconnection operating under any field thermal cycling condition, can be 
substituted into equation 4 to determine the number of cycles to failure (𝑁 ) and the associated the creep-

fatigue life. This generic value for the exponential factor found in this study can be used for evaluating potential 
design changes and to facilitate design for reliability validation of different configurations to improve the long-
term PV module system reliability. 

Tab. 4: Averaged accumulated creep energy density and α for different thermal cycling condition. 

 
 

3.3. Creep-Fatigue Lifetime Estimation 

The number of cycles per day used for calculating the creep-fatigue life for PV module operating under thermal 
cycling has generally been assumed to be l.5 cycles per day (Guyenot, et al., 2011); and this rate 1.5 cycles per 
day was then used with the calculated number of cycles to failure to determine the numbers of years to failure 
(Creep-Fatigue lifetime). The effect of different parameters (namely: solder thickness, silver-pad thickness, 
copper thickness and ribbon width), on the creep-fatigue lifetime of the conventional PV module 
interconnection (operating under 3 different thermal cycling loads, namely: from temperature ranges of 10°C 
to 50°C, 0°C to 50°C and 0°C to 60°C) are presented in Fig. 7 to 10. The results showed that for all PV module 
interconnection dimensions studied, the creep-fatigue lifetime calculated for the thermal cycling loads 
(namely: the 10°C to 50°C and the 0°C to 50°C) were identical. The results indicate that for all cases studied, 
the maximum temperature of the cycling load massively impacts the creep-fatigue lifetime; as by increasing 
the maximum temperature from 50°C to 60°C, the creep-fatigue lifetimes experience 50% decrease. Equally, 
the results showed that the minimum temperature of the cycling load has much less effect on the creep-fatigue 
lifetime. 

Fig. 7 shows that for solder joints thicker than 20µm, there is no or little change in the creep-fatigue lifetime 
with increase in the solder joints thickness. The calculated creep-fatigue lifetime of the solder joint of 
interconnection under thermal cycling in range of 0°C to 50°C (𝛥𝑇=50°C ) was 26.5 years which is in very 
good agreement with the reported life (25 years) for similar configuration studied by Guyenot, et al. (2011) 
(Guyenot, et al., 2011). This provides further validation for the methodology used for this study, as reported 
in our previous study (Majd, Ekere, 2020a). Fig. 8 shows that the creep-fatigue lifetime increases linearly with 
increasing silver-pad thickness.  For example, increasing the silver-pad thickness from 20µm to 50µm resulted 
in an increase of about 50% in the creep-fatigue lifetime. 

Changing the copper thickness and ribbon width had very marginal effect on the creep-fatigue lifetime (less 
than 10%) as highlighted by Fig. 9 and Fig. 10. However, for reducing the electrical resistance in the ribbon, 
the ribbon should be designed to provide enough cross section of ribbon (at least 0.15mm2). Hence, the 
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minimum acceptable copper thickness is considered as 150µm when the ribbon width is no less than 1mm. 
Alternatively, for the ribbons width with less than 1mm (e.g. 900µm), the copper with thickness higher than 
150µm should be used. Our results shows that the ribbon with ribbon width of 900µm and copper thickness of 
175µm has about 1% less creep-fatigue life compared to the ribbon with 1mm width, and 150µm copper 
thickness.   

In summary, the methodology developed for this study to investigate the effect of the four geometrical 
parameters on the creep-fatigue lifetime of conventional PV module interconnection provided the results for 
determining the optimal design for long-term reliability. Our results recommend the 20µm solder thickness, 
40µm-50µm silver-pad thickness, 150µm copper thickness and 1mm ribbon width geometry. 

 
Fig. 7: Effect of solder thickness on the creep-fatigue lifetime of the conventional PV module interconnection operating under 3 

different thermal cycling conditions. 

 
Fig. 8: Effect of silver-pad thickness on the creep-fatigue lifetime of the conventional PV module interconnection. 

 
Fig. 9: Effect of copper thickness on the creep-fatigue lifetime of the conventional PV module interconnection.  
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Fig. 10: Effect of ribbon width on the creep-fatigue lifetime of the conventional PV module interconnection.  

4. Conclusion 

The strain and stress induced by the field thermal cycling loads leads to the creep-fatigue failure mode of the 
solder joint which adversely affect the reliability of the PV module. An attempt has been made to investigate 
the creep behavior of the solder joints for the conventional PV module interconnection with different 
dimensions using the FEM simulation in ABAQUS software. Our results showed that the maximum shear 
creep strain in the solder joint was located at the corner of the connection area in copper side; and that this 
location exhibited the highest propensity for creep fatigue failure during the operation. In the study, the total 
dissipated energy was used to find the number of cycles to failure for each of the PV module interconnections 
operating under the test and field thermal cycling load. The exponent factor of Coffin–Manson–Arrhenius 
approach for determining the Creep-Fatigue life of the PV module interconnections was determined to be -1.8; 
and this generic exponent factor value was then used to determine the solder joint’s creep-fatigue life under 
thermal cycling operating conditions. It was found that, for all cases studied, the maximum temperature of the 
cycling load massively impacts the creep-fatigue lifetime with a 50% decrease in creep-fatigue lifetimes when 
the maximum temperature was increased from 50°C to 60°C. On the other hand, the minimum temperature of 
the cycling load showed much less effect on the creep-fatigue lifetime. There was little or no change in the 
creep-fatigue lifetime with increase in the solder joints thickness for solder joints thicker than 20μm. similarly, 
changing the copper thickness and ribbon width had very marginal effect on the creep-fatigue lifetime (≤ 10%) 
whereas the creep-fatigue lifetime increases linearly with increasing silver-pad thickness. Our results 
recommend the 20μm solder thickness, 40μm-50μm silver-pad thickness, 150μm copper thickness and 1mm 
ribbon width geometry. The presented results of the PV module interconnections study can be used to evaluate 
potential design changes and facilitate the design for reliability validation of different configurations for 
improving the long-term PV module system reliability.   
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Abstract 

This paper investigated the energy saving potential of the photovoltaic and solar thermal panel (PVT) assisted multi-
source heat pump system for net zero office buildings. We proposed the schematic of the PVT assisted multi-source 
heat pump system to serve heating and domestic hot water load. The energy saving potential of the proposed system 
was also analyzed by simulation research compared with the conventional system. The conventional system 
composed of the air-source heat pump integrated with PV system. It was found that the proposed system can save 
33% of operating energy consumption compared with conventional system. The renewable energy penetration rate 
of the proposed system showed 14.8% higher than the conventional system.  

Keywords: PVT assisted heat pump system, multisource heat pump, BIPVT 

 

1. Introduction 
Over the last decades, the interests in terms of the renewable energy system has been raised to improve the renewable 
energy penetration rate and energy efficiency of the building service system. Recently, photovoltaic and solar thermal 
panel (PVT) system has been interested caused by the energy generation density per unit area is much higher than 
the conventional photovoltaic (PV) and solar thermal collector. The temperature raises of PV panel surface is critical 
causes of the degradation of power generation. PVT is one of the solutions to cool the PV panel and also produce 
thermal energy sources for heat pump system to serve heating and domestic hot water. Also, recently researches have 
been conducted to reduce the installation cost of PVT, the PVT panel is integrated with the building surfaces and 
wall, so it calls building integrated PVT (BIPVT). Thermal demand of heating season is much higher than the cooling 
season. The south-facing vertical wall is good place to install the solar thermal panel. It caused that the solar radiation 
of the south-facing wall in cooling season is much lower than that in heating season. The stagnation problem of solar 
collector can be solved by installing the PVT into the south-facing wall. This paper presents the energy saving 
potential of the PVT assisted multi-source heat pump compared with the conventional air-source heat pump system.  

2. PVT assisted multi-source heat pump system  
Figure 1 shows the schematic of PVT assisted multi-source heat pump system and conventional heat pump system. 
In this proposed system, the PVT system simultaneously produced electric and thermal energy. When the solar 
irradiation reached panel, about 20% of electricity and 25% of thermal energy were produced. The electricity is 
directly used building or operation of heat pumps, the thermal energy is stored into the buffer thermal energy storage 
(TES). The temperature above 50 °C can supply directly to the heating demand or hot water demand, but the high 
temperature leads the degradation of power generation in PV panel. In this research, the target temperature of PVT 
outlet water is set at 35 °C. Then, the stored thermal energy is used as a heat source of heat pump. The heat pump 
produces over 50 °C hot water and stored into another TES. The size of this TES should be covered by the daily 
thermal load. During the heating season, the daytime stored thermal energy is used as a heat source of heat pump 
during the daytime. Caused by the weather condition, the PVT cannot produce thermal energy, the air-source heat 
pump is operated. In cooling season, the thermal energy produced by the PVT is stored into the buffer TES during 
the daytime, and cooling water is produced by the heat pump with air-source. Then, during the nighttime, the hot 
water is produced by the heat pump with buffer TES heat source.  
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(a) PVT assisted heat pump system 

 
(b) Conventional system 

Fig. 1: Overview of system schematics 

 

3. Simulation study 
The energy saving potential of the proposed system was analyzed by the simulation work. In order to simulate the 
PVT panel, the manufactured data was used in Polysun software. The power generation and thermal energy output 
was simulated using Polysun software (Fig.2). The selected office building is four-story and total floor are of 400 
m2, it is assumed that the PVT panel is installed into the south-facing wall. The electric load and thermal load (i.e., 
heating, hot water and cooling demand) have been monitored, and we used measured data. We found that the annual 
heating and hot water load of the building in each floor is 10,291 kWhth. For the heat pump simulation, experimental 
data for multi-source heat pump was used. This multi-source heat pump is installed in the greenhouse, and 30 RT 
capacity of heating and cooling. This heat pump uses air source and water source, and the heat source can be selected 
manually or automatically. The heat pump operation schematic is that the water source is primary used as a heat 
source, but when the temperature of heat source is lower or higher than the target temperature, the heat pump is 
automatically changed by the air-source operation mode. The heat pump simulation model is generated by the 
measured data, and it serves the coefficient of performance (COP) depends on the inlet source side water temperature, 
flow rate, outlet load side water temperature, and flow rate. In order to serve heating and domestic hot water, about 
1000 Liter of storage tank was used for the PVT source heat pump system. The air-source heat pump system used 
300 Liter and 600 Liter of water storage tank for serving domestic hot water and heating, respectively. 

  

(a) PVT source heat pump system configuration (b) PV and air-source heat pump system configuration 

Fig. 2: Overview of system schematics 

4. Results  
In Table 1 below, hourly simulation based annual energy performance on the proposed system was investigated 
compared with the conventional system. The installation capacity of PVT is 15.4 kWp and 88 m2 in each floor. The 
total annual power generation of PV is 6.1 MWh. The heat pump operating energy consumption of the proposed 
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system can save 33% for serving heating and hot water demand via conventional system. It mainly caused that the 
proposed heat pump enhanced over 30% of COP compared with air-source heat pump. It was found that the 
renewable energy penetration rate is predicted to be 82.0% and 96.8 % of conventional system and proposed system, 
respectively. The proposed system can improve 14.8% point of renewable penetration rate.  

Tab. 1: Impact of system configurations 

 PV-ASHP PVT-MSHP 
Heating and hot water demand 10,291 kWhth/a 10,291 kWhth/a 

Cooling demand 12,134 kWhth/a 12,134 kWhth/a 
Heat pump power consumption 7,475 kWhel/a 6,332 kWhel/a 

PV generation 6,132 kWhel/a 6,132 kWhel/a 
Net-zero 82.0% 96.8% 

 

 

5. Conclusions 
In this paper, the energy saving potential of the PVT assisted multi-source heat pump has been investigated via 
compared with the conventional air-source heat pump system. It was found that heat pump operating energy 
consumption of the proposed system can save 33% for serving heating and hot water demand via conventional system. 
It was also found that the renewable energy penetration rate of the proposed system can improve 14.8% point of 
compared with that of the conventional system. 
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Abstract 

Especially for high-rise buildings with their limited roof areas, the activation of the façade with photovoltaics is 
an important opportunity to improve the energy efficiency of these buildings. With respect to a residential high 
rise building in Frankfurt, Germany, the research project PV-HoWoSan has been investigating the most important 
issues for installing photovoltaics in the façade from the point of view of the building owner:  statics, fire 
protection, secure distribution of the generated electricity, Life-cycle assessment and economic efficiency. A 
major task in order to install the system at the building has been to go through the approval process. PV modules 
are classified according to an adapted US standard being different to the European standardization system. 
However, since PV modules usually contain polymer, a classification as non-flammable is not possible within EN 
13501. Thus, the investigations within PV-HoWoSan focused especially on the aspect of fire protection. 
Therefore, a new façade system based on stainless steel material and several fire protection features has been 
designed. In order to get the required authority approvals, a system burning test was carried out at an official test 
facility. The paper deals with the experience of the design and approval process. 

Keywords: PV façade system, High-rise buildings, system burning tests, PV fire classification  

 

1. Introduction 
According to Diefenbach et al., the majority of high-rise residential buildings in Germany and Europe has been 
built in the period 1985-1978 and are now in a state to be retrofitted. In the context of upcoming renovation 
measures, the activation of the building envelope with photovoltaics (PV) in combination with thermal insulation 
offers the opportunity to generate electricity locally in such buildings and to give them a modern and future-
oriented design. Often, supposedly high investment costs and uncertainties in the planning process (fire protection, 
building law, building physics, statics) prevent the use of PV façades. 

To overcome these obstacles, the research project "PV-HoWoSan: Development and demonstration of a cost-
reduced, industrially produced PV façade system for the renovation of multi-storey residential high-rises 
buildings", funded by the German Federal Ministry for Economic Affairs and Energy BMWi started November 
2017. The research project set itself the goal of using an actual high-rise residential building to investigate the 
most important issues from the point of view of the housing association - statics, fire protection, secure distribution 
of the generated electricity, LCA and economic efficiency - to go through the approval process and to install the 
system on the building. In order to develop an economical and permit-capable BIPV façade system, additional 
experts have been integrated into the research project. 

2. The Demo Building 
Fig. 1 shows the demonstration building before renovation. The high-rise residential building of ABG Holding 
Frankfurt, the biggest local housing company in Frankfurt, built in 1976, has 102 residential units on 16 floors, a 
height of approx. 47 m and a total floor space of approx. 7,500 m². The existing façade consists of concrete 
sandwich elements that have a polystyrene core as internal insulation. For the renovation of the façade, the use of 
a composite thermal insulation system was planned, in which 2 PV strips with a total area of 120 m² were intended 
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to be additionally installed on the southern building side. As a high-rise building, the building is classified for 
approval purposes according to the German “Musterbauordnung” as a special building in building class 5 (GK 5). 
With respect to this, the Hessian Building Code (HBO), the Administrative Regulation on Technical Building 
Regulations (H-VV TB) and the Hessian High-Rise Building Guideline (H-HHR-2012) had to be considered. The 
central fire protection requirement of GK5 is that exterior walls must consist only of non-combustible building 
materials. In accordance with the high-rise building directive, this requirement also applies to the exterior wall 
cladding (insulation and facades) of high-rise buildings. The planned use of the PV elements from the project 
partner SUNOVATION, which are classified as "flame-retardant" (B1), and the necessary electrical cabling 
represented a deviation from the building regulations (in this case, the special building regulation H-HHR) due to 
the lack of a generally valid building classification approval for use on a high-rise building. 

 
Fig. 1: Left: View of the façade of the demonstration building in Frankfurt foreseen for the installation of two strips PV. Right: 

CAD-Model visualizing the planned PV-strips (ABG) 

3. Fire protection requirements and design 
approach 

Immediately at the kick-off meeting of the PV-HoWoSan project, it became clear that the fire at the Grenfell 
Tower in London in June 2017 would also have an impact on the PV-HoWoSan project. Initial discussions with 
the Frankfurt building inspectorate and the responsible fire protection expert led to the expectation that the design 
requirements for ensuring fire protection would be higher than assumed at the time of the project application.  

Right from the start, the Frankfurt building inspectorate considered the aluminum substructure material commonly 
used for PV systems to be inadequate in terms of fire protection, so that it was necessary to switch to (stainless) 
steel. Furthermore, additional design measures were required to prevent the spread of fire. These referred, for 
example, to integrate cables in special fire protection ducts, the floor-by-floor partitioning of fire compartments 
by means of specially developed fire bars or to measures for the thermal separation of the PV façade from the 
concrete sandwich elements (in particular to the combustible insulation of the sandwich elements) of the existing 
façade.  

In a further coordination meeting with the building inspectorate and the Frankfurt Fire Department, the 
performance of a fire test at a accredited testing and certification center for fire protection was required as a 
prerequisite for the issuance of an individual approval (ZIE). At the same time, planning for the refurbishment of 
the Mainfeld 7 high-rise building resulted in a short time slot for the installation of a PV façade by the client, 

 
M. Krause et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

646



 
ABG, which effectively reversed the planned course of the project. According to the project plan, the knowledge 
gained from the design, assembly and installation of the test façade to be built at Fraunhofer IEE was intended to 
be incorporated into the demo project. As a consequence, it was decided to contact various testing institutes as 
soon as possible. With MFPA-Leipzig, a test institute could be identified at which it was possible to carry out a 
fire test in May 2018. With this date, it seemed possible to align the necessary building applications and 
installation work of the PV façade with the construction schedule of ABG for the renovation of the Mainfeld 7 
high-rise building. Therefore, it was decided to start with the development of the novel PV façade system designed 
by the Richard-Grün-Institut (RGI) for the demo façade and not to wait for the developments on the test façade at 
Fraunhofer IEE. Due to the short lead time until the fire test, the essential requirements of the building inspectorate 
and fire department were adopted 1-to-1 in the creation of the fire test model.  

The facade system chosen was the suspended pilaster strip approach of the Richard Grün Institute, which promised 
prefabrication of the facade and rapid on-site assembly. Fig. 2 illustrates the structural design, which consists of 
horizontal transoms and vertical pilaster strips. The pilaster strips hold the PV modules statically via a suspension 
system and accommodate the vertical cabling by being designed as a closed channel. Due to the uncertainty about 
the load-bearing capacity of the existing curtain wall, it was decided to implement the load transfer using the roof. 
By doing this, the entire structure suspends from the parapet of the high-rise building via the pilaster strips. The 
horizontal transoms have been designed as closed fire ledgers which are responsible for the residual load-bearing 
capacity as well as the absorption of the wind loads through the integrated facade anchors. 

 
Fig. 2: Left: Structural design of the façade system (A: horizontal fire bar filled with mineral wool, B: vertical pilaster strip, C: 

façade anchors with slotted holes, D: cable outlets, E: perforated plate reinforcement for horizontal rear ventilation) (RGI). Right: 
Suspended PV module above the fire bar that extends into the plane of the PV modules. 

Fig. 3 illustrates how the fire test was carried out at MFPA Leipzig GmbH. Due to the unavailability of a hall for 
large-scale fire tests, a full-scale fire test simulating a room fire was carried out in coordination with the Frankfurt 
Building Inspectorate and in accordance with DIN 4102:20:2017-10 (Fire behavior of building materials and 
components - Part 20: Supplementary verification for the assessment of the fire behavior of exterior wall 
claddings). Due to the compromise regarding the test facility, the actual test and thus assessment duration was 
extended from the required 20 minutes to 30 minutes. The evaluation factors for the fire test were:  

• No enlargement of the primary fire (gas burner) due to the PV design 
• Effectiveness of fire bars to prevent fire spreading across floors  
• No independent further burning of the PV construction after the primary fire was distinguished  
• No dripping of burning components of the construction. Only individual drops of cable insulation can be 

tolerated  
• No falling down of construction parts, except for shattered glass  
• Assessment of smoke development  
• Assessment of the overall structure under fire exposure  
• Evaluation of the temperature development behind the External Thermal Insulation Composite System 

on the surface of the raw test stand (surface of masonry) in order to predict the expected temperature 
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development of the facing layer / polystyrene insulation. 

• Proof of the effectiveness of the fire protection bricks installed in the pilaster strips. 

 
Fig. 3: Carrying out a fire test at MFPA Leipzig.  Left: Before the start. Middle: During the test. Right: After distinguishing the 

primary burning flame 

The fire test showed that the essential requirements for fire behavior have been fulfilled by the developed design. 
Apart from a slight burning of the flamed PV module, the associated low smoke development and the bursting of 
only small glass surfaces in the area of the primary flame, the PV module stops to burn shortly after the primary 
flame was extinguished. Thus, it could be shown that the developed construction behaves approximately like a 
non-combustible system despite consisting of combustible components. Following this, the use in the planned 
high-rise building renovation appeared to be approvable. 

Due to the increased fire protection requirements, which specifically demanded the use of stainless steel instead 
of aluminum, as well as detailed design adjustments to the RGI basic concept, a significant cost increase for the 
demo façade was to be expected compared to the original assumption at the time of the project application. 
Therefore, it was decided that only one PV strip would be realized due to the limited funding volume. 

4. First construction phase: insulation 
measure and facade anchors 

On the basis of the fire successful test carried out in May 2018, the application for constructional permit for the 
statically relevant fastening points for setting the anchors, as well as the roof retaining points was then submitted 
in October 2018. The planned fixing points of the PV façade construction, based on the fire test, especially the 
façade anchors with thermal separation via two non-combustible calcium silicate plates (Fig. 4, left), were 
described in the application. By notification in December 2018, this building application for the installation of the 
attachment points for a PV strip was approved, so that the planning and implementation of the necessary work 
could be pursued. This included, for example, the development of a possibility for strain relief of the cabling 
within the pilaster strip (comp. Fig. 4, right) 
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Fig. 4:  Left: Facade anchors with thermal separation via calcium-silicate plates (Stark Ingenieure). Right: Strain relief within the 

pilaster strips 

An additional core drilling in the area of the anchors and the replacement of the EPS in the area of the core drilling 
by mineral wool within the facing shell were to be dispensed when installing the PV facade anchors due to costs 
and structural reasons. Since this represented a deviation from the fire test carried out at the MFPA in Leipzig, an 
additional thermal simulation of the anchor situation was carried out. Based on these simulations, the building 
application was adapted and the execution was approved by the building supervisory authority in November 2019. 
With the installation of the facade anchors to accommodate the PV facade, the energy refurbishment of the 
building "Im Mainfeld 7" was completed in May 2019, as shown in Fig. 5. By using these fixed points, almost 
any facade design could be implemented later on, taking into account the static boundary conditions. 

 
Fig. 5: Demo facade with facade anchors after renovation (ABG). 

For the implementation of the second construction phase - the installation of the PV façade structure a decision 
about responsibilities had to be taken. Due to warranty aspects that could not be fulfilled by the research 
consortium, an external contractor was planned to be assigned for the installation of the façade. For this purpose, 
intensive discussions took place with external companies regarding interfaces and responsibilities. However, a 
bid submitted by a large façade company in March 2020, together with the costs incurred anyway for e.g. PV 
modules, inverters, implementation planning, fire protection and structural analysis reports, building applications, 
ZIE, significantly exceeded the originally estimated costs despite the reduction to only one PV-strip. The reasons 
for the high costs include: 

• High fire protection requirements--> Stainless steel as material, fire bar, bulkheading 
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• Newly developed type of construction, which includes specific elements especially for fire protection 

reasons  No use of standard profiles  
• No experience with newly developed system and lack of implementation planning  Risk surcharge 
• The installation concept, for which the scaffold was no longer available, via access cages and/or 

industrial climbers 
• Cross-trade construction  Coordination effort between electrical and facade construction with regard 

to planning and execution 
• Existing building  Prefabrication difficult, tolerance 
• Warranty coverage  High replacement costs in case of damage 
• Relatively small PV area leads to high kWpeak costs 
• Uncertainties about load transfer of floor slabs  Suspension system 
• High-rise building  Static requirements, wind loads (static, especially in case of fire), working at 

height, time required for installation 

5. Further developments at the Fraunhofer IEE 
test stand 

To overcome some of these aspects, the development of a test façade was pursued in parallel. The test façade was 
to be set up at the Fraunhofer IEE test stand and was planned to be investigated by measurement. Specific 
approaches were the development of prefabrication potentials, the assembly options, and the optimization of rear 
ventilation to increase the PV performance, especially in the case of full-surface occupancy of the facade with PV 
modules. 

For this purpose and to support the construction of the façade, a 3-D model of the planned PV installation was 
developed. The implementation of the test façade is based on the construction principle of the frames and façade 
construction parts developed for the demonstration building in Frankfurt, whereby the façade approach was 
selected so that different module sizes can be integrated. As with the demonstration building in Frankfurt, the 
façade system was suspended from the roof, with additional anchoring in the floor slabs. Furthermore, the central 
fire protection requirements from Frankfurt were adopted. Significant extensions of the original approach are: 

• Due to the elemented construction method, arbitrarily designed facades with windows, doors, porches, 
etc. can be served 

• All perimeter building endings were developed and integrated (floor, roof and side finishes, as well as 
building corners). 

• Two energy processing concepts were implemented in the facade: string inverter and module inverter  
• Line installations can be made in vertical and horizontal way 
• The assembly and installation work clearly demonstrated the optimization potential of the system. 

Fig. 6 illustrates the assembly process (left), in which a wire rope hoist attached to the roof was used to mount the 
modules as well as the finished structure (right) facing south-east on the right-hand side and south-west on the 
left-hand side. The development of the test façade and the test setup have shown that the pilaster strip suspension 
system further developed in the project can be used to realize a PV façade as a curtain-type rear-ventilated façade 
with all the required fire protection elements. At the same time, however, it was also shown that a lack of 
experience with a new system approach as well as manufacturing tolerances can greatly complicate and thus delay 
the construction and assembly process. 
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Fig. 6: Left: Test facade during assembly (left) and after finalization (right). 

On the basis of the experience gained at the test stand, discussions were held with other façade manufacturers, 
with whom, however, it was still not possible to achieve a significant cost reduction. In some cases, a bid was not 
submitted due to technical issues (again, the warranty aspects). Since the building owner cannot assume the 
additional costs arising in the current situation and the costs are not yet in a justifiable ratio to the electricity yield, 
the implementation of the developed PV façade cannot be pursued at the demonstration building at the present 
time, despite the façade anchors already installed. 

6. Conclusions 
The research project PV-HoWoSan on which this experience report is based, has shown that the implementation 
of BIPV on high-rise buildings faces great challenges. However, the possibility of developing suitable solutions 
and of obtaining approval for the construction of a photovoltaic façade designed was demonstrated using an 
intensive dialog with the responsible approval authorities. The central boundary conditions and possibilities with 
regard to the approval process are: 

• The use of photovoltaics on a high-rise building always represents a deviation from the respective 
building code. 

• In the building class for special constructions, no time limits for the finalization of the approval process 
are specified by the authorities, which may have a significant impact on the construction process and 
may represent a risk difficult to be considered. 

• In close coordination with the building inspectorate and, if necessary, the fire department, ways can be 
identified so that a building component consisting in part of flame-retardant materials behaves like a 
non-combustible building component/system 

• For the design of such systems, the exact analysis of the present building situation is necessary. Important 
aspects here are: 

o Building height 
o Access for the fire department 
o Hazard situation of the facade where PV is to be installed: 

 Arrangement of windows, distance to windows and openings 
 If applicable, accessible spaces below the facade 
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o Fire alarm system and/or extinguishing system available 
o Structure of the existing facade: combustible materials installed 
o Type of PV modules: Glass-glass or glass-foil modules 

• Fire tests, both Single Burning Item (SBI) and large-scale fire tests can show important information 
regarding the fire behavior of products or new system approaches 

• Existing buildings often have uncertainties regarding the load-bearing capacity of e.g. facing shells or 
also regarding the exact position of floor slabs. Alternative fastening options such as the roof suspension 
developed in the project offer promising possibilities to ensure stability even for high-rise buildings 

However, the project has further shown that standardized systems are not available for the implementation of PV 
on buildings with high fire safety requirements, such as those from building class 5. Significant deviations from 
standardized designs, however, can result in significant additional costs and are often difficult to implement 
economically without additional funding. This affects all phases of the implementation of such projects, from 
preliminary and detailed design, through installation and commissioning, to the warranty period. Here, it is 
important to have a coordinated and experienced interdisciplinary team in which the interfaces and responsibilities 
are clearly defined, e.g. by a general contractor. In addition, a close connection to the approval authorities need to 
be ensured. The PV-HoWoSan project has shown that legally reliable and generalizable statements on new 
technology approaches can only be obtained to a limited extent from both the approval authorities and the 
specialist planners.  

Furthermore, façade-integrated photovoltaics generally have lower yields compared to roof systems due to their 
less favourable orientation, which is why economic viability cannot be achieved through electricity feed-in alone. 
However, the electrical yield of façade-integrated systems is better suited to the use of electricity in the building 
compared to roof integrated systems. Thus, since contract models for direct use of electricity by tenants are 
becoming increasingly popular in multi-storey residential buildings, a high rate of owner-use significantly 
improves economic viability. This is additionally supported if a high-quality façade, e.g. a ventilated façade or a 
curtain wall, is to be realized with a high-quality appearance even without photovoltaics. In this case, costly 
substructures do not have to be financed by the electricity yield alone. 

The same applies to the question of whether Building Integrated PV (BIPV) is to be attached to new or to existing 
buildings. With regard to statics and a high degree of prefabrication, integration in existing buildings can lead to 
great uncertainties, which are usually not be faced in new buildings. The same applies to the issue of fire 
protection. In buildings classified as special-purpose buildings, high fire protection requirements must be met in 
new buildings anyway. Hereby, fire alarm systems and extinguishing systems, which can be for example extended 
to extinguish fire in the facade, are usually available as well as access options for the fire department and 
sufficiently dimensioned escape routes. All this can facilitate the argumentation of deviations from the building 
code in the fire protection concept.  

In summary, the PV-HoWoSan research project has shown important boundary conditions and obstacles for the 
implementation of BIPV on special buildings like high-rise buildings. In particular, even if the actual 
implementation on the demo building was not realized due to cost reasons, a path for planning, approval and 
implementation could be shown. Such a path could be followed in case of significantly more favourable boundary 
conditions at alternative buildings. 

7. Acknowledgments 
The research project PV-HoWoSan has been funded by the Federal Ministry for Economic Affairs and Climate 
Actions (BMWK) based on a decision of the German Bundestag. 

8. References  
Diefenbach et al.: Grundlagen für die Entwicklung von Klimaschutzmaßnahmen im Gebäudebestand – 
Untersuchung über die bautechnische Struktur und den Ist-Zustand des Gebäudebestandes in Deutschland, Juli 
2007, Editor: BMVBS /BBR BBR-Online-Publication 22/07 

HBO: Hessische Bauordnung HBO (2018): Hessische Gesetze und Verwaltungsvorschriften, July 2018. 
Hessisches Ministerium für Wirtschaft, Energie, Verkehr und Wohnen, Referat VII 3 (Baurecht) 

H-VV TB:  Hessische Verwaltungsvorschrift Technische Baubestimmungen (H-VV TB), Hessisches Ministerium 

 
M. Krause et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

652



 
für Wirtschaft, Energie, Verkehr und Wohnen 

H-HHR: Hessische Richtlinie über den Bau und Betrieb von Hochhäusern (Hessische-Hochhaus-Richtlinie - H-
HHR) Hessische Gesetze und Verwaltungsvorschriften, 2012, Appendix HE 12 to lfd. Nr. A 2.2.2.7 of the 
Hessischen Verwaltungsvorschrift Technische Baubestimmungen (H-VV TB) 

DIN 4102:20:2017-10 Brandverhalten von Baustoffen und Bauteile – Teil 20: Ergänzender Nachweis für die 
Beurteilung des Brandverhaltens von Außenwandbekleidungen, 2017 

 
M. Krause et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

653



 

  

Performance of Heat Pump Systems with PVT Collectors with 
optimized Finned Heat Exchangers integrated as single Heat Source 

Manuel Lämmle1,2 and Gunther Munz1  

1 Fraunhofer Institute for Solar Energy Systems ISE, 79110 Freiburg (Germany) 

2 INATECH - Albert-Ludwigs Universität Freiburg, 79108 Freiburg (Germany) 

 

Abstract 

Novel photovoltaic-thermal PVT collectors with an optimized finned heat exchanger were designed, built and tested. 

The test results indicate an excellent convective heat transfer coefficient for the air-to-water heat exchange. The 

system performance is evaluated by simulation of a heat pump system, where PVT collectors are integrated as the 

only heat source to the evaporator. Due to the operating temperatures below ambient, the PVT collector harvests both 

ambient and solar heat and therefore can be considered as a solar air-to-water heat exchanger. The PVT heat pump 

system achieves a good overall system performance, depending on the PVT area and type of heat exchanger 

construction. The novel double-finned multichannel heat exchanger achieves a seasonal performance factor of SPF 

of 3.6 with a relatively small PVT collector area of 3 m²/kWth and thus consumes 9 % less electricity than a PV-

coupled air source heat pump system.  

Keywords: Photovoltaic-thermal collectors; heat pump systems; renewable heating; solar heating 

1. Introduction 

In recent years, photovoltaic-thermal PVT collectors received increasing interests, as these hybrid systems combine 

the solar generation of heat and electricity in a single component. Different design and types of PVT collectors 

emerged, which can be classified according to their suitable temperature range (Lämmle et al. 2020). 

A promising system design concerns the combination of heat pumps, where PVT collectors comprise the only heat 

source. The operating conditions of solar thermal collectors integrated as heat source in heat pump systems differ 

substantially from the conventional operating conditions of solar collectors for hot water preparation. Fluid 

temperatures near and below ambient air temperatures occur frequently, particularly during the heating season in 

winter. As a consequence, collector and system must be ideally designed in such a way, that sufficient low 

temperature heat is supplied to the heat source also during cold winter days without sunlight.  

2. Design of optimized PVT collectors with finned heat exchanger 

Two innovative PVT collectors were designed, built, and tested, which are optimized towards an enhanced air-to-

water heat exchangers on the backside of the PV module (Figure 1). To increase the surface area usable for heat 

exchange, finned aluminum heat exchangers are used: 

- Collector 1 uses a microchannel absorber with a double finned heat exchanger which is glued to a PV 

module with a gross area of 1.98 m² and a rated electrical efficiency of STC = 17 %. The fins on both sides 

of the microchannel absorber utilize solar heat from the PV module as well as heat from the environment.  

- Collector 2 uses a finned sheet-and-tube absorber design. A perforated aluminum sheet is glued to the 

backside of a commercial glass-glass PV module with a gross area of 1.61 m² and a rated electrical efficiency 

of STC = 17 % ( (Munz et al. 2022). 

Both collector design differ in their specific construction, but both aim at making use of solar energy via a good 

conversion factor th,hem and aim at increasing convective heat transfer of via an increased UA-value (a1 and a3). The 

latter comprises a considerable difference to conventional, insulated solar thermal collectors, which aim at reducing 

their convective heat loss coefficients. 
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(a) double finned microchannel heat

exchanger
(b) finned sheet and tube heat exchanger

(SOLAB GmbH)
 

Figure 1: Design of the optimized PVT collectors 

3. Performance of optimized PVT collectors with finned heat exchangers 

The collectors underwent standardized performance characterization tests, carried out at the TestLab Solar Thermal 

Systems at Fraunhofer ISE (Figure 2).  

 
Figure 2: Collectors during outdoor (microchannel heat exchanger) and indoor (finned sheet-and-tube heat exchanger) performance 

testing 

Table 1 reports the test results of characterizing the thermal performance of the PVT collector following the collector 

equation of WISC collectors according to ISO 9806:2017:  

  (Eq. 1) 

Mind that the new standard ISO 9806:2017 reports the coefficients a3 and a6 as a function of the reduced wind speed 

u' = u-3m/s. Comparing performance parameters with measurements according to older standards therefore requires 

a conversion of the parameters from u to u'.  

Performance tests of the PVT collector with double-finned microchannel HX were carried out under quasi-dynamic 

outdoor testing conditions in hybrid PVT mode of simultaneous thermal and electrical power conversion. The heat 

output strongly depends on convective heat transfer and wind speed u’ as can be seen at the high value of a3. In 

general, a very high value of a1=71.1 W/m²K is achieved, which indicates the high heat transfer capacity UA of the 

finned heat exchanger. 

Performance tests of the PVT collector with finned sheet-and-tube HX were carried out under steady-state indoor 

testing conditions, also in hybrid PVT mode of simultaneous thermal and electrical power conversion. The solar 

conversion is improved considerably, compared to the double-finned microchannel HX due to a better thermal 

coupling of PV cells and fluid. Yet, the convective heat transfer, as indicated by a1 and a3 is smaller than in the 

double-finned microchannel HX. 

The different test procedures were selected due to the different season during which the tests were carried out. Both 

test procedures can be applied interchangeably and achieve similar results. However, the steady-state indoor method 

does not provide performance values for the thermal capacity a5 and the optical incidence angle modifiers.  
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  η0,hem  a1  a2 a3  a4  a5  a6  b0  Kd  AG  
 [-] [W/m²K] [W/m²K²] [Ws/(m3K)] [Ws/(m3K)] [J/(m²K)] [s/m] [-] [-] [m²] 

Double-finned 

microchannel 

HX 

0.3747 71.1 0 16.7  0 41668 0.05 0.18 1.014 1.98 

Finned sheet-

and-tube HX 
0.528 25.7 0 3.372 0.528  - 0.031  -  - 1.61 

PVT products according to their Solar Keymark Data sheets  

Finned sheet-

and-tube HX  
0.137 84.35 0 22.03 0.44 41580 0.111 0 1 1.98 

Non-insulated 

PVT collector 
0.425 19.65 0 1.85 0 20800 0.018 0.2 0.88 1.88 

Insulated PVT 

collector 
0.543 8.95 0 0.783 0.45 47777 0.039 0.05 0.84 1.88 

Table 1: Performance data of the optimized PVT collectors with finned heat exchangers compared to commercial PVT products 

according to their Solar Keymark Data sheets (CEN 2022). 

The performance data of commercial PVT products, all unglazed WISC PVT collectors, are included for reference 

purposes. The commercial finned sheet-and-tube PVT collector (Leibfried et al. 2019) achieves excellent values of 

a1 and a3. The effect of fins to increase the overall UA-value can be assessed qualitatively by comparing the a1 and 

a3 values with the non-insulated and insulated PVT collectors without fins. Hereby, it is important to keep in mind 

that all performance coefficients a1 – a6  are obtained from multi-linear regression. Therefore, there is a high 

likelihood that these parameters are cross-corelated, which is why they should not be interpreted singularly. 

4. Performance of single-source PVT heat pump systems 

To assess the performance of PVT collectors integrated as single low temperature heat source to the heat pump’s 

evaporator, we modelled a thermo-hydraulic system in Dymola/Modelica, including PVT collector, heat pump, 

electrical back-up heater, hot water storage and corresponding system control. Figure 2 shows a simplified hydraulic 

sketch of the PVT heat pump system. The considered building with its demand profiles and supply temperatures 

represents an existing multi-family building with a retrofitted PVT heat pump system. The heat pump and building 

model are described in Lämmle et al. 2022, yet nominal supply and return temperatures for space heating of 40/35°C, 

corresponding to a radiant floor heating system are used. 

The thermal output of the PVT collectors are calculated based on the standardized, dynamic performance model in 

(ISO 9806 2017). Field tests of collector 2 showed, however, that the performance model is only partially applicable 

for sub-ambient temperatures (Munz et al. 2022). Chhugani et al. 2020 found a similar deviation between solar 

keymark test parameters and parameters identified from field tests. Therefore, the performance model is mostly valid 

for the solar operation mode with fluid temperatures above ambient, and the simulation results should be primarily 

used for comparing the different PVT technologies.  

To ensure a resilient operation of the PVT system throughout the year, an electrical resistance heater is integrated in 

the primary heat pump loop. It supports the PVT collector when brine temperature drops below the minimum 

evaporator temperature of -10°C. 

EWP

EBackup

Heat 
Pump

Backup DHW

Space
Heating

Storage

Storage

PVT

EHP

EAux,Source

    

QHP

EPump,prim

    

 
Figure 3: Hydraulic layout of thermo-hydraulic heat pump system model 

The seasonal performance factor of the heat pump system SPF2 is evaluated as the key performance indicator to 
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consistently compare different types of heat pump systems (PVT-source, air-source and ground-sources). The 

following definition for SPF2 based on Zottl et al. 2012 considers the system boundaries as shown in Figure 3 and 

includes the electricity consumption of the heat pump EHP, auxiliary heater in the brine loop EAux,Source and primary 

pump EPump,prim: 

𝑆𝑃𝐹 =
𝑄𝐻𝑃

𝐸𝐻𝑃 +𝐸𝐴𝑢𝑥𝑆𝑜𝑢𝑟𝑐𝑒+𝐸𝑃𝑢𝑚𝑝,𝑝𝑟𝑖𝑚
 (Eq. 2) 

 

The seasonal performance factor of the heat pump system SPF3 additionally considers the electricity and heat 

supplied by the backup heater. In our case, the backup heat is supplied by an electrical resistance heater with an 

assumed ideal efficiency of 100%.  

 

𝑆𝑃𝐹 =
𝑄𝐻𝑃+𝑄𝐵𝑎𝑐𝑘𝑢𝑝

𝐸𝐻𝑃 +𝐸𝐴𝑢𝑥𝑆𝑜𝑢𝑟𝑐𝑒+𝐸𝑃𝑢𝑚𝑝,𝑝𝑟𝑖𝑚+𝐸𝐵𝑎𝑐𝑘𝑢𝑝
 (Eq. 2) 

 

The total heat gain and the system performance depends significantly on the size of the PVT collector array: the 

larger the area of the PVT collectors, the higher are the evaporator temperatures and the higher is the efficiency.  

Therefore, the size of the PVT collector array is varied, with relative values of 1 – 5 m² of collector area per kWth of 

the nominal heat output of the heat pump.  

Figure 3 also includes the evaluated SPF of a reference air-source (SPF2 = 3.3) and a ground-source heat pump 

system (SPF2 = 4.2). The PVT heat pump system with double-finned microchannel HX achieves the SPF of an air-

source heat pump at a relative area below 2 m² per kWth of nominal heat pump power. With a larger area of the PVT 

collector, the SPF increases further with a maximum SPF2 = 3.7. At a relative area of 3m²/kWth the PVT heat pump 

system achieves an SPF2 = 3.6 and thus consumes 9 % less electricity than the air-source heat pump system. 

The heat pump system with finned sheet-and-tube PVT heat exchangers achieves a lower heat output and therefore 

a lower SPF2 = 3.1 at a relative area of 3 m²/kWth. Consequently, this system consumes 5 % more electricity than the 

air-source heat pump system.  
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Figure 4: Seasonal performance factor SPF2 of a PVT heat pump compared to reference air and ground source heat pumps. 

The following figure plots the curves of the seasonal performance factor SPF3 of the heat pump system, including 

the contribution from the backup unit. Due to the additional electricity requirement, the SPF3 of all systems drop 

slightly by 0.1 – 0.2 points.  
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Figure 5: Seasonal performance factor SPF3 of a PVT heat pump system compared to reference air and ground source systems. 

5. Summary and conclusion 

Due to the nature of integrating PVT collectors into heat pump systems, these collectors operate most frequently 

below ambient temperatures at T = Tm - Tamb < 0. As these collectors harvest both solar and ambient heat, this type 

of PVT collector should be considered as a solar air-to-water heat exchanger instead of a pure solar thermal collector. 

These considerations result in a new design options: the optimization of convective heat gains is of particular 

importance during nighttime operation or in winter when irradiation levels are low. Solar gains play a secondary role 

in integration as the single heat source.  

Two novel types of PVT collectors were designed, built and tested. The first design features a double-finned multi-

channel heat exchanger. The second design integrates a smaller fin construction added to an aluminum sheet-and-

tube PVT absorber. Performance measurements indicate increased U-values for enhanced convective heat gains for 

both collectors.  

System simulations of both PVT collectors integrated as the single source to a heat pump system demonstrate the 

capability of this system type. The finned heat exchanger achieves a seasonal performance factor in the order of 

magnitude between air and brine heat pumps. Next to the collector design, the area of the PVT collector array plays 

a central role. With a relative collector area of 3 m² per kWth of heat pump power, the double-finned microchannel 

PVT collector achieves an SPF2 of 3.6 and thus consumes 9 % less electricity than an air-source heat pump system. 

The finned sheet-and-tube PVT collector achieves slightly lower efficiency and requires 4 m²/kWth to achieve the 

same performance as an air-source heat pump system.  

Condensation and frosting are not considered in the simulations yet. On the one hand, the condensation and frosting 

enthalpy is utilized thermally. On the other hand, icing of the surface of the PV module can reduce electrical power 

output of the PVT collector. Secondly, icing of the rear side heat exchanger may reduce the heat transfer capability 

temporarily, which may require defrosting of the PVT array. Both effects should be subject to further research. 
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Abstract  

In the context of the quick expansion of photovoltaic (PV) capacity, monitoring and correcting system failures are 

crucial to maximize performance. To reduce these sources of underperformance, a well-rounded knowledge of 

failures becomes essential. This paper highlights the most critical photovoltaic failure modes using the Failure 

Mode Effect and Criticality Analysis (FMECA) methodology. A review of the current knowledge of failures in 

PV systems, their detection methods, and their relationships is first performed. Then, this study ranks the failures 

based on their Risk Priority Number (RPN) deducted from their severity, occurrence, and detection score. The 

novelty of the approach relies on the adaptation and combination of assigned scores from different literature 

sources. The failure risk analysis especially outlines that critical failure modes occur in any component of the PV 

installation and every single part of the system needs special attention to manage underperformances. 

Keywords: PV system, Failure risk analysis, FMECA 

1. Introduction 

 
Acknowledging the devastating consequences of climate change such as the dramatic increase in temperature, the 

rising water levels, and the intensification of extreme meteorological events (Pachauri, 2014) strong incentives at 

the European level have led to a massive deployment of renewable energies to mitigate energy-related 

environmental impact. The International Renewable Energy Agency forecasts a striking expansion of the 

photovoltaic capacity to 14 TW in 2050 in the 1.5°C scenario (International Renewable Energy Agency, 2021)  

which would correspond to 15 times more than in 2020 (Masson and Kaizuka, 2021). At the dawn of an energy 

paradigm shift, developing a PV performance guarantee becomes crucial to meet the objectives of climate plans 

and European directives such as the Energy Performance of Building Directive, EPBD (European Union, 2018). 

In recent decades, the photovoltaic (PV) market has grown rapidly but the operation of PV installations continues 

to face significant challenges. With a 23% increase in capacity in 2020 (Masson and Kaizuka, 2021), the global 

photovoltaic market is experiencing unprecedented growth. On the other hand, substantial production losses 

subsist and around 5% of the total theoretical production could be recoverable (Leloux et al., 2011; Raycatch, 

2021) if adequate operation and maintenance are ensured. Therefore, the investigation and alleviation of 

underperformance sources become essential to optimize the production of solar installations. 

Mitigating failures reduce the  Levelized Cost of Energy (LCOE) by increasing the operating lifetime of PV 

systems (Aghaei et al., 2022) and making power plants financially more viable. As mentioned by Catelani 

(Catelani et al., 2013), failures and their maintenance are rarely taken into account in the initial phases of PV 

projects. However, reducing underperformance effects would significantly improve the overall business cases of 

PV plants. 

This study aims to map PV failures and rank them based on risk. Inspired by (Catelani et al., 2013; Colli, 2015; 

Collins et al., 2009; Milic et al., 2018; Rajput et al., 2019; Rongbin et al., 2015; Villarini et al., 2017), the failures 

Risk Priority Numbers (RPN) are computed from its performance reduction, occurrence, and detection ability as 

in a Failure Modes, Effects and Criticality Analysis (FMECA) process. A sampling method taking scores 

according to several data sources is then established to alleviate knowledge bias and take full benefit of the 

available information. Finally, the most critical failures are short-listed and described extensively. 

International Solar Energy Society EuroSun2022 Proceedings

 

© 2022. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientiic Committee
doi:10.18086/eurosun.2022.07.07 Available at http://proceedings.ises.org660



 

2. State of the art on photovoltaic failure modes and detection methods 

 
In this section, the failure scope is defined to further list failure modes. Then, failure losses are dissociated from 

normal photovoltaic losses, and detection methods are collected to identify and avoid significant power losses.  

Finally, the inhomogeneous relationship between failures and detection methods is highlighted. 

 

1. Failure Scope 

 
This study focuses on failure modes that directly impact system performance on the following components: PV 

array, cables, and inverter. Even though PV systems are defined by their integration, even sometimes on buildings, 

failure modes specific to these features are accounted for as changes to PV array performance. This choice keeps 

the failure list generic and exploitable to any photovoltaic installation. Similarly, auxiliary systems are excluded 

from consideration as in most cases they do not affect the production generation itself  (Bun, 2011; Villarini et 

al., 2017), and the failure of protection systems may be assumed negligible (Miquel et al., 2018) except for fuse 

faults that can be included in the “Combiner box failure” and “Inverter defect” category.  

Each of those system sub-components is subject to failures along its life and might impact the system performance 

at different levels. 

 

2. Power photovoltaic underperformances: expected losses vs failure 

 
All photovoltaic systems are affected by underperformance which results from expected losses. Those can be 

estimated at the design phase and should not be considered as failures. These can be divided into six categories 

(Bun, 2011): 

• Module temperature losses: the efficiency of PV cells varies with temperature, and temperature 

coefficients are commonly specified on manufacturer datasheets.  

• Non-optimal irradiance collection: effects including spectral response (Lindsay et al., 2020) and shading. 

• Non-optimal array production extraction: Mismatches between PV modules and strings due to the slight 

differences in electrical characteristics cause some inevitable losses. 

• Natural system aging: materials and components naturally degrade over time and induce a degradation 

rate in the order of percentages per year. Regarding the PV modules themselves, the manufacturer warranty 

usually conforms with a 20 % reduction in 25 years. 

• Joule losses in the cables: The intrinsic resistive nature of the cables leads to power being cleared up into 

joule losses. 

• Inverter losses: The conversion from DC to AC in the inverter unavoidably involves some power losses. 

All losses that come in addition to the previous ones are then considered as failure losses. For instance, unexpected 

shading or module under-ventilation leads to additional losses compared to the estimation and falls in the failure 

category. 

Several projects (Aghaei et al., 2022; Bansal et al., 2021; Bun, 2011; Colli, 2015; Köntges et al., 2017, 2014; 

Miquel et al., 2018; Rongbin et al., 2015) aim at listing and describing failures. For the Agence Qualité 

Construction (AQC), which lists 37 faults (Miquel et al., 2018), a failure is characterized by its phase of 

appearance (design, installation, operation) and its target component (module/field, inverter, system, connectors, 

protection system, sensor). The frequency (low/high) and the risk (electric shock, fire) must also be considered 

when it comes to prioritizing failures. The causes of failures are very diverse and complex to anticipate from 

environmental stress, poor quality in commissioning, unexpected events to accelerated aging. 

A total of 26 failure modes was identified and Table 1 collects the failures per system component. The failure 

modes have been initially collected from the AQC report (Miquel et al., 2018) and, then, rearranged to find 

intersections with the failure lists from IEA (Herz et al., 2022) and Long Bun (Bun, 2011) in order to complete 
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information and counter-check the relevance of the given occurrence and performance scores.  

 

Table 1: PV failure modes 

 

Most of the failures are related to “Module/Array” because of its sophisticated photoelectric phenomenon. Then, 

the wiring category is comprised of three failure modes accounting for each of its elements. Inverters are at the 

crossroads of important PV array segments which might induce significant performance losses in case of failures. 

Finally, “Insulation failure and ground connection defect” can appear in any location of the installation. 

Active research is undertaken to avoid the apparition of failures and the first step towards risk mitigations is the 

implementation of detection methods. 

 

3. Detection methods 

 
A detection method is defined as follows according to the AQC report (Miquel et al., 2019): “Method that is 

manual or automated, enabling the detection of one or more dysfunctions of a system, and alerting the user”.  In 

Table 2, the detection method list has been inspired by the AQC report.  

 

Table 2: PV detection method characteristics 

Category Detection method Maturity Cost Accessibility 

Electrical test Insulation test Mature €€ On-site 

Electrical test Isc measurement Mature €€ On-site 

Electrical test IV tracer First prototypes/Mature €€ On-site 

Electrical test Signal transmission method Mature €/€€ On-site 

Electrical test Voc measurement Mature €€ On-site 

Imaging method Electroluminescence Mature €€/€€€ On-site 

Imaging method Infrared thermography Mature €€ On-site 

Imaging method UV fluorescence imaging First prototypes/Mature €€ On-site 

Monitoring Inverter monitoring Mature € Remote 

Monitoring IV monitoring First prototypes €€ Remote 

Failure mode Component Failure mode Component 

Insulation failure and ground 

connection defect 
System Corrosion Module/Array 

Inverter defect Inverter Delamination Module/Array 

Inverter overheating Inverter Encapsulant degradation Module/Array 

Unexpected inverter voltage input Inverter Frame/Mounting structure defect Module/Array 

Combiner box defect Wiring Glass breakage Module/Array 

Connector defect Wiring Hot spot Module/Array 

DC cable defect Wiring Junction box defect Module/Array 

Anti-reflective coating 

degradation 
Module/Array 

Light Induced Degradation (LID) and 

Light and elevated Temperature 

Induced Degradation (LETID) 

Module/Array 

Backsheet degradation Module/Array Module under-ventilation Module/Array 

Burn marks Module/Array Not conform power rating Module/Array 

Bypass diode defect Module/Array Potential Induced Degradation (PID) Module/Array 

Cell cracks Module/Array Shading Module/Array 

Cell interconnection defect Module/Array Soiling Module/Array 
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Monitoring Monthly net-metering Mature € Remote 

Monitoring Platform monitoring Mature €€ Remote 

Visual inspection Visual inspection Mature €/€€ On-site 

 

The “Visual inspection” category depicts the simple observation, ideally, of a specialist on the installation sub-

components. The “Imaging method” covers all methods processing images of PV modules under stressed or 

normal operating conditions. The “Electrical tests” are all measurements that can be performed during a 

maintenance visit where measured values are compared to theoretical ones. Finally, “Monitoring” methods track 

the performance of the system from a remote location. Each method detects a specific spectrum of failures 

according to its methodology and its area of operation (Aghaei et al., 2022; Herz et al., 2022; Köntges et al., 2014). 

 

4. Failure mode - detection method correspondence 

 

A detection method can notice underperformances from several failures and a failure can usually be noticed from 

several detection methods. More specifically, Figure 1 displays the relationships between all failures and detection 

methods of the datasets previously developed.   

A disparity in the associations between the 26 failure modes (red squares) and 13 detection methods (blue dots) 

is brought to light.  There are failures such as “Shading” or “Cell interconnection defect” that can be detected with 

up to 9 detection methods but “Anti-reflective coating degradation” can only be discovered with “Visual 

inspection”. On the other hand, some detection methods like “Visual inspection” have a wide spectrum of 

detection with 21 detectable failures while some others such as “Isc measurement” detect only 4 failures.  

 

Figure 1: Network maps of failure and detection method 
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Figure 1 shows the relationship between “detection methods” and failure modes only with the “detection” 

signification that actually differs from “identification”. A “detection method” notices underperformances without 

being able to associate them with a specific failure. It is usually the case with monitoring methods where a drop 

in performance can be easily observed, accounting for a failure although identifying the exact cause of the failure 

might require some more developed techniques. On the other hand, an “identification method” can locate exactly 

the failure and characterize it fully in detail for further correction purposes. In the rest of the paper, the 

“identification” signification is retained since those methods are mandatory to identify the exact root of the failure 

and suggest a correction. Each failure will be associated with at least one “identification” method. 

3. Methodology to rank failures via FMECA based on different data sources 

 
This paper introduces a new way to adapt score scales from different literature data sources. Compared to other 

PV FMECAs (Catelani et al., 2013; Colli, 2015; Collins et al., 2009; Milic et al., 2018; Rajput et al., 2019; Rongbin 

et al., 2015; Villarini et al., 2017), the detection score also takes into account the maturity of the associated 

identification method. Then, a new methodology to combine different literature sources through a random score 

generation is investigated.    

In this section, the Failure Modes, Effects, and Criticality Analysis (FMECA) is first introduced and the score-

sampling methodology for each failure is then explained. 

 

1. Failure Modes, Effects, and Criticality Analysis 

 

Failure Modes and Effects Analysis (FMEA) is based on expert opinions and would coincide during the early 

phase of strategy implementation (Herz et al., 2022) such as failure mitigation. FMEA is particularly suited since 

operational data is limited due to the relatively recent uprise of the photovoltaic sector, the lack of systematic 

failure reporting (Moser et al., 2017), and the large diversity of technologies and climates.  

Failure modes may be prioritized according to their importance and this process is referred to as Failure Modes, 

Effects, and Criticality Analysis (FMECA). As defined by Milic (Milic et al., 2018) in Figure 2, the FMECA starts 

with defining the scope of the PV system, identifying the failures modes, characterizing its causes as well as 

effects,  and assigning severity/occurrence/detection scores to calculate the Risk Priority Number (RPN) in order 

to diagnose corrective measures. 

 

 

Figure 2: FMECA flow chart (Milic et al., 2018) 

The Risk Priority Number (RPN) in Equation 1 reveals the criticality of each failure and is calculated with the 

product of three decision criteria: severity, occurrence, and detection. The severity (S) is an estimate of how 

strongly the failure will affect the system (Milic et al., 2018). The effect on the performance raised by that failure 

mode is specific to each site. The occurrence (O) represents the likelihood that the failure mode might occur and 
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lead to the indicated severity of the consequence. It may be defined according to the computed frequency of each 

failure mode. Detection (D) approximates the ability to identify and prevent the failure before the system is 

impacted.  

𝑅𝑃𝑁 = 𝑆 ∗ 𝑂 ∗ 𝐷  (eq. 1) 

Table 3: Severity, Occurrence, and Detection scoring systems partially from (Milic et al., 2018) 

Score Severity (S) Occurrence (O) Detection (D) 

1 Insignificant, no effect on the performance Remote, unlikely 
Undemanding, mature 

identification method with low costs 

2 
Low, slight impact on the system 

performance 
Low, rare apparition 

Straightforward, detection with 

low requirements 

3 
Moderate, noticeable degradation of parts 

of the system performance 

Moderate, occasional 

downtime 

Intermediate, identification method 

with moderate cost and maturity 

4 
High, high degradation, non-

functionality/loss of performance 

High, frequent 

apparition 

Complex detection with high 

requirements 

5 
Hazardous, system interruption or severe 

loss of performance 

Very High, almost 

certain apparition 

Highly complex, not mature, and 

high costs 

 

The performance and occurrence scores from the AQC (Miquel et al., 2018), IEA (Herz et al., 2022), and (Bun, 

2011) have been adapted to fit the presented scoring system in Table 3. The AQC performance scoring includes 

five possible categories comparable to the chosen ones and then, the scores have been moved up by 1 additional 

point from the AQC's 0-4 scale to fits the 1-5 given performance scoring range. Regarding the AQC's occurrence 

scores, they have been updated from “+”,” ++”,” +++” to 1,3,5 respectively to fill the whole score range. Similarly, 

L. Bun's occurrence and severity scores got revised from 1,2,3 to 1,3,5.   

In the aim of following the same systematic method, the qualitative costs and maturity levels given from another 

AQC report (Miquel et al., 2019) are used to compute scores for all identification methods. The qualitative costs 

given by the AQC are translated from (€, €€, €€€) to (1,2,3). Then some points are added depending on the 

maturity level: 2 points are added if the maturity is at “First prototypes”, 1 point is added if the identification 

method is in between “First prototypes” and no point is added if the method is “Mature”. The detection score D 

of each failure is then set by the lowest score of its associated “identification” methods. 

𝐷 =  𝑀 + 𝐶  (eq. 2) 

Where: 

• D: detection score of the identification method, between 1 and 5 

• M: Market maturity of the method, between 0 and 2 

• C: Identification method intervention cost, between 1 and 3 

 

Regarding the adopted identification method for each failure, the correspondence with failure has been inspired 

and completed thanks to the AQC (Miquel et al., 2019) and IEA report (Herz et al., 2022). 

In some cases, multiple severity and occurrence scores can be assigned to a failure from Table 1. The IEA report 

generally lists several score “options” out of five for the same failure mode. Also, several sub-“associated”  failure 

modes from a data source can sometimes match only one failure from Table 1 and would correspond to variants 

or alternatives. All those failures were retained to randomly generate scores in the sampling methodology 

presented later.  

All severity, occurrence, and detection scores are collected and a sample of five failures is shown in Table 4. If 

there are several sub-“associated” failures from a data source to a failure “k” from Table 1, the scores are listed 

with a comma separator. In the case a data source gives a range of different score “options” for the same sub-

“associated” failure, those are all informed with a semicolon separator. When the data source does not contain 

any info about severity or occurrence, no score is shown. 
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Table 4: Five PV failures with performance, occurrence, and detection scores 

Failure mode 

Severity (S) Occurrence (O) 
Associated 

identification 

methods 

Detection 

score (D) 
AQC 

(Miquel et 

al., 2018) 

IEA (Herz 

et al., 2022) 

(Bun, 

2011) 

AQC (Miquel 

et al., 2018) 

(Bun, 

2011) 

Inverter defect 5 1;2;3;4;5 

[5, 5, 5, 

5, 5, 3, 1, 

1, 1, 1] 

3 3 
Visual 

inspection 
1.5 

Inverter overheating 5 
[3;4;5, 

1;2;3;4;5] 
[5, 5] 3 3 

Platform 

monitoring 
2.0 

Unexpected inverter 

voltage input 
2  

[5, 5, 5, 

3, 3, 3] 
3 5 

Platform 

monitoring 
2.0 

Anti-reflective 

coating degradation 
1  3 1 1 

Visual 

inspection 
1.5 

Backsheet 

degradation 
4 [1;2;3;4;5, 1]  1 1 

Visual 

inspection 
1.5 

 

2. Random FMECA score-sampling 

 

To fully take advantage of the available information from the diverse data sources, a methodology has been 

developed to randomly generate scenarios. Each scenario especially represents a point of view on the failure risk 

at three different levels: data source, sub-“associated” failures, and score options. Since there is not any valuable 

argument to trust more any data source, any sub-“associated” failure, or score options, an even distribution is 

applied to pick each of the levels starting from the data source, through the sub-“associated” failures to the score 

options. 

For each scenario of each failure, the severity and occurrence scores are randomly picked separately with the 

following steps: 

i. The data source is randomly picked with uniform weights. 

ii. Since, sometimes, several sub-“associated” failures from a data source are associated with only one failure 

from the list from Table 1. An “associated” failure is uniformly randomly picked. 

iii. If the IEA source has been picked, the final score is randomly picked among the failure score options from 

IEA. 

The example below illustrates the random pick of the severity score for the delamination case. 

 
Figure 3: Severity random sampling, "delamination" case 
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A total of 𝑁𝑠 = 5000 scenarios are further generated with the severity and occurrence score picked distinctly for 

each scenario. The severity, occurrence, and detection scores are then combined to get the RPN score for each 

scenario “n” as in Equation 3 which enables to create a RPN distribution for each failure “k”.  

𝑅𝑃𝑁𝑘,𝑛 =  𝑆𝑘,𝑛 ∗  𝑂𝑘,𝑛 ∗ 𝐷𝑘   (eq. 3) 

In order to compare failures to each other from their RPN distribution, a final score indicator 𝑅𝑃𝑁𝑅𝑀𝑆,𝑘 for each 

failure k, is defined in Equation 4. The Root Mean Square (RMS) method penalizes more significantly the failures 

containing 𝑅𝑃𝑁𝑘,𝑛 with higher scores in their distributions. 

𝑅𝑃𝑁𝑅𝑀𝑆,𝑘 = √
1

𝑁𝑠
∑  𝑅𝑃𝑁𝑘,𝑛

2 
𝑁𝑠

𝑛=1
    (eq. 4) 

RMS has the advantage to grasp a whole distribution through one indicator. It assigns more weight to the highest 

scores and, ineluctably, is sensitive to any outlier. The regular mean of the distribution could have been instead 

applied but its uniform weights would not promote critical failures with distribution with a fat tail risk. The RMS 

indicator is thereafter applied to rank and shortlist the most critical failures. 

4. Results of the FMECA applied to photovoltaic failures 

 
Sample generation has been performed according to the presented methodology and the first noteworthy 

observations come from the Severity (S) and Occurrence (O) scores. In Figure 4, the S and O means have been 

collected for all failures. 

 
Figure 4: Severity (S) and Occurrence (O) mean scores from the sample generation 

The focal position of the inverter conveys the consequences of any failure mode on a large section of the PV array 

and includes the most dangerous financial repercussions according to Tjengradwira (Tjengdrawira et al., 2017). 

Legitimately getting severity scores over 3 and coupled with steady occurrence scores, the “Inverter” component 

needs to actively be supervised to mitigate risks. 

Similarly crucial to the architecture, the “Wiring” category bundles high severity and occurrence results. 

“Insulation failures and ground connection defect” has also the potential to lead to serious consequences. The 

wiring and insulation failures have the highest safety-risk scores in (Miquel et al., 2018) and, from a safety and 

 
A. Mathieu et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

667



 
performance perspectives, are definitely to prioritize 

The number of failures related to “Module/array”, 19, does not necessarily reflect more severe consequences 

compared to other components but highlights rather the complexity of the PV technology. 12 out of 19 of the 

failures obtain a mean occurrence score lower than 2 and are rather negligible in terms of technical risks. On the 

other hand, still some failures such as “Corrosion”, “Soiling” and “Shading” remain with very high scores and 

need special care during maintenance visits. 

 
Figure 5: RPN scores from AQC and sampling RMS with 95% confidence interval 

Appending the detection score in the random sampling, RPN scores have been calculated in Figure 5. The AQC 

dataset in orange is introduced as a benchmark. The 𝑅𝑃𝑁𝑅𝑀𝑆 calculated for each failure with Equation 4 from 

the sampling distribution associated with the 95% confidence interval is displayed in blue and the failures are 

ordered according to their 𝑅𝑃𝑁𝑅𝑀𝑆 score. 

The variations in AQC and RMS scores globally follow each other although the latter has less amplitude since it 

gets flattened with the inclusion of different score sources. The RPN score distribution for each failure stays wide 

because the IEA report usually suggests large score intervals. Indeed, failure modes can impact the performance 

at different degrees such as soiling of which impact is a function of its homogeneity (Maghami et al., 2016). 

Some of the failures with a low RPN score need special consideration. The “LID / LeTID” and “Not conform 

power rating” failure modes that were not considered in the AQC dataset stay at the low end of the ranking. For 

LID, this low score is particularly valid for all technologies except for amorphous silicon where the module power 

degradation can reach 10 – 30 % according to Gostein (Gostein and Dun, 2011).  “PID” is also a well-identified 

failure mode with significant impact (Dhimish and Tyrrell, 2022; Luo et al., 2017) reaching sometimes 40 % of 

losses on real installations (Libby, 2014) but its low occurrence keeps the failure away from the top 15. 

Regarding the changes from AQC to the RMS method, Table 5 highlights the respective scores and rankings. 

Table 5: PV failure ranking 

Failure mode Score RPN_AQC Ranking AQC Score RPN_RMS Ranking RMS 

Insulation failure and ground 

connection defect 
40 1 29,8 1 

Inverter overheating 30 2 24,6 2 

Soiling 30 2 22,6 3 
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Unexpected inverter voltage input 12 12 19,9 4 

Module under-ventilation 20 6 19,8 5 

Connector defect 18 7 19,7 6 

Shading 15 11 19,4 7 

Combiner box defect 22,5 4 19,1 8 

Corrosion 18 7 18,9 9 

DC cable defect 18 7 16,9 10 

Hot spot 12 12 16,4 11 

Inverter defect 22,5 4 15,8 12 

Bypass diode defect 9 14 12,3 13 

Cell interconnection defect 18 7 11,6 16 

 

The retained failure modes to further establish risk mitigation strategies are the RMS top 12. Those are nearly the 

same as the AQC top 12 and capture the agreement between all data sources on the failure batch to mitigate. The 

RMS score also steps down by 3,5 significant points between the 12th and the 13th place which separates the top 

12 from the rest of the failures.    

The failures contained in the Top 12 almost do not change between the AQC and RMS methods but the internal 

ranking gets modified. The “Cell Interconnection defect” is ejected from the top 12 to the 16th place in the RMS 

ranking due to the IEA report and L. Bun assigning more moderate severity and occurrence scores. In addition, 

the IEA report and L. Bun consider realistically more different failure alternatives for “Inverter defect” compared 

to AQC which has high scores, and the RMS makes it drop from the 4th to the 12th place in the final ranking. 

Finally, L. Bun has more severe scores for “Unexpected inverter voltage input” and significantly increases its 

ranking to 4th place. 

The failures excluded from the top 12 are all categorized in the Module/Array category. It particularly underlines 

that any failure mode appearing in the inverter, wiring, or system component is considered critical. On the other 

hand, it also stresses that all components need attention when it comes to monitoring underperformances since 

they all contained at least one failure in the top 12. 

5.  Discussion 

 
The outcome of the FMECA is confirmed by the literature. “Insulation failure and ground defect” is generally in 

the very top priorities (Catelani et al., 2013; Colli, 2015; Milic et al., 2018; Villarini et al., 2017). “Inverter defect” 

and “inverter overheating” are well advised, usually in the top 5 (Milic et al., 2018; Villarini et al., 2017). The 

“abnormal values of the voltage” (Villarini et al., 2017) and “improper function” (Milic et al., 2018) could reflect 

the “Unexpected inverter voltage input” and has a more versatile ranking but generally in the first half of the 

ranking. “Shading” and “Soiling”, often combined, are frequently in the most critical failures (Basu, 2015; 

Catelani et al., 2013; Milic et al., 2018) and “Hot spot” in the top 10 (Catelani et al., 2013; Milic et al., 2018).  

“DC cable defect”, “Connector defect” and “Corrosion” defect are never in the top priorities but maintain 

consistent scores (Basu, 2015; Milic et al., 2018; Villarini et al., 2017). “Module under-ventilation” has not been 

identified in the literature except by Basu (Basu, 2015) considering rooftop PV applications where its score is 

relatively low.  However, when considering building-mounted installations, it might be relevant to account for it 

due to the complex integration. “Combiner box defect” has also not been found cited as such in the literature and 

represents one of the specificities of the analysis. 

The presented study showcases the advantages of looking into a whole system with well-defined and counter-

checked scores from different literature sources. Some studies have already looked into the FMECA but at the PV 

module level only (Catelani et al., 2013; Rajput et al., 2019; Rongbin et al., 2015). Some other studies analyze the 

whole system (Colli, 2015; Collins et al., 2009; Milic et al., 2018; Villarini et al., 2017) without analyzing the 

sensitivity of the RPN coefficients. Also, a thorough methodology is developed in this study to calculate detection 

scores as of the qualitative cost/maturity detection scores from the literature (Miquel et al., 2019). Finally, as 

mentioned by Villarini (Villarini et al., 2017) different climate conditions might affect the FMECA analysis, 
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datasets, and using datasets from different sources would showcase a generic analysis covering most of the cases.  

Moreover, some additional features might improve the presented methodology. As mentioned by (Villarini et al., 

2017) the FMECA could eventually be updated with live data provided by reliability maintenance systems, and/or 

the occurrence score could be fed according to Mean Time Between Failure (MTBF) figures as examined in (Colli, 

2015; Collins et al., 2009). A complete data-driven FMECA from (Filz et al., 2021) with a detection score based 

on forecasting model accuracies could eventually be extended to the severity and occurrence scores.   

Additionally, FMECA scores could be improved to consider a higher level of detail. For instance, shading might 

lead to additional failures such as hot spot and bypass diode defects. Also, the concomitance of “Soiling” and 

“Potential Induced Degradation (PID)” could lead to more serious power reduction than when each phenomenon 

is considered separately (Luo et al., 2017). Modeling capabilities with empirical studies would additionally 

improve the understanding of performance impact such as the impact of PID (Annigoni et al., 2016) and LID as 

mentioned by (Woodhouse et al., 2020). 

Having identified the most critical failures, the next steps would logically be to optimize the inspection 

methodology along the life of any PV installation in terms of frequency and content. Modeling more precisely the 

failure performance impact with their evolution in time and the interactions between them would give indications 

on how and when to perform diagnostics with which identification methods. From those simulations, a failure-

correction decision support tool could also be envisioned to optimize the energetic, environmental, and financial 

value of the PV plant. All those suggestions together could come to fruition with a PV performance guarantee. 

6. Conclusion 

 
In this article, all photovoltaic failure modes are listed and associated with identification methods. The Failure 

Modes, Effects, and Criticality Analysis (FMECA) methodology assigns criticality scores to each failure based 

on its severity, occurrence, and detection ability. Based on the information from different data sources, score 

samples are randomly generated to take into account the different failure variants, eliminate knowledge bias, and 

obtain a generic overview. Those failures are finally ranked according to the Root Mean Square (RMS) of their 

respective score distribution. 

Results demonstrate that all PV components from “Module/Array”, “Wiring”, “Inverter” to “System” contain 

critical failures in the top 12, and not any of those can be set aside to develop a strategy to decrease 

underperformances. In the first place, the “Insulation failure and ground defect” can occur in any part of the 

installation and has among the highest severity and occurrence scores because of its major safety and performance 

consequences. All failure modes collected in the inverter and wiring components are in the top 12 because of their 

central position in the PV architecture. Due to its technology complexity, “Module/Array” collects 19 failure 

modes while only 5 are in the top 12: “Hot spot”, “Corrosion”, “Shading”, “Soiling” and “Module under-

ventilation”. 

7. Acknowledgement 

The authors of the article would like to thank the ANRT funding as well as the co-financing between Heliocity 

and CSTB for the project “Methodology development to guarantee building photovoltaic systems’ performance 

including failure modeling”. This work has been supported by the French National Research Agency, through the 

Investments for Future Program (ref. ANR-18-EURE-0016 – Solar Academy). 

8. References 

 
Aghaei, M., Fairbrother, A., Gok, A., Ahmad, S., Kazim, S., Lobato, K., Oreski, G., Reinders, A., Schmitz, J., Theelen, M., 

Yilmaz, P., Kettle, J., 2022. Review of degradation and failure phenomena in photovoltaic modules. Renew. 

Sustain. Energy Rev. 159, 112160. https://doi.org/10.1016/j.rser.2022.112160 

Annigoni, E., Jankovec, M., Galliano, F., Li, H.-Y., Perret-Aebi, L.-E., Topic, M., Sculati-Meillaud, F., Virtuani, A., Ballif, 

C., 2016. Modeling Potential-Induced Degradation (PID) in crystalline silicon solar cells: from accelerated-aging 

laboratory testing to outdoor prediction. Presented at the 32nd European Photovoltaic Solar Energy Conference 

and Exhibition, Munich, Germany, pp. 1558–1563. https://doi.org/10.4229/EUPVSEC20162016-5BO.11.2 

 
A. Mathieu et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

670



 
Bansal, N., Jaiswal, S.P., Singh, G., 2021. Comparative investigation of performance evaluation, degradation causes, impact 

and corrective measures for ground mount and rooftop solar PV plants – A review. Sustain. Energy Technol. 

Assess. 47, 101526. https://doi.org/10.1016/j.seta.2021.101526 

Basu, J.B., 2015. Failure Modes and Effects Analysis (FMEA) of a Rooftop PV System. Int. J. Sci. Eng. Res. 3, 51–55. 

Bun, L., 2011. Détection et localisation de défauts dans un système photovoltaïque (Theses). Université de Grenoble. 

Catelani, M., Ciani, L., Cristaldi, L., Faifer, M., Lazzaroni, M., 2013. Electrical performances optimization of Photovoltaic 

Modules with FMECA approach. Measurement 46, 3898–3909. 

https://doi.org/10.1016/j.measurement.2013.08.003 

Colli, A., 2015. Failure mode and effect analysis for photovoltaic systems. Renew. Sustain. Energy Rev. 50, 804–809. 

https://doi.org/10.1016/j.rser.2015.05.056 

Collins, E., Dvorack, M., Mahn, J., Mundt, M., Quintana, M., 2009. Reliability and availability analysis of a fielded 

photovoltaic system, in: IEEE Photovoltaic Specialists Conference (PVSC). pp. 002316–002321. 

https://doi.org/10.1109/PVSC.2009.5411343 

Dhimish, M., Tyrrell, A.M., 2022. Power loss and hotspot analysis for photovoltaic modules affected by potential induced 

degradation. Npj Mater. Degrad. 6, 11. https://doi.org/10.1038/s41529-022-00221-9 

European Union, 2018. DIRECTIVE (EU) 2018/844 OF THE EUROPEAN PARLIAMENT AND OF THE COUNCIL of 

30 May 2018 amending Directive 2010/31/EU on the energy performance of buildings and Directive 2012/27/EU 

on energy efficiency. 

Filz, M.-A., Langner, J.E.B., Herrmann, C., Thiede, S., 2021. Data-driven failure mode and effect analysis (FMEA) to 

enhance maintenance planning. Comput. Ind. 129, 103451. https://doi.org/10.1016/j.compind.2021.103451 

Gostein, M., Dun, L., 2011. Light Soaking Effects on PV Modules: Overview and Literature Review. Presented at the IEEE 

Photovoltaic Specialists Conference, Seattle, WA, USA. https://doi.org/10.1109/PVSC.2011.6186605 

Herz, M., Friesen, G., Jahn, U., Köntges, M., Lindig, S., Moser, D., 2022. Quantification of Technical Risks in PV power 

Systems (No. IEA-PVPS T13-23:2021). IEA PVPS. 

International Renewable Energy Agency, 2021. World Energy Transition Outlook: 1.5 °C Pathway. IRENA. 

Köntges, M., Kurtz, S., Packard, C., Jahn, U., Berger, K.A., Kato, K., Friesen, T., Liu, H., Van Iseghem, M., 2014. Review 

of Failures of Photovoltaic Modules (No. IEA-PVPS T13-01:2014). IEA PVPS T13. 

Köntges, M., Oreski, G., Jahn, U., Herz, M., Hacke, P., Weiss, K.-A., 2017. Assessment of photovoltaic module failures in 

the field (No. IEA-PVPS T13-09:2017). IEA PVPS. 

Leloux, J., Narvarte, L., Trebosc, D., 2011. Performance analysis of 10,000 residential PV systems in France and Belgium. 

Presented at the 26th European Photovoltaic Solar Energy Conference and Exhibition, Hamburg, Germany. 

Libby, C., 2014. Literature Study and Risk Analysis for Potential Induced Degradation (No. 3002003737). 

Lindsay, N., Libois, Q., Badosa, J., Migan-Dubois, A., Bourdin, V., 2020. Errors in PV power modelling due to the lack of 

spectral and angular details of solar irradiance inputs. Sol. Energy 197, 266–278. 

https://doi.org/10.1016/J.SOLENER.2019.12.042 

Luo, W., Khoo, Y.S., Hacke, P., Naumann, V., Lausch, D., Harvey, S.P., Singh, J.P., Chai, J., Wang, Y., Aberle, A.G., 

Ramakrishna, S., 2017. Potential-induced degradation in photovoltaic modules: a critical review. Energy Env. Sci 

10, 43–68. https://doi.org/10.1039/C6EE02271E 

Maghami, M.R., Hizam, H., Gomes, C., Radzi, M.A., Rezadad, M.I., Hajighorbani, S., 2016. Power loss due to soiling on 

solar panel: A review. Renew. Sustain. Energy Rev. 59, 1307–1316. https://doi.org/10.1016/J.RSER.2016.01.044 

Masson, G., Kaizuka, I., 2021. Trends in Photovoltaic Applications (No. IEA-PVPS T1-41:2021). IEA PVPS. 

Milic, S., Katic, V., Cickaric, L., 2018. Failure Modes and Effects Analysis of Urban Rooftop PV Systems – Case Study, in: 

International Symposium on Industrial Electronics (INDEL). Banja Luka, Bosnia and Herzegovina. 

https://doi.org/10.1109/INDEL.2018.8637640 

Miquel, C., Stravrou, C., Lebert, N., Sarantou, J., 2019. Méthodes de détection des dysfonctionnements électriques des 

installations photovoltaïques. (No. ETUC2P1901). AQC - HESPUL. 

Miquel, C., Stravrou, C., Lebert, N., Sarantou, J., 2018. Dysfonctionnement électriques des installations photovoltaïques: 

points de vigilance. (No. PTVIGI1801). AQC - HESPUL. 

Moser, D., Del Buono, M., Jahn, U., Herz, M., Richter, M., Brabandere, K., 2017. Identification of technical risks in the 

photovoltaic value chain and quantification of the economic impact: Economic impact of technical risks in 

photovoltaic plants. Prog. Photovolt. Res. Appl. 25. https://doi.org/10.1002/pip.2857 

Pachauri, R.K., 2014. Climate change 2014: synthesis report. Contribution of working groups I, II and III to the fifth 

assessment report of the Intergovernmental Panel on Climate Change., IPCC. 

Rajput, P., Malvoni, M., Kumar, N.M., Sastry, O.S., Tiwari, G.N., 2019. Risk priority number for understanding the severity 

of photovoltaic failure modes and their impacts on performance degradation. Case Stud. Therm. Eng. 16, 100563. 

https://doi.org/10.1016/J.CSITE.2019.100563 

Raycatch, 2021. Solar Asset Optimization, Industry Benchmark Study. Tel Aviv, Israel. 

Rongbin, Y., Guixiong, L., Xiaoli, 2015. Failure Risk Analysis of the Photovoltaic Modules Based on the Improved FMECA 

Method. Presented at the International Conference on Instrumentation and Measurement, Computer, 

Communication and Control (IMCCC), Qinhuangdao, China, pp. 1166–1170. 

https://doi.org/10.1109/IMCCC.2015.250 

Tjengdrawira, C., Moser, D., Ulrike Jahn, Armansperg, M. v., Theologitis, I.-T., Heisz, M., 2017. PV Investment Technical 

Risk Management (No. 649997). Solar Bankability. 

Villarini, M., Cesarotti, V., Alfonsi, L., Introna, V., 2017. Optimization of photovoltaic maintenance plan by means of a 

FMEA approach based on real data. Energy Convers. Manag. 152, 1–12. 

https://doi.org/10.1016/j.enconman.2017.08.090 

Woodhouse, M., Repins, I., Miller, D., 2020. LID and LeTID Impacts to PV Module Performance and System Economics 

DRAFT Analysis. 

 

 
A. Mathieu et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

671



Comparative Analysis of the Performance of Four Different 
Photovoltaic-Thermal Modules 

Maxime Mussard1*, Pierre Maret2, Junjie Zhu1, Sean Erik Foss1, Zhengping Li3, Wenzhong 

Shen3, Yao Zhao4, Yanjun Dai4 

1 Institute for Energy Technology, Kjeller (Norway) 

2 Diplôme Énergétique et Environnement, ENSI Poitiers, Université de Poitiers, Poitiers (France) 

3 Institute of Solar Energy, Shanghai Jiao Tong University, Shanghai (China) 

4 Institute of Refrigeration and Cryogenics, Shanghai Jiao Tong University, Shanghai (China)   

*Corresponding author: maxime.mussard@ife.no 

 

 

Abstract 

An experimental comparison between four different PVT modules is made, the modules being identical apart from 

their PV technology. Two experiments are run simultaneously comparing two sets of PVT and PV modules with 

the same solar cell technology. The passivated emitter and rear cell (PERC) technology with white back sheet is 

used as reference module, all the others are compared to it during one day of experimentation for each technology. 

For the thermal output of the PVT, the results show an improvement for the modules using PERC with black back 

sheet by more than 10 %, while there is no significant evidence of change for the silicon hetero-junction (SHJ) or 

tunnel oxide passivated contact (TOPCon) technologies. For the electrical output, none of the technologies 

outperforms the others in terms of performance ratio; but the PERC with black back sheet PVT-module sees a 

significant improvement of 2.5 % of its performance ratio compared to its PV counterpart. 

Keywords: Photovoltaic-thermal, Comparative analysis, Performance Ratio, PERC, SHJ, TOPCon 

 

1. Introduction 

A photovoltaic-thermal (PVT) module gives the possibility to both extract thermal energy from photovoltaic cells, 

and cool them down, thus improving their electrical performance.  

Several comparative analyses among PVT-modules or between PVT-modules and PV-modules have been 

performed. Han et al. (2021) show that a set of PVT modules combined with another set of solar thermal modules 

are outperforming PV and solar thermal combined when the ambient temperature tends to be high, the irradiance 

strong and/or the inlet temperature of the coolant lower. Carmona et al. (2021) compare a PVT-module with 

integrated phase change material (PCM) to a PV-module: an increase of AC output by 7.43 % is observed thanks 

to the cooling system. Good et al. (2015) compare PV+solar thermal, uncovered PVT, covered PVT+PV, and only 

PV for housing in Norway: the “only PV” configuration seems to get the closest to net zero energy balance when 

using energy for a building, but the result could be different by changing slightly the criteria of the comparison. 

While these research works compare either PVT with PV or different PV technologies, there is little research 

about the comparative behavior of PVT equipped with different solar cell technologies. This article is a first 

attempt to fill the gap. In this article different PVT-modules equipped with the exact same cooling loop but with 

different solar cell technologies are compared: Si passivated emitter and rear cell with white back sheet (PERC 

white), Si passivated emitter and rear cell with black back sheet (PERC black), Si heterojunction with intrinsic 

thin layer (SHJ) and Si tunnel oxide passivated contact (TOPCon). All modules are having the same size and the 

same number of cells, the PV technologies differ by their electrical efficiencies and temperature coefficients. 
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2. Experimental setup  

2.1. Overview of the test platform  

The test platform is situated at Kjeller, Norway at the following coordinates: N 59.9732, E 11.0537. It is made of 

four modules: one PV and one PVT module with PERC white (as PVT reference), one PVT and one PV module 

of another type (from left to right on Figure 1). The PVT module consists of a PV module mounted with a cooling 

system and a layer of insulation on its backside (cf. 2.3.). The setup allows direct comparisons between: 

• Modules of identical PV technology with (PVT) and without (PV) cooling element 

• Modules of different PV technology with cooling element 

• Modules of different PV technology without cooling element 

The irradiance Irr (W/m2) is measured via a calibrated thermopile pyranometer placed on the same test platform. 

The four panels tested at a given time are connected to an inverter. The electrical output of each module is recorded 

via the inverter (model QS1 from AP Systems) and a communication device about every 5 minutes. 

 

Fig. 1: Experimental setup with PERC white (PV and PVT) and PERC black (PVT and PV) modules 

 

2.2. Characteristics of the modules 

All eight modules tested are initially characterized for their nominal power at STC Pnom under standard test 

conditions (STC) in a lab: irradiance GSTC = 1000 W/m2 and corrected temperature TSTC = 25°C. The characteristics 

of the modules are indicated in Table 1, the temperature coefficient being taken from the manufactuer. All of them 

have the same geometry of cells: half-cells of M6 format wafers, 166 mm of side-length. All the modules have 

the same size: 1.04 m by 1.76 m. Each panel thus consists of 120 half-cells.  

Tab. 1: Module characteristics  

Cell technology and 

application 

Color of 

backsheet 

Temperature 

coeff. (%/°C) 

Power at STC, 

Pnom (W) 

Pnom difference compared 

to PVT reference (%) 

PERC PV White -0.38 347.3 -1.59 

PERC PVT White -0.38 352.9 0 

PERC PV Black -0.38 358.0 +1.45 

PERC PVT Black -0.38 358.7 +1.64 

SHJ PV White -0.26 362.4 +2.69 

SHJ PVT White -0.26 354.5 +0.45 

TOPCon PV White -0.31 364.4 +3.26 

TOPCon PVT White -0.31 363.4 +2.98 
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2.3. Design of the cooling elements of the PVT modules 

The cooling system is made of eight copper tubes, 1 cm external diameter, connected at the bottom and the top to 

two larger horizontal pipes. The system is insulated with a foam about 2 cm thick. The pipes are welded to an 

aluminum backplate itself in contact with the module. Figure 2 shows two views of the cooling configuration on 

the backside of the panel. 

  

Fig. 2: Cooling loop design on the backside of the PVT module, and PVT module with insulation installed on the rack 

2.4. Hydraulic loop  

Each of the two PVT modules is connected to a hydraulic cooling loop (Figure 3). A pipe connects the PVT outlet 

to the top of a 200 l water tank; another pipe leaves the water tank close to its bottom to the PVT inlet, via a pump 

and a flow meter. The cooling loop is filled with water. Temperatures are recorded at the inlet and outlet of the 

PVT module. The pump is set constantly at its minimum power, equal to 50 % of its maximal power. The power 

consumption of the pump is about 21.5 W all along the experiments. 

The recommendations of the norm for solar thermal collectors testing (ISO 9806:2017) are followed as closely as 

possible: 

• The temperature probes are insulated and situated less than 200 mm from the inlet and outlet of each 

PVT-module 

• The flow rate is maintained below 0.028 kg/(s·m2), as close as possible to the norm: constant flow rate 

of 0.02 kg/(s·m2) 

  

Fig. 3: Water tanks and hydraulic pump 

2.5. Experiments 

Four modules are tested simultaneously: the PERC white PV and PVT, and a set of PVT and PV modules of one 

of the other three technologies: PERC black, TOPCon and SHJ. Thermal and electrical outputs are measured. 

Data is recorded every 10 seconds, except the electrical output of the modules recorded about every 5 minutes. 

The displayed data are computed using a moving average of 10 minutes. 

The experiments are run during the days shown in Table 2 where the meteorological conditions are indicated 

together with the tested technologies. All technologies are tested with the PERC white as reference for both PVT 
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and PV. On the 22nd of August, the reference PV module (PERC white) could not be connected and a comparison 

was made with the PERC black PV another day.  

Tab. 2: Information on experiments 

Date Technology tested with reference Weather 

Aug. 22nd, 2022 PERC black Sunny, up to 21°C 

Aug. 23nd, 2022 SHJ Sunny with sparse clouds, up to 22°C 

Aug. 24nd, 2022 TOPCon Mixed sunny-cloudy, up to 23°C 

 

3. Energy analysis 

3.1. Flow rate measurement and assumptions 

Each loop is equipped with a flow meter. By controlling the flow manually on a regular basis, it is noted that only 

one flow meter is reliable. As the loops and pumps are nominally identical, the two flow rates are necessarily very 

similar and stable over time; however minor changes in the loop may slightly impact the flow rate at equal 

pumping power. 

The flow rate through the reference PVT module (PERC white) is therefore measured manually at the end of each 

day and the flow rate values during the day extrapolated from the flow meter values of the other PVT module. 

The flow difference between the two setups is between 0 and 3 % depending on the days. This method gives an 

additional uncertainty of ± 2 % for the flow rate of the reference PVT. 

 

3.2. Calculation of efficiencies 

The thermal and electrical energy outputs are correlated with the insolation reaching the module and displayed. 

The thermal efficiency is found using the following formula: 


𝑡ℎ
=

𝑄.∆𝑡

𝐺.∆𝑡
  (eq. 1) 

where: 

Q is the thermal power output of the module (W, cf. 3.3.); 

G is the irradiance on the module (W) ; 

t is the timestep (s); 

 

while electrical efficiency is given by the following formula: 


𝑒𝑙
=

𝑃𝐴𝐶 .∆𝑡

𝐺.∆𝑡
  (eq. 2) 

where PAC is the electrical power output (W). 

 

3.3. Thermal analysis and assumptions 

To calculate the thermal output the equation used is the following: 

𝑄 = �̇� ∙ 𝐶𝑝 ∙ ∆𝑇  (eq. 3) 

where: 

�̇� is the mass flow rate (kg/s); 

𝐶𝑝 is the heat capacity of water, considered constant: 4180 J/(kg∙°C); 

∆𝑇 is the temperature difference between the outlet and inlet of the PVT module (°C). 

To effectively compare the modules, it is important to keep the inlet temperatures of water as close as possible to 

each other. This is not always possible, due to different starting temperatures, and different stratification behaviour 

of the two water tanks (despite being near identical). 

To compensate for differences of temperature at the inlet, the following assumptions are made: 
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• The temperature difference between the two modules is equal to the one of the two water inlets 

• The additional losses due to the temperature difference of the inlets are proportional to it 

• The losses occur only on the front side of the PVT module 

• The radiative emissivity of the modules is set at  = 0.7 and the sky temperature at Tsky = 0°C, both used 

in radiative losses calculation  

• The convective heat transfer coefficient is set to: h = 6 W/(m2·°C) , used in convective losses calculation 

(typical for low wind velocity) 

By calculating the difference of energy emitted by radiation (Stefan-Boltzmann equation) and lost by convection 

(Newton’s law of cooling) between the two modules, we obtain the results shown in Table 3. 

Tab. 3: Evolution of heat losses difference between two PVT modules for 1°C of difference at the inlet for cold, warm and hot inlet 

temperatures 

Temperature at the inlets (°C) Difference in thermal losses (W/°C) 

15 and 16 17.5 

25 and 26 18.3 

35 and 36 19.1 

 

From Table 3, it is possible to see that the difference of losses per °C of temperature difference at the inlet is rather 

constant. A value of qdif = 18 W/°C is chosen for the rest of the study to account for additional thermal losses.  

The additional thermal losses to compensate to get a proper comparison are equal to: 𝑞𝑑𝑖𝑓∆𝑇𝑖𝑛 (in W). 

The rate of thermal energy conversion after electrical energy conversion (thermal energy converted divided by 

thermal energy available) is: 
𝑡ℎ

1-𝑒𝑙
. Indeed, the rate must be calculated considering that a part of the solar energy 

has been converted to electricty before the thermal exchanges occur. 

By multiplying the virtual additional heat available to the rate of thermal energy conversion A thermal output Qadd 

is thus added to Q for every timestep following this formula: 

𝑄𝑎𝑑𝑑 =
𝑞𝑑𝑖𝑓.𝑡ℎ

1−𝑒𝑙
. ∆𝑇𝑖𝑛  (eq. 4) 

where: 

Tin is the temperature difference between the two inlets (°C). 

A similar adjustment is made for the electrical output: the difference of temperature between modules is 

considered equal to the difference of temperature at the inlet of the hydraulic loop, and a term PAC-add is added to 

the electrical output PAC when the temperature of a module is higher:  

𝑃𝐴𝐶−𝑎𝑑𝑑 = 𝑃𝐴𝐶 ∙ 𝑇𝐶 ∙ ∆𝑇𝑖𝑛   (eq. 5) 

where TC is the temperature coefficient (cf Table 1).  

Note that Qadd and PAC-add are introduced when normalizing the efficiencies to compare the energy outputs in part 

4 (Figures 5, 7 and 9) and calculating the performance ratios in part 5. 

 

4. Experimental results 

4.1. PERC black PVT test  

The evolution during the test of the electrical and thermal efficiencies for the PERC black and PERC white PVT 

modules are displayed in Figure 4. Due to the relatively stable irradiance, the efficiencies are also rather stable 

during the day. Comparing the electrical and thermal efficiencies of both modules will give a first insight on their 

relative performances. Figure 5 shows the evolution of the inlet temperatures, and the ratios of thermal and 

electrical outputs (output PERC black/output PERC white), both before and after the normalization described in 

3.3: the large difference in inlet temperatures have a certain impact on the two ratios. 
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Fig. 4: Energy efficiencies for PERC black and PERC white – 22nd/08 

 

Fig. 5: Evolution of inlet temperatures and ratios of efficiencies before and after normalization – Aug. 22nd, 2022 

 

4.2. SHJ PVT test 

The evolution of the electrical and thermal efficiencies for the SHJ and PERC white PVT modules are displayed 

in Figure 6. 

 

Fig. 6: Energy efficiencies for SHJ and PERC white – Aug. 23rd, 2022 

The results are less regular due to the alternating bright and partially covered sun. The peaks in efficiency are due 

to the inertia of the thermal system and electrical recording. Figure 7 shows as Figure 5 the impact of the thermal 

loss correction on the ratios (output SHJ/output PERC white): the impact is much more modest here. 

  

Fig. 7: Evolution of inlet temperatures and ratios of efficiencies before and after normalization – 23rd/08 
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4.3. TOPCon PVT test 

The evolution of the electrical and thermal efficiencies for the TOPCon and PERC white PVT modules are 

displayed in Figure 8. This time, the results are very irregular due to the rapid alternation between sunny and 

cloudy weather. Figure 9 shows the influence of the correction to account for thermal losses on the ratios (output 

TOPCon/output PERC white), which is small here due to the reduced temperature difference between the two 

inlets. 

 

Fig. 8: Energy efficiencies for TOPCon and PERC white – 24th/08 

 

Fig. 9: Evolution of inlet temperatures and ratios of efficiencies before and after normalization – 24th/08 

 

4.4. Infrared imaging 

Infrared (IR) pictures have been taken during all experiments to identify any malfunction of the cooling loop, with 

color scales indicated on the side.  

   
  A       B          C 

Fig. 10: IR imaging of PVT modules - A: PERC white (left) and black (right) PVT - B: SHJ PVT (left) and PV (right) -                 

C: TOPCon PVT (left) and PV (right) 

Figure 10 shows slight imperfections on the panels. Both modules on picture A (PERC white and black) seem to 

behave as expected, the black one being hotter. Picture B shows the SHJ PVT and PV modules: there is apparently 

a non-optimal heat exchange on the PVT for one of the channels. Likewise, picture C shows the TOPCon PVT 

and PV, and the contact of one of the channels on the PVT seems questionable. These pictures may help to give 

a different perspective on the interpretation of the data. Furthermore, the color scale helps to estimate the 

temperature difference between the PV and the coldest point of the PVT: potentially more than 10°C. 
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5. Comparative analysis and interpretation 

5.1. Energy outputs compared to the reference PVT 

Each PVT module performance is compared to the reference PVT module during the same day. The electrical and 

thermal performance of the reference is set at 100 % for each day and the performance of the other technologies 

are calculate relative to this. Figure 11 shows that the difference in electricity production is small, from 0 to 2 % 

increase compared to PERC white depending on the technology. Concerning the thermal output, the PERC black 

produces about 7 % more, the SHJ 8 % less and the TOPCon 4 % less than the reference. It is now important to 

adjust the data to ensure that the trends are not biased due to inlet temperature differences. 

 

 

Fig. 11: AC and thermal output compared to PERC white 

 

5.2. Normalized energy outputs compared to the reference 

The difference in inlet temperatures biases the results in favour of the PVT module with the coldest inlet 

temperature (generally the PERC white, reference module), both for thermal and electrical outputs. The 

adjustments described in 3.3 are applied to get a normalized comparison to the reference if the conditions at the 

inlet were the same (Figure 12). Note that the normalization adjusts for differences due to temperature, but not 

due to differences in Pnom, this adjustment will be considered when performing the performance ratio analysis. 

 

 

Fig. 12: Corrected AC and thermal output compared to PERC white 

After the adjustments, the trend of the thermal outputs are confirmed. The black module produces over 10 % more 

thermal power: it can be explained by the black back sheet absorbing more radiation with its higher absorptivity. 

The SHJ underperforms thermally by about 6 % and the TOPCon by 3 % compared to the reference. The 

imperfections from Figure 10 may explain the lower thermal output for SHJ and TOPCon; also their higher 

electrical output may impact negatively but marginally the thermal output. There is thus no major evidence of 

differences of behavior for SHJ, TOPCon and PERC white for the thermal energy extracted. 
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In terms of electrical output, the PERC black and TOPCon modules produce less than 2 %, and SHJ less than 1 

%, more compared to PERC white. Note that the nominal power of all the other panels are significantly higher 

than PERC white, it is thus relevant to perform an analysis of the performance ratios. 

 

 

5.3. Performance ratio analysis  

The performance ratio formula is the following (IEA-PVPS report, 2021), based on the AC power instead of DC:  

𝑃𝑅 =
𝐸.𝐺𝑆𝑇𝐶

𝑃𝑛𝑜𝑚 .𝐻𝑃𝑂𝐴
   (eq. 6)  

where: 

E is the AC energy produced over a given time (J) 

HPOA is the plane-of-array irradiation over the same given time (J/m2) 

Ratios of PR are calculated. A PR analysis can bring help in comparing the electrical performance of different 

systems. First, the PR of each setup for each experimental day is estimated from experimental data, including the 

normalization described in 3.3 when applicable (Table 4). Then, the ratio of the PR of the PVT module tested a 

given day to the PR of the reference module (PERC white) the same day is calculated and displayed in Table 5. 

Tab. 4: PV performance ratios of all the modules PVT and PV tested 

Performance Ratios of the modules 

22.08.2022 23.08.2022 24.08.2022 

PERC White  PERC White PERC White 

PV PVT PV PVT PV PVT 

No Data 0.942 0.991 0.981 0.967 0.951 

PERC Black SHJ TOPCon 

PV PVT PV PVT PV PVT 

0.919 0.932 1.006 0.978 0.938 0.930 

Tab. 5: Ratios of PR of PVT modules by PR of the reference 

Technology PRPVT/PRPVT-PERCwhite 

PERC Black 0.999 

SHJ 1.004 

TOPCon 0.991 

The results show that the PRs remain very close to each other. It is important to remember that these values are 

calculated including the thermal losses normalization, and this model may have its limits and margin of errors. 

Only the TOPCon gives a slightly lower ratio, but it is also the one having the smallest correction due to thermal 

losses. Therefore there is no evidence of major improvement or deterioration of PR of the PV element when 

changing the technology. 

Tab. 6: Ratios of PR of PVT modules by PR of PV modules of the same technology 

Technology PRPVT/PRPV 

PERC White 23rd/08 0.989 

PERC White 24th/08 0.983 

PERC Black 1.025 

SHJ 0.979 

TOPCon 1.004 
 

 

Finally, Table 6 compares the PR of the PVT to the PR of the same PV under the same conditions. Note that only 

two measurements are displayed for the reference module, as explained in 2.5. The PR of PERC White and SHJ 

are slightly larger in their PV version, while the TOPCon gets identical PR for PVT and PV, and the PERC black 

gets a larger PR when used on PVT configuration. It is important to interpret these results with care due to the use 

of the thermal loss correction; however the PERC black improvement (2.5 %) is larger than the improvement due 
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to this correction (which is about 1 %). Also, a better design of the cooling on the backside may have a positive 

impact on the PRPVT. 

 

The quality of the thermal contact for the SHJ and TOPCon PVT modules being under question, it could have an 

influence on the ratios in Table 5 and 6 for these two technologies, which may be higher with a standard contact. 

 

 

6. Conclusion 

Three experiments comparing couples of PV and PVT modules of a given solar cell technology are run.  

Concerning the thermal output:  

• The PERC black outperforms the other three technologies by 10 %, the black color giving a certain 

advantage for solar radiation collection. 

• Among PERC white, TOPCon and SHJ, there is no evidence of superiority of one of these technologies 

over the other: the margin of errors and imperfections of the backside can explain the differences 

observed and more advanced experiments are needed before concluding. 

Concerning the electrical output:  

• There is no evidence of major differences on the other, the performance ratios remain very similar for all 

PVT modules. The questions about quality of thermal contact keep the discussion open. 

• The PERC black PVT gets a slightly better performance ratio than its PV counterpart; while PERC white 

and SHJ PVT do not match the performance ratio of the corresponding PV. 

From these experiments, the PERC black seems to be the most competitive configuration, by having both the best 

increase in thermal output and in PV performance ratio. 

The differences between setups are small: the uncertainties concerning flow measurements, different weather 

conditions for different experiments (cells can be more effective under certain conditions), difference of quality 

among cooling setups and limitation of the thermal loss model must be underlined. It is likely that their cumulated 

impact remains small, but it may limit the breadth of the conclusions. 

A deeper analysis on the influence of temperatures on all the PV and PVT modules must be done on the current 

set of data to sharpen the understanding and will be likely discussed in future research works. 

The following recommendations are listed for future experiments: 

• Extended testing in parallel during a larger period of time 

• Improved cooling structure, both in design, quality, and consistency between modules  

• More advanced equipment: control on the inlet temperature, accuracy of flow rate measurement 
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Abstract 

The high energy-consuming building sector needs to meet both electricity and heat demands. In a nearly zero energy 

building scenario, most of the consumed energy would be generated locally by means of renewable solutions that 

nowadays seem not to provide an attractive performance or cost-competitiveness. Solar-based technologies tend to 

be the most promising ones, but for high densely populated areas, the usual photovoltaic or thermal single approaches 

may not be efficient enough. The current work is focused on several day intraday performance analysis for the dual 

use of the solar resource by means of hybrid PVT collectors and their smart combination with direct expansion heat 

pumps through predictive control strategies. To that end, the solution was developed, two systems were installed in 

real-use single-family houses at Mediterranean and continental climates as a domestic hot water application, operated 

and monitored. The presented analysis is based on several key performance indicators calculated for the tested-period 

one representative day (considering meteorological boundaries and system operation) for both locations. The results 

(Mediterranean/continental) show 91/98% renewable energy share, 72/147% self-sufficiency ratio, 53/81% heat 

pump self-consumption and 26/99% of the solar fraction. 

Keywords: PVT, heat pump, hybrid system, control, field results. 

 

1. Introduction 

Solar energy is available all over the face of the earth. Thus, buildings should try to take higher value from every 

beam of light reaching their envelopes. Today, photovoltaics (PV), and in the past, solar thermal (ST) applications, 

are becoming widely used for built environment on-site generation. Nevertheless, for high densely populated and 

shadow restricted areas, these kind of single approaches are not enough to satisfy building energy needs. Detailed 

analysis of solar resources in built environments shows that not only roofs but also façades should be considered 

with higher efficiency solar conversion devices such as PVT. 

Harnessing solar energy should be a must for new and refurbished buildings, but when the sun is not shining and 

energy stores are empty, solar base solutions always require back-up systems, which reduces their competitiveness. 

The electrical grid makes things easier, but thermal needs are still highly fossil fuel-dependent in a great part of 

Europe. However, heat pumps (HP) seem a promising technology for a reduction in building thermal comfort-related 

CO2 emissions and enable the use of the electrical infrastructure to use them as a back-up (Gaur, 2021). Therefore, 

if solar and HP are individually suitable for electricity and heat generation, merging them in a unique hybrid system 

will enable to obtain higher benefits (Hadorn, 2015). Anyway, it is usually hard to compare technologies and quantify 

those real benefits to simply conclude which one shows overall greater performance. Thus, an experimental approach 

is proposed to shed some light on the real field performance of such systems. 

The proposed solution is a solar hybrid PVT dually coupled HP. It is a fully integrated system comprising an unglazed 

hybrid solar collector, a direct expansion solar assisted HP (DX-saHP) and an overall system control (Fig. 1). The 

base of the technology has been widely studied before by different research groups for comparative analysis (Sanz, 

2018) and experimental studies (Pei, 2008). The union of PV and solar thermodynamic technologies in one collector 

enables simultaneous electricity and heat generation and in a kind of symbiosis both technologies work optimally 

without mismatching the other’s performance (Ji, 2009), as occurs in conventional PVT where a trade-off between 
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the thermal and electric performance is needed. Thus, the dually assisted HP significantly increases the total annual 

use of the solar resource while primary energy consumption is reduced. 

 

 

Fig. 1: A representation of the PVT dually coupled HP technology. Physical scheme of main system elements (up) and proposed 

representation of IEA square view (down). 

 

2. Materials and Methods 

In order to prove the previously exposed potential benefits, a couple of prototypes (Fig. 2) of the proposed solution 

were developed, installed and operated for one entire year in a real-use ap-plication. The objective of the test is 

double. First, to experimentally determine the technical performance of the whole solution by means of accurate 

monitoring. Second, to validate the robustness of the system under extreme working conditions. 

2.1. Real-Use DHW Application 

The demonstrator baseline is a single-family house. One of them is located at Jablonec nad Nisou (Czech Republic) 

and the other at San Martino di Lupari (Italy). The new solution has been installed to fully supply hot tap water for 

a 3 and 4 members family, respectively, replacing the previously existing gas boiler energy supply. 
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Fig. 2: The single-family house considered for the test previous (up) and post intervention (down), located at Jablonec nad Nisou 

(50.7N, 15.1W coordinates, left) and San Martino di Lupari (45°38'N, 11°51'W  coordinates, right). 

2.2. Components Sizing  

The DHW application that has been chosen for validation purposes determines the strategy to be used for system 

sizing. Thus, according to the expected DHW day demand and its consumption profile, the thermodynamic bloc 

comprising the HP and the thermal energy store (TES) is selected. Traditionally, for DX-saHP, the key parameter to 

explore at this point is the time interval needed to ensure the entire tank water is heated at the set point. Usually, a 

maximum time is established. Then the HP and TES are selected to guarantee that in the worst-case scenario the 

elapsed time needed to reach the setpoint is below the defined one. For the current case study, at the coldest, lower 

solar resource and higher DHW demand months of January and December, with a 2.5 kW of heat output HP and a 

200 l (Czech Republic) and 175 l (Italy) TES the elapsed period is below 2 h. 

However, the new solution to be tested pretends to run mainly on solar resources. For this reason, an inverter HP has 

been selected. Even at its maximum regime, an output of 2.5 kW of heat would be reached, it will regularly work at 

lower operation points. Thus, a slightly higher TES volume has been selected. The final volume is increasing around 

50% the TES capacity (till 300 l) and enabling us to heat it up during solar resource availability periods. Thus, the 

risk of reaching premature HP stops due to the maximum TES temperature being reduced. 

Finally, for the selected thermodynamic block, the collection field is sized according to the required cold power for 

the HP in the previously commented winter period worst-case scenario. For the current case study, with a 

conventional DX-saHP system, a total of 2.72 m2 (2 units of 1.36 m2) of black painted roll bond solar thermodynamic 

collectors would be enough. However, the new solution is based on PVT collectors and the front layer might have a 

lower heat transfer capacity. Thus, the selected collection area is increased. For the Italian prototype the collection 

area has been increased by 17.6% up to 3.2 m2 (2 units of 1.6 m2). In the Czech Republic prototype up to 4.8 m2 (3 

units of 1.6 m2). Even though 2 units might be enough to thermally run the HP, the additional collector is supposed 

to add a plus for the critical winter season. To avoid undesired excessive summer HP suction temperatures, 

independent blocking valves are added to each one of the collectors in both locations. An additional PV module is 

also added in order to enable a comparison of electrical yields for the Czech case study. 

2.3 Instrumentation and Data Acquisition 

The experimental activity requires accurate monitoring of energy fluxes and further relevant boundary variables to 

determine the technical performance of both system components and the complete solution. Thus, different kinds of 

sensors are displayed along the prototype. The most significant variables to measure meteorological conditions, 

energy collection (solar field), conversion (power electronics for PV and) HP and store (hot water tank) have been 

considered. A summary of them is listed below (Tab. 1). 
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Tab. 1: A selection of the most significant monitored variables, including the instrumentation features. 

Instrument Units Description Symbol Range and Units Accuracy 

MET 

calibrated cell 

(Atersa) 

2 Global plane of array irradiance GPoA 0 … 1400 W/m2 ±2.2%  

1 Ambient temperature Tamb −20 … 100 °C ±0.8 °C 

1 Wind speed ws 2 … 140 km/h ±3% *1 

1 
Crystalline silicon PV module reference 

temperature 
TPVref −20 … 100 °C ±0.8 °C 

RTF-100-S4B 

5.0-C8 PT100 

(Labfacility) 

1 per collectors 

or module 

Middle absorber/backsheet  

temperature 

TPVT,2  

TPVT,3 

TPV 

−50 … 150 °C ±1% 

VMU-E DC 

energy meter 

(Carlo Gavazzi) 

4 

one per collector 

Voltage VPVT/PVm,X 0 … 400 V ±0.5% *2  

Current IPVT/PVm,X 0 … 20 A ±0.5% *3  

Power PPVT/PVm,X *5 0 … 8 kW ±1%  

Energy EPVT/PVm,X *5 na kWh  ±1%  

EM110 AC 

energy meter 

(Garlo Gavazzi) 

3 

Grid balance 

PV generation 

HP consumption 

Energy 

EGrid 

EPVm 

EHP 

na kWh ±1% *4 

µPC HP 

controller 

(Carel) 

1 

Compressor voltage VComp na V ±1%  

Compressor current IComp na A ±1%  

Evaporation temperature TEva −50 … 100 °C ±1 °C 

Suction temperature TSuc −50 … 100 °C ±1 °C 

Discharge temperature TDis −50 … 100 °C ±1 °C 

Condensation temperature TCon −50 … 100 °C ±1 °C 

TES load temperature TTES,load −50 … 100 °C ±1 °C 

TES middle temperature TTES,mid −50 … 100 °C ±1 °C 

Condenser outlet temperature TCOut −50 … 100 °C ±1 °C 

*1 The accuracy for wind speed is valid for 15 … 140 km/h range, but always greater than ± 1 km/h. *2 The accuracy for DC 

voltage is valid for 10 … 400 V range. *3 The accuracy for DC current is valid for 0.05 … 20 A range. *4 The accuracy for AC 

energy is 1.5% for a range of 0.25 … 0.5 A, according to EN50470-3. *5 The term EPV is left for the total solar field electrical 

output. 

 

2.3. Data Analysis, Cleaning, Processing and Key Performance Indicators 

The gathered system performance is first analyzed in detail. The day-based files have an automatic checking 

algorithm. The procedure only enables us to filter entire day performance days with all dataset variables in range. 

Furthermore, all days are carefully manually analyzed using specific timeseries templates to filter any additional 

errors. Thus, days with partial operation, monitored variable outlyers or additional reported phenomena are removed 

at this stage. Any kind of gap filling is not considered. The analysis continues only with the valid-day dataset. For 

this selection, several intraday parameters and day-aggregated energy values are calculated. Additionally, day 

representative key performance indicators (KPI) are obtained. The determination of these KPIs is performed 

according to the common agreed procedure established within the International Energy Agency Solar Heating and 

Cooling programme (Zenhäusern, 2020). 

 

 

3. Results and Discussion 

The described systems have been operated for more than one entire year. Some of the obtained results are discussed 

below. The current work is focused on the intraday performance of the system. Thus, one hole year representative 

day is presented for each one of the locations, 
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3.1. Mediterranean prototype 

The selected day for the analysis is the 25 May (Fig. 3). It is a fully sunny day without any cloud and a total of 2.9 

kWh/m2 of plane irradiation, 27.8 °C mean ambient temperature and no wind (0.13 m/s). The system presents a day 

operation starting previously than the smart controller expected (8h27), due to a sudden DHW consumption 

provoking a critical morning low TES average temperature (24.8 °C). Thus, the HP begins operation at a high booster 

mode to continue working at lowest speed due to the still poor morning PV production. The process is repeated at 

10h15 with a new DHW consumption that moves the operation to a low booster operation mode for approximately 

half an hour. After this morning period the machine starts to run in regulation mode, following the PV production 

setpoint. For 1.55 h of operation the HP moves again to low regime. Finally, after 2.5 h of operation, the TES is 

completely heated, and in consequence the HP is stopped. During the evening, a first low DHW consumption event 

could be noticed around 19h30, but the second one at 20h00 significantly reduces the TES available heat. However, 

the TES average temperature does not go below 30 °C so the controller does not force the non-solar operation. 

 

Fig. 3: Main system electric power and TES state of charge profiles for the 25 May. 

The system-level KPIs show 91.4% value for renewable energy share (RES). The performance in term of self-

sufficiency ratio (SSR) reaches 72.1%, below expected. This figure is aligned with the self-consumption ratio (SCR), 

an 80.7%. The main reason underling these KPIs is the still potentially optimizable control performance in other to 

avoid early morning booster activation and evening no HP operation. The narrow HP operation periods, due to high 

solar potential and lower thermal loads should limit the solar fraction (SF). Although SF is widely used for thermal 

systems, for DX-saHP solutions might not have sense, as the ambient air contribution is much greater than the solar 

gain. However, the day performance show also that operation during high ambient temperatures (>36 °C at 14h25) 

is possible, validating the system concept also for hot locations. 

3.2. Continental climate 

The considered day for the analysis is the 21 April (Fig. 4). This spring day has a 6.8 kWh/m2 plane irradiation, a 

17.0 °C mean ambient temperature and almost no wind (0.09 m/s). The smart controller of the solution starts up the 

operation at 8h41, with a relatively high TES average temperature of 37.9 °C. The HP starts operation in regulation 

mode, copying the PV production till 9h25, when it reaches the maximum regime. After this event the HP continues 

running at its maximum for more than 4 h, showing a non-constant consumption due to the dynamic PVT collector 

field contribution and TES status. At 13h45 the 50 °C setpoint is reached and the HP operation is stopped. In the 

operation period, the TES mean temperature is reduced to 35.7 °C at 10h35 due to a medium DHW consumption, 

although the load temperature does not go below 47.4 °C. During the almost 5-h operation the HP works almost at 

its full regime with almost no regulation. The evening period seems not to be needed for high irradiation and warm 

days, as the system is capable to heat up the entire TES without impacting the grid consumption or affecting user 

comfort. 
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Fig. 4: Main system electric power and TES state of charge profiles for the 21 April. 

The system-level KPIs evidence great figures for RES (97.8%) and SSR (147.2%), mainly driven by good solar 

resources. The non-evening operation reduces the SCR to 52.6%, but still shows a high capability to self-consume 

almost all the energy of the operating. The non-HP operation period and the low regime during operation are 

responsible for not gathering higher SF (25.9%). A half of SF is scored by electricity production, which shows that 

for such a day there is still much more potential heat to be produced. 

4. Conclusions 

The current work is focused on the analysis of the performance of the dual use of the solar resource by means of 

hybrid PVT collectors and their smart combination with direct expansion HPs through predictive control strategies. 

For that purpose, a solution with several innovations in the collector and in the overall control strategy was developed. 

A couple of real-use single-family houses have been selected for hosting the tests, at the Mediterranean climate 

location of San Martino di Lupari (Italy) and the continental climate representative location of Jablonec nad Nisou 

(Check Republic), both for a DHW application over one-year of operation. The sizing of the system has been carried 

out. The system comprising several PVT collectors and one PV module (only for Czech prototype), dually connected 

to an inverter DX-saHP with an oversized TES and a predictive control has been properly installed, commissioned 

and fully accurately monitored. The recorded dataset has been postprocessed according to specific internationally 

recognized procedures for PVT plus HP systems. The presented study is based on the intraday analysis of one 

representative day of the tested period for both location. 

The experimental campaign feeds the calculation of the proposed system-level KPIs for two different days (one for 

each location). The presented figures show 91.4% for RES, 72.1% for SSR, 80.7% for SCR with an incoherent SF 

value for the Mediterranean prototype, while for continental climate the figures are 97.8% for RES, 147.2% for SSR, 

52.6% for SCR and 25.9% for SF. The high RES is essentially based on HP performance and enhanced by solar field 

contribution. The obtained SCR shows good underlying control performance, although there is still big potential to 

better predict the optimum operation period and avoid early morning grid energy consumption (for booster or low 

regime HP operation) and the undesired unused evening solar resource. The obtained SSR and SF results are huge, 

but somehow artificially boosted due to the high solar resource and DX-saHP ambient heat collection. The short 

operation days caused by common high energy resource and limited TES buffering are an additional features to look 

at during system sizing. Further simulation and sensitivity analysis might be helpful in order to determine the required 

trade-off between objectives to achieve. 
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Abstract 

This work focuses on the energy evaluation of different liquid-based PVT collectors, with the view to obtain a 
PVT collector able to operate at high temperatures (above 50ºC) with acceptable thermal efficiency. To that end, 
the use of semi-transparent PV laminates is explored. Four prototypes were developed, tested and evaluated in 
controlled environment: two models with conventional silicon photovoltaic laminate and two models using a 
semitransparent photovoltaic laminate. Results show that the glazed PVT with frontal cover models offer better 
overall energy performance for STC conditions and maintain acceptable thermal efficiencies (30% and 45% 
depending on the PV laminate) when working at temperatures above 50ºC. Prototypes without frontal cover show 
good thermal efficiency at STC but present a strong dependency with the operational temperature and wind 
velocity. Semi-transparent PV laminate remains as an interesting possibility when the PVT collector must operate 
at high temperature but the electricity production is reduced, still needs to improve the ratio between electricity 
and thermal energy. 

Keywords: PVT; glazed, unglazed, transparent laminate, experimental performance. 

1. Introduction 
Photovoltaic-thermal (PVT) collectors combine in a single panel, electricity and thermal energy production. PVT 
collectors usually have a frontal photovoltaic laminate with a rear absorber or heat exchanger (HX), through which 
thermal energy is extracted at low temperatures. Main classifications are performed based on the heat transfer 
fluid used (mainly liquid-based, air-based and refrigerant-based); type of solar input (concentrated, flat plate, 
parabolic, etc.); type of PV technology (mono-Si, poly-Si, other PV tech) and thermal absorber designs (copper 
sheet and tube, aluminum roll bond, polymeric box) (Herez et al., 2020; Joshi and Dhoble, 2018; Sultan and Ervina 
Efzan, 2018; Wu et al., 2017). In general, compared to the PV technology, PVT collectors get better overall energy 
efficiency (electrical and thermal) by unit area, therefore this technology is gaining interest for the development 
and implementation of net zero and positive energy buildings. 

The most extended PVT type used is the liquid-based PVT collector, which represents 59% of the total area 
installed in the existing PVT system (Baggenstos et al., 2020). Solar technologies, PVT included, have grown in 
the global market significantly during the past 5 years, as shown in recent reports by the International Energy 
Agency (IEA). Specifically, PVT technology is growing in the European and Asian markets, dedicated mostly to 
domestic hot water production (IEA-SHC, 2022). Their potential was also highlighted by the IEA through the 
Task 60 (IEA-SHC, 2018), dedicated exclusively to the PVT systems and applications. 

This technology may be used for diverse applications, such as pool heating, domestic hot water production, heating 
space, solar drying, and heat production for processes at low temperatures. However, the temperature requirements 
of the final application also determine the most suitable PVT collector type for each case. The higher temperature 
production, the lower thermal efficiency is finally obtained from the PVT collectors. Also, depending on climatic 
conditions the production temperature is limited according to the thermal behavior. 

Thermal insulation level is a key factor that directly affects the energy performance of the PVT collector in both 
the thermal and electrical contribution. Depending on the insulation level there are two main types of liquid-based 
PVT collectors: Unglazed PVTs, with rear insulation layer but the PV module directly in contact to the 
environment; and Glazed PVTs, with an additional glass cover on the frontal face to limit thermal losses and to 
improve the thermal production of the PVT collector. 

The purpose of this work is to study the performance of different PVT prototypes capable of working with good 
thermal efficiency even at high temperatures. The objective is to obtain a PVT collector suitable for applications 
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where electricity and hot water above 50-55ºC are required. To that end, we explored the possibility of increasing 
the incident solar radiation on the thermal absorber by using a semi-transparent PV laminate. Thus, four different 
prototypes were defined, developed, and tested in the frame of the European H2020 MiniStor project. The testing 
procedure was performed under steady state conditions, following the requirements of the UNE-EN-ISO 9806 
(ISO 9806, 2017). Thermal and electrical performance were compared between prototypes at different operating 
temperatures. 

2. PVT Prototypes Description and 
Methodology 

2.1 MiniStor Project background  
The research presented in this paper was developed in the context of H2020 European Project, MiniStor (Minimal 
Size Thermal and Electrical Energy Storage System for In-Situ Residential Installation), which focuses on the 
design of a novel compact integrated thermal storage system for achieving sustainable heating, cooling and 
electricity storage that can be adapted to existing systems in residential buildings. This system is based on a 
Thermochemical (TCM) reactor combined with hot and cold phase-change materials (PCM), and in parallel with 
an electrical storage system based on Li-ion batteries. The MiniStor system can be activated by different 
Renewable Energy Sources (RES), such as hybrid Photovoltaic-Thermal (PVT) collectors, Flat-Plate solar thermal 
Collectors (FPC), biomass and other local RES. 

The TCM storage system requires temperatures above 50°C to start the corresponding reactions and storage of 
the heat produced by the RES. One of the goals of MiniStor project was the design a solar system using PVT 
subsystem to produce heat for the activation of the TCM with suitable overall energy efficiency (electrical and 
thermal); in this line, several PVT prototypes were developed, tested and included in several simulations of the 
overall system. This paper presents the main results obtained for four PVT prototypes developed and tested during 
the MiniStor project. Most promising prototypes were considered for its integration with the TCM storage system. 
More information about this integration (between solar subsystem and general system) and the whole storage 
system under development in MiniStor project can be found in Zisopoulos et al., 2021. 

2.2 PVT prototypes description 
 
Four PVT models were designed, developed and tested in a controlled environment. Prototypes 1 and 2 are based 
on conventional silicon PV laminates, while prototypes 3 and 4 use a semi-transparent PV laminate, so the incident 
solar radiation can pass directly onto the thermal absorber. At the same time, thanks to the PV laminate cells, it is 
also possible the simultaneous production of electricity. Figure 1 shows the corresponding layer configuration 
used in each one, while Tab. 1 gathers the main technical characteristics. 

 
 

  
(a) Prototype 1 (b) Prototype 2 

 
 

(c) Prototype 3 (d) Prototype 4 

Figure 1: Sectional view of the different PVT tested prototypes. 
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Tab. 1:Technical characteristics of PVT prototypes. 

 Prot. 1 Prot. 2 Prot. 3 Prot. 4 

External configuration Unglazed Glazed Unglazed  Glazed 

Gross area [m2] 1.7 1.63 1.62 1.62 

Aperture area [m2] 1.64 1.58 0.89 0.89 

Absorber area [m2] 1.31 1.53 1.53 1.53 

PV technology Mono - Si Poly - Si Semitransparent 
Poly - Si 

Semitransparent 
Poly - Si 

Peak power [W] 320 270 160 160 

Nominal efficiency [%] 18.8 16.6 9.91 9.91 

𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚 [V] - 𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚 [A]* 33.4 / 9.58 31.19 / 8.67 19.05 / 8.43 19.05 / 8.43 

Temperature coefficient 
of voltage / current [%/K] - 0.29 / 0.05  -0.30 / 0.038 -0.345 / 0.046 -0.345 / 0.046 

Absorber material Copper + 
aluminium Copper Copper Copper 

Absorber geometry Sheet & tubes 
(meander) 

Sheet & tube 
(harp) Sheet & tube (harp) Sheet & tube (harp) 

Tested flow [l/h] 85 125 125 125 
* Measured at Standard Testing Conditions (STC): 1000W/m2; cell temperature at 25ºC; AM1.5. 

Prototype 1 is an unglazed PVT collector. It has a PV laminate with a gross area of 1.7 m2, made of 
monocrystalline silicon cells (peak power of 320 W). The thermal absorber design is Sheet & Tube type absorber 
made of an aluminum sheet with copper tubes in a meander arrangement (Figure 1.a). The integration between 
the PV layer and the thermal absorber was performed by using mechanical methods and an adhesive acrylic type. 
Finally, the rear enclosure was added with a 30 mm thick rock-wool insulation layer. 

Prototype 2 is a glazed PVT collector, with a PV laminate with a gross area of 1.63 m2 made of polycrystalline 
silicon cells (peak power of 270 Wp). The thermal absorber design is Sheet & Tube made with a copper sheet and 
copper tubes arranged in harp (Figure 1.b). The integration between the PV layer and the thermal absorber was 
performed also using mechanical methods combined with an adhesive acrylic type. This prototype has a frontal 
transparent insulation cover, composed of a 3.2mm glass and a gas chamber, as well as a rock wool rear insulation 
layer. 

Prototype 3 is an unglazed PVT collector that uses a semi-transparent PV laminate with a gross area of 1.62 m2. 
The silicon cells cover only 54% of their gross surface transparent, so the nominal electrical power is lower, with 
a value of 160 Wp. This prototype uses the same type of thermal absorber as prototype 2, but the PV laminate is 
not in direct contact with the copper sheet since there is an internal air camera between both components. As a 
result, the solar incident radiation arrives at the thermal absorber (Figure 1.c).  

Prototype 4 is a glazed PVT collector that has the same components of Prototype 3 (semi-transparent PV laminate 
and copper absorber) but the air camera is located on the frontal face of the collector. Thus, the frontal cover 
implies frontal insulation as introduced in Prototype 2, as well as a rock wool rear insulation layer (Figure 1.d). 

In all cases, PV layer includes also several sub-layers in all prototypes: the first is a protective photovoltaic glass, 
followed by the silicon cells, encapsulated in EVA, and finally a back sheet. 
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2.3 Testing methodology 
The testing procedure were carried out according to EN-ISO 9806 standard (ISO 9806, 2017), following the static 
testing methodology. For each prototype, the tests were carried out for several days, to ensure different levels of 
wind severity. Experimental tests were performed under natural irradiance in Zaragoza (Spain). PVT prototypes 
were placed in an in-house testing rig with an inclination of 45º and were manually oriented to the sun to guarantee 
a constant solar irradiation during several hours each day (between 900-1000W/m2). During the testing period, 
panels were forced to operate in a close hydraulic loop at different inlet temperatures with the PV laminate 
performing at MPPT (maximum production point). 

Thermal performance was obtained by using temperature sensors (PT-100), flow meter (Pulse Teko TC1) and 
pressure gauge (Unik 5000), while the electrical performance was evaluated by measuring the current and voltage 
generated in CC in the panel. Environmental data (global irradiance, ambient temperature and wind speed) were 
measured through a weather station composed of a pyranometer (LP Pyra 03) and a wind gauge (Thies 4.3303.22). 
All sensors reported data with a frequency of 1 min, which was registered in a PLC Modicon 241 for the 
subsequent analysis. A scheme of the testing rig and main components is shown in Figure 2, with the hydraulic 
(in blue), electrical (in red, CC in continuous and CA in dash line) and monitoring (in purple dash line) 
connections.  

Figure 2: Flow diagram of the PVT testing rig. 

 

2.4 Mathematical considerations 
The instantaneous thermal effective power generated by each prototype is calculated after the testing procedure 
through the equation (eq. 1). This equation is based on the thermal gap of the fluid measured between the outlet 
and the inlet of the panel (∆𝑇𝑇), the flow rate inside the circuit (�̇�𝑚) and the specific heat of the water (𝑐𝑐𝑓𝑓). Then, 
the instantaneous thermal efficiency was calculated through (eq. 2, considering the solar irradiance (G) and the 
gross area of the PVT panel (𝐴𝐴𝐺𝐺). 

�̇�𝑄 =  �̇�𝑚 ∙ 𝑐𝑐𝑓𝑓 ∙ ∆𝑇𝑇 (eq. 1) 

𝜂𝜂𝑡𝑡ℎ =  �̇�𝑄 (𝐴𝐴𝐺𝐺 ∙ 𝐺𝐺) �  (eq. 2) 

The electrical power of each prototype was also registered during the testing, measuring the electrical current 
circulating through the panel (𝐼𝐼𝑚𝑚) and calculated through the (eq. 3) . The voltage was estimated from the 𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚𝑡𝑡 
value of the PV panel, considering the penalization of temperature, following the relation: 
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𝑊𝑊𝑚𝑚 =  𝐼𝐼𝑚𝑚 ·  𝑉𝑉𝑚𝑚 (eq. 3) 

𝑉𝑉𝑚𝑚 = 𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚𝑡𝑡 (1 − 𝛼𝛼𝑃𝑃𝑃𝑃 (𝑇𝑇𝑐𝑐 − 𝑇𝑇𝑆𝑆𝑆𝑆𝑆𝑆)) (eq. 4) 

Where 𝛼𝛼𝑃𝑃𝑃𝑃 is the voltage temperature coefficient of each PV laminate (indicated in Tab. 1), 𝑇𝑇𝑐𝑐 the cell temperature 
and 𝑇𝑇𝑆𝑆𝑆𝑆𝑆𝑆 the cell temperature at standard test conditions (𝑇𝑇𝑆𝑆𝑆𝑆𝑆𝑆=25°C). The cell temperature has been estimated 
based on the environmental conditions (solar radiation and temperature) and the nominal operating temperature 
of the cell, 𝑇𝑇𝑁𝑁𝑁𝑁𝑆𝑆, set by the manufacture as 45ºC. 

Then, the instantaneous electrical efficiency was calculated by means of (eq. 5). 

𝜂𝜂𝑃𝑃𝑃𝑃 =   𝑊𝑊𝑚𝑚
(𝐴𝐴𝑃𝑃𝑃𝑃 ∙ 𝐺𝐺)� =  (𝐼𝐼𝑚𝑚 · 𝑉𝑉𝑚𝑚)

(𝐴𝐴𝑃𝑃𝑃𝑃 ∙ 𝐺𝐺)�  (eq. 5) 

 

2.4.1 Thermal characterization 
The parameter identification of the PVT panels has been performed according to the international standard ISO 
9806, corresponding to each type of collector here tested. The most updated standard, ISO 9806, 2017, indicates 
the obtaining of eight parameters to define the thermal performance of a collector, as well as the considerations 
of reduced wind speed (𝑢𝑢′ = 𝑢𝑢 − 3 𝑚𝑚/𝑠𝑠) instead of direct wind measurement and net irradiance on the collector 
plane. In this article, the procedure indicated in the ISO 9806, 2013 is preferred through, as has been used by other 
authors (Bianchini et al., 2017; Brötje et al., 2018; Jonas et al., 2019; Simón-Allué et al., 2022), since it is 
considered that favors the comparison between different collectors. 

For steady-state collector efficiency tests, the ISO 9806, 2013 differentiates the thermal model characterization as 
a function of the collector type, discretizing the performance of uncovered or WISC collectors (wind and/or 
infrared sensitive) with a linear mathematical model and the glazed collectors with a quadratic model.  

According to this standard, the thermal performance of a covered collector is characterized through the quadratic 
relation depicted in (eq. 6, where 𝜂𝜂0, 𝑎𝑎1,𝑎𝑎2 are the thermal performance coefficients of the collector. 𝜂𝜂0 is the 
optical efficiency and represents the collector efficiency at 𝑇𝑇𝑚𝑚 = 𝑇𝑇𝑎𝑎, while 𝑎𝑎1and 𝑎𝑎2 are the linear and quadratic 
heat loss coefficient respectively. 𝑇𝑇𝑚𝑚 is calculated as the average between the inlet and outlet collector 
temperature, calculated as stated in the standard. This formula is function of the collector operating parameter 
(𝑇𝑇𝑚𝑚 − 𝑇𝑇𝑎𝑎), mean fluid temperature and ambient temperature and G, solar irradiance.  

𝜂𝜂𝑡𝑡ℎ = 𝜂𝜂0 − 𝑎𝑎1 �
𝑇𝑇𝑚𝑚 − 𝑇𝑇𝑎𝑎

𝐺𝐺
� − 𝑎𝑎2𝐺𝐺 �

𝑇𝑇𝑚𝑚 − 𝑇𝑇𝑎𝑎
𝐺𝐺

�
2

  (eq. 6) 

The thermal performance of the uncovered or WISC model is characterized through the linear relation of (eq. 7, 
where 𝜂𝜂0, 𝑏𝑏𝑢𝑢, 𝑏𝑏1, 𝑏𝑏2 are the thermal performance coefficients of the collector. In this case, 𝜂𝜂0 is the optical 
efficiency, 𝑏𝑏𝑢𝑢 is the wind dependence of collector efficiency coefficient, 𝑏𝑏1the linear heat loss coefficient and 𝑏𝑏2 
the wind dependence of the heat loss. The WISC model includes the dependency with u, wind speed, and 𝐺𝐺′′, the 
net irradiance. This magnitude can be calculated following the (eq. 8, according to the ISO 9806, 2013, where 𝛼𝛼 
is the solar absorptance, 𝜀𝜀 is the hemispheric emittance and 𝐸𝐸𝐿𝐿 the longwave irradiance. 

𝜂𝜂𝑡𝑡ℎ = 𝜂𝜂0 (1 − 𝑏𝑏𝑢𝑢𝑢𝑢) − (𝑏𝑏1 + 𝑏𝑏2𝑢𝑢)
𝑇𝑇𝑚𝑚 − 𝑇𝑇𝑎𝑎
𝐺𝐺′′

  (eq. 7) 

𝐺𝐺′′ = 𝐺𝐺 +
𝜀𝜀
𝛼𝛼

 (𝐸𝐸𝐿𝐿 − 𝑇𝑇𝑎𝑎4) (eq. 8) 

 

Operational parameters 𝑇𝑇𝑚𝑚, 𝑇𝑇𝑎𝑎,𝐺𝐺 and 𝑢𝑢 are directly measured during the testing procedure. Thermal performance 
coefficients are calculated by least-squares approximation, through curve fitting of the experimental data. 
Quadratic model was used for the characterization of Prot. 2, 3 and 4 and linear model was used for the 
characterization of Prot. 1, based on the experimental measurements.   
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2.4.2 Statistical analysis 
An additional statistical analysis has been applied to the parameter characterization in order to assess the suitability 
of the model assumptions presented here and the goodness of the final fit. The strength of the relationship between 
thermal performance and the abscissa operational parameter �𝑆𝑆𝑚𝑚−𝑆𝑆𝑎𝑎

𝐺𝐺
� has been evaluated through the calculus of 

the Pearson’s correlation (𝑟𝑟𝑥𝑥𝑥𝑥) coefficient for the Prot. 1 (expected linear relation). It indicates the level of linear 
dependency between both variables: perfect fitting (r=1), no relation (r=0), positive dependency (r>1) or inverted 
dependency (r<0).  

For Prots. 2 – 4, Spearman coefficient has been used instead, to determine if thermal efficiency and the abscissa 
operational parameter �𝑆𝑆𝑚𝑚−𝑆𝑆𝑎𝑎

𝐺𝐺
� are monotonically related, even if their relationship is not linear, as it expected. 

The analysis of this coefficients is the same of the Pearson’s one. 

Besides, the goodness of the regression is assessed through the coefficient of determination 𝑅𝑅2, calculated as 
indicated in (eq. 9) between the experimental measurement 𝑦𝑦𝑖𝑖 and the numerical approach 𝑦𝑦�. 

𝑅𝑅2 =  
∑(𝑦𝑦𝚤𝚤� − 𝑦𝑦�)2 
∑(𝑦𝑦𝑖𝑖 − 𝑦𝑦�)2 

  (eq. 9) 

 

3. Results & discussion 
3.1 Energy efficiency 
A summary of the electrical and thermal efficiencies obtained for the four different PVT collectors is provided in 

Figure 2, with energy efficiency values placed in the y-axis and the operating parameter �𝑆𝑆𝑚𝑚−𝑆𝑆𝑎𝑎
𝐺𝐺

� in the x-axis. 
Experimental data were obtained slightly displaced on the X-axis depending on the season where they were tested. 
Thermal efficiency is shown in blue and electrical value in red. An overall performance has been calculated 
considering electrical and thermal efficiency as the direct sum of both quantities, as performed in previous works 
(Fayaz et al., 2019; Ozgoren et al., 2013). Although the addition of two different types of energy should be taken 
with caution, having a single factor to compare the overall efficiency of collectors is useful. 

Efficiency results indicate that Prototypes 2 and 4 (both with frontal cover) exhibited the highest values for overall 
performance (63.4% and 64% respectively in STC) while maintaining an acceptable thermal performance for high 
operation temperature (thermal efficiency around 30% and 45% respectively when working 25ºC above 
environment). Prototypes 1 and 3, on the contrary, showed lower thermal and overall efficiency for the whole 
testing range (overall efficiency: 56.5% - 46.1% respectively under STC, and 26.2% - 20.1% when working 25ºC 
above environment).  

Regarding the electrical performance, better results were found for the unglazed model as expected, not only for 
the higher nominal efficiency of the PV laminate, but also for the lower operational temperature due to the absence 
of frontal cover.  

The incorporation of semi-transparent PV laminates severely decreases the electrical production of the panel, as 
the PV panel has half nominal power of the PV laminated used in Prot. 1. This should provoke direct benefits on 
the thermal performance since more amount of solar radiation is able to reach the thermal absorber. However, 
according to the experimental results, this benefit is obtained when the PV laminate is direct contact to the absorber 
(Prot. 4) and not when an air camera separates both components (Prot. 3). No significant improvement in electrical 
production is found in this case when the semi-transparent PV laminate is in direct contact to the surrounding 
ambient (Prot. 3) versus the same configuration with the frontal cover (Prot.4), probably because refrigeration 
effect of the thermal absorber contributes in this last case to decrease the operational cell temperature. 
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(a) Prototype 1 (b) Prototype 2 

  
(c) Prototype 3 (d)  Prototype 4 

Figure 3: PVT efficiencies. 

3.2 Thermal parameter characterization 
The values of the thermal performance coefficients, defined as stated in the ISO 9806, 2013, are calculated for all 
prototypes based on the eq. 6 and eq. 7. The values obtained for each case are gathered in Tab. 2, together with 
technical values to assess the goodness of the adjustment. 

Prototypes with frontal glazing present higher values of optical efficiency (𝜂𝜂0) followed by the uncovered panel 
(Prot. 1) and the one with rear camera (Prot. 3). For the Prot. 1, higher values of 𝜂𝜂0 were expected due to the 
absence of frontal cover at low operational temperatures. An optical efficiency value below the other prototypes 
can be explained due to the material composition of the thermal absorber (sheet of aluminum instead of copper), 
the geometry (meander instead of harp configuration), lower operational flow rate or an enhanced electrical 
generation. 

Prot. 1 also presents the higher linear heat loss coefficient (𝑏𝑏1) which implies that the thermal efficiency is strongly 
decrease when the operational temperature is increased, as it is the main purpose in this project. Glazed prototypes, 
on the contrary, show the lower values of heat loss coefficients, indicating that they are able to maintain acceptable 
efficiency levels even when the collector increases temperature. Between these two cases, it is highlighted the 
Prot. 4, which also presents a lower value of 𝒂𝒂𝟐𝟐(quadratic term). This implies a better efficiency than Prot. 2 when 
the PVT panels performs at high temperature.  

Tab. 2:Thermal performance coefficients and main adjustment characteristics. *Electrical efficiency value is given for Tm = Ta. 

 𝜼𝜼𝟎𝟎 𝒃𝒃𝒖𝒖 𝒃𝒃𝟏𝟏 
/ 𝒂𝒂𝟏𝟏 𝒃𝒃𝟐𝟐 / 𝒂𝒂𝟐𝟐 𝜼𝜼𝑬𝑬𝑬𝑬* N SE r  

(Pearson) 
ρ 

(Spearman) 𝑹𝑹𝟐𝟐 

Prot. 1 0.380 0.0312 9.77 -0.122 0.20 911 0.0258 -0.9228 -0.9199 0.8717 

Prot. 2 0.457 - 2 0.148 0.163 427 0.0160 -0.9057 -0.8803 0.8363 

Prot. 3 0.358 - 5.49 0.0712 0.102 537 0.0466 -0.5989 -0.6044 0.3597 

Prot. 4 0.544 - 2.25 0.00576 0.093 247 0.0145 -0.9026 -0.8398 0.8268 
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Tab. 2 also includes some information about the quality of the numerical adjustment obtained with the thermal 
coefficients. Particularly, this table shows for each prototype case: N, as the number of individual measurements, 
SE as the Standard Error of the regression, r as the Pearson coefficient, ρ as the Spearman coefficient and R2 as 
the determinant coefficient, all of them defined in Section 2.4.2.  

The value of Pearson’s (r) and Spearman (ρ) coefficients reflects a negative relation, which means that the thermal 
efficiency decreases as the variable �𝑆𝑆𝑚𝑚−𝑆𝑆𝑎𝑎

𝐺𝐺
� increases. Pearson’s coefficient show a strong linear relation between 

variables (-0.9 > r > -1) for all prototypes except the Prot. 3, where a poor relation is found (r > -0.6). Spearman's 
coefficient supported this finding, demonstrating that the behaviour of Prot. 3 is not only not linear, but seems to 
depend on some additional variable besides the temperature gap and the solar irradiation. 

3.3 Uncertainty analysis 
All PVT prototypes exhibit some level of dispersion in the experimental data, as expected in measurements taken 
with real environmental data. However, both prototypes without frontal cover (Prot. 1 and 3) present much higher 
dispersion level than the prototypes with (Prot. 2 and 4), although the nature for this dispersion seems to come 
from different sources. To better evaluate this effect, we include in Figure 4 the histogram of errors, a graphical 
analysis of the error committed in the thermal efficiency when is calculated through the numerical characterization 
of Section 2.4.1 (ηcal) or experimental measurements (ηexp). For each case, determination coefficient 𝑅𝑅2 is included 
in each subfigure, also added in Tab. 2. 

For uncovered prototype case (Prot. 1, Figure 4 (a)), the range of error between theoretical and experimental 
thermal efficiency is wider than in other cases, however, the coefficient of determination R2 is closer to 1, which 
should indicate better adjustment. This can be explained because the number of measurements taken during the 
testing of Prot. 1 (N=911) is much greater than those used in Prot. 2 and 4 (N=427 and N=247 respectively). As 
the number of items are much higher, the possibility to obtain bigger errors increases, although the general 
adjustment considering the whole period testing is better.  

Moreover, it should be remarked that this model depends not only on the �𝑆𝑆𝑚𝑚−𝑆𝑆𝑎𝑎
𝐺𝐺

� parameter, but also on the wind 
speed (see (eq. 6)). The theoretical model incorporates this variable, but the graphical representation of Figure 3 
(a) is shown for the average wind speed measured during the testing. The dispersion found in this figure around 
the linear performance is then a consequence of the different wind levels registered during the testing, and not an 
inaccuracy of the thermal model.  

The prototype with the rear camera (Prot. 3) is different. In this case the graphical dispersion shown in Figure 3 
(c) is higher than any other case, as is the error range between theoretical and experimental results shown in Figure 
4 (c). Moreover, the gaussian curve generated in the histogram of Prot.3 has a much flatter profile than the other 
three cases, which presents a sharper profile with higher frequencies located close to zero. This poor adjustment 
is clearly represented by the R2 value of 0.3597 calculated for this case. This fact indicates that the thermal model 
considered for this prototype may not be suitable, since this theoretical model is not able to reproduce the 
experimental performance with enough accuracy. 

Two approaches are proposed to address the adjustment to this model. First one is to include some dependency of 
the wind speed, since it has been noticed during the testing that this variable has some influence on the final 
thermal performance. As the relation with the temperature parameter �𝑆𝑆𝑚𝑚−𝑆𝑆𝑎𝑎

𝐺𝐺
� has proved to be clearly quadratic, 

the question remains whether the relationship with wind is quadratic or linear. Second one exposes the possibility 
of developing a new theoretical model to characterize this particular solar panel, since none of the models 
presented in ISO 9806, 2013 seems to be able to predict the thermal performance due to the presence of air camera 
between the PV and absorber. 
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(a) Prototype 1 (b) Prototype 2 

  
(c) Prototype 3 (d)  Prototype 4 

Figure 4: Histogram of error committed between theorical data (ηcal, calculated from linear or quadratic models) and experimental 
data (ηexp), and coefficient of determination 𝑹𝑹𝟐𝟐 for each adjustment. 

 

3.4 Power production  
As explained in 2.1, the objective of the project was to find a PVT panel able to work at 50ºC with still useful 
thermal efficiency. In order to assess the appropriateness of prototypes at the operating conditions required in end 
use, we have calculated the power production (thermal and electrical) of each prototype when working at mean 
operational temperature of 50ºC. For this comparison, STC conditions (1000W/m2, Ta=25ºC, wind=1m/s) are 
considered. Graphical results are shown in Figure 5 while particular values for operational temperature of 𝑻𝑻𝐦𝐦= 
50ºC are gathered in Tab. 3. 

In these figures, the relation of each prototype with regard to the thermal losses is graphically shown. At STC 
conditions, Prot. 1 (Figure 5 (a)) presents full linear behavior with a strong negative slope, as stated by the linear 
coefficient (𝑏𝑏1=9.77). Lower thermal efficiencies are expected for higher values of wind speed. Thanks to the 
electrical potential of this PV laminate, the total power generated by this prototype at 50ºC is 286.5 W/m2, where 
only 104.7 W/m2 provided for thermal process.  

Prot. 3 (Figure 5 (c)) presents better thermal generation but lower electrical production than Prot. 1, in a slightly 
smaller gross area. As a consequence, the total power production is a bit lower (270.3 W/m2), but more thermal 
contribution can be provided to the end user. This estimation however should be analyzed with more detail since 
the evaluation of the adjustment and the thermal model used cannot be considered as satisfactory.  

Finally, both glazed models (Prot. 2 and 4, Figure 5 (b) and (d)) present reasonable total energy productions at 
50ºC, which reached to 473.9 W/m2 for the Prot. 2 and 571.5 W/m2 for Prot. 4. The main difference lay in the 
thermal-electrical ratio obtained in each model, which was 66-34% for Prot. 2 and 84-16% for Prot. 4. Based on 
this data, it is concluded that both collectors are recommended for their use in the final application. 
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(a) Prototype 1 (b) Prototype 2 

  
(c) Prototype 3 (d)  Prototype 4 

Figure 5: PVT power production at STC (1000W/m2, Ta=25ºC, wind=1m/s). 

Tab. 3: Estimated power production of PVT prototypes at 50ºC and STC. 

 Prot. 1 Prot. 2 Prot. 3 Prot. 4 

Thermal power [W] 178 512 285 784 

Thermal power [W/m2] 104.7 314.1 175.9 481 

Electrical power [W] 309 260.5 153.5 153.8 

Electrical power [W/m2] 181.8 159.8 94.4 90.5 

Total power [W/m2] 286.5 473.9 270.3 571.5 

 

This study is not exempt form limitations. Although the analysis fulfilled its objective of selecting suitable and 
most promising PVT prototypes for their ulterior integration with TES system, the characterization of Prot. 3 
should be improved. One possibility would be to develop a mathematical model for this particular PVT design. A 
second and more recommended way would be to obtain the thermal characterization through the 8-parameter 
equation indicated in the updated version of the standard, ISO 9806, 2017. The main future line of this study is to 
develop a procedure to be able to characterize the four prototypes here proposed under the last version of the 
standard, and compare numerical approaches.  

4. Conclusions 
This work presents the results of testing four liquid-based PVT prototypes considered for their future use as 
thermal and electricity collectors, in the frame of an electrical storage system developed under a H2020 European 
project. Prototypes were designed, manufactured and tested according to EN-ISO 9806 standard (CEN, 
CENELEC 2017).   

Experimental testing and subsequent numerical analysis allowed to characterize the thermal behavior of 
prototypes based on the models given in the ISO 9806, 2013. Statistical analysis indicated a good quality of the 
thermal adjustment, with the exception of Prot. 3 with rear air camera, which exhibited uncertain adequacy of the 

20 30 40 50 60 70 80

T
m  [ºC]

200

400

600

800

1000

1200

Po
w

er
 [W

]
Q

TH

W
p

P
TOT

20 30 40 50 60 70 80

T
m  [ºC]

200

400

600

800

1000

1200

Po
w

er
 [W

]

Q
TH

W
p

P
TOT

20 30 40 50 60 70 80

T
m  [ºC]

200

400

600

800

1000

1200

Po
w

er
 [W

]

Q
TH

W
p

P
TOT

20 30 40 50 60 70 80

T
m  [ºC]

200

400

600

800

1000

1200

Po
w

er
 [W

]

Q
TH

W
p

P
TOT

 
R. Simón-Allué et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

699



 
numerical model applied. Further study is recommended for this case. For the rest of cases, optical efficiency and 
heat loss coefficients were calculated with good statistical indicators, which enables the estimation of the thermal 
and electrical power productions at certain external conditions (solar irradiance, ambient temperature and wind 
speed). This approach has been then used to determine their potential at the required operational temperature 
(above 50ºC). 

From the prototypes proposed, two PVT models without frontal cover (unglazed collector with high performance 
PV laminate and collector with intermediate camera with semi-transparent PV laminate) showed low thermal 
efficiency for the required operational temperature. Particularly, unglazed case presented the highest electrical 
performance (around 19%) but really low thermal generation (105 W/m2) at high temperatures, which dismisses 
its use for this application but remain for others where lower temperatures or more electrical efficiency are sought. 
On the other hand, the other two prototypes exhibited acceptable thermal productions at 50ºC. Both prototypes 
include a frontal cover that minimizes the heat losses on the collector. As a consequence, they reach to produce 
up to 314 W/m2 (Prot. 2 with full PV laminate) and 481 W/m2 (Prot. 4 with semi-transparent PV laminate). The 
difference between them remains also in the electrical production, with greater values for the case of full laminate 
rather than semi-transparent PV laminate, up to 70% higher. 

Results indicate that the incorporation of semi-transparent PV laminate may help to improve the thermal 
performance of the glazed PVT collectors, especially when working at high temperatures (around 25ºC above 
environment, as required for this project). However, it reduces the electrical production, so their use should be 
reserved for applications where thermal contribution is crucial. 
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Abstract 

The integration of solar energy in prefabricated façade elements is a promising technology. The energy transition 

requires a large amount of space, and especially for high-rise buildings the roof area is not sufficient to comply 

with modern building codes regarding energy performance. Prefabricated or ‘industrial’ building is getting more 

popular, as it leads to lower costs for installation and allows for better quality control. Within this project, a 

consortium developed prefab façade elements with integrated photovoltaic (PV) modules. A demonstrator was 

designed and constructed, which includes PV modules with several innovative technologies with regards to size, 

form, colour and transparency. Different colour techniques were used. The performance of the demonstrator is 

extensively analysed based on measurements and detailed modelling.  

Keywords: BIPV, façade, industrial building, coloured PV, prefab 

1. Introduction 

The energy transition requires a lot of space for implementing renewable energy technologies. Solar energy 

systems are especially suited to be integrated in e.g. roofs, facades or infrastructure. Especially for high rise 

buildings, the roof surface alone is insufficient to meet the energy demand and therefore integration of 

photovoltaics in the façade offers an interesting opportunity. In the Netherlands, there is a potential of about 

660 km2 for solar energy integration in the façade (Van Hooff, et al., 2021). Solar façades could potentially 

produce 32 TWh per year which is nearly 30% of the electricity demand of the Netherlands (CBS, 2021).  

There are many examples of photovoltaics integrated or added to facades (Corti et al., 2020). Demonstration 

projects with different technologies, colours and ways of integration have been implemented since the 1990’s. 

There are several ways to integrate PV in the building skin that depend on the construction of the façade. 

Rainscreens, also known as cold or ventilated façades consist of a load-bearing substructure, an air gap and a 

cladding. Usually, PV modules are integrated in a similar way to non-PV claddings. Curtain wall façades are 

external and not ventilated, these can be totally or partially glazed and are supported by a substructure. It is 

designed to resist air and water infiltration. PV elements can replace the non-PV glass. A double skin façade 

consists of two glazed skins, photovoltaics is integrated in the outer skin that should be able to withstand wind 

loads. The cavity functions as insulation and can be actively ventilated. Accessory façade are for example 

balconies with bifacial PV. Lastly prefabricated or multifunctional facades are preassembled and have multiple 

functions like thermal and acoustic insulation, weather protection, energy production, etc. (ICARES, 2019). 

The aim of the PREFAB project is to develop integration of PV into prefabricated façade elements that are 

aesthetically pleasing and affordable. The potential advantage of integrating PV into prefabricated façade elements 

is an improved process efficiency, lower installation cost and avoided costs for cladding materials, improved 

quality and safety management. It can also result in a reduced installation time on often busy building locations 

and less transport movements and therefore lower CO2 emissions. Further advantages may include a better 

freedom of design. It is expected that integrating PV in facades of high-rise and low-rise office buildings or 

dwellings will become important in the next decade, especially in densely populated countries like the 

Netherlands.  

In the PREFAB project, we have been working on developing technologies that allow aesthetic solar panels to be 

integrated into prefabricated façades of buildings. Several innovative technologies with regards to the size, 3D 

shape, colour and transparency of the PV modules are researched and implemented in a demonstrator. The 
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demonstrator includes modules with several PV technologies, different PV colouring technologies, module 

packaging and mounting method. The PREFAB demonstrator was installed on an outdoor research location and 

extensively measured for a year. Furthermore, the PV performance model BIGEYE (Janssen, 2018; Burgers, 

2018) is validated for PV panels in the façade by using measured data from the PREFAB demonstrator.  

The PREFAB project has been running from 2019 to 2022 and was carried out by a broad consortium that includes 

prefab building companies (TGM, Emergo), a BIPV façade supplier (Studio Solarix), engineering and installing 

companies (Sanko Solar, SCX Solar), a company on composites who integrate PV (Flexipol), software developers 

(Novasole) and a research institute (TNO). The ambition of the commercial project partners is to develop products 

that can be introduced to the market after the end of the project. 

In this paper, we will focus on the design and different technologies of the demonstrator and installed measurement 

equipment (Chapter 2). The field test (chapter 3) is described with a focus on the analysis of weather and 

performance of the individual modules. Furthermore, electrical PV simulations on the PREFAB system are 

performed in order to investigate further the electricity generation potential of such a BIPV system, as well as to 

improve the understanding on specific aspects, such as shading and albedo effect (Chapter 4). 

2. PREFAB demonstrator 

2.1 The PREFAB demonstrator 

The demonstrator is shown in Figure 1, while the installation of a prefab element is shown in Figure 2. The 

demonstrator consists of two prototypes. The left prototype (1.80 m wide, approx. 4 m high) has an aluminium 

frame as is typically used for high-rise office or residential buildings. This façade element was assembled in the 

factory and mounted directly from a crane. The right side prototype has a wooden frame typically used in low-

rise dwellings. The PV modules are mounted on site.  

Several different (PV) technologies are implemented in the demonstrator: 

• PV cell types: Crystalline silicon and CIGS  

• Colouring technology: coloured foil and ceramic printed ink on glass 

• Module packaging: frontsheet – backsheet (solar foil), glass-backsheet and glass-glass modules 

• Form and size: CIGS PV foil is integrated in a 3D composite module, the cells are in two surfaces facing 

different directions.  

• Prefabrication and mounting: one façade element is fully assembled in the factory and mounted from a 

crane, the other one is partially prefabricated (including window) and PV modules are mounted on site.  
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Fig. 1: PREFAB demonstrator, consisting of two façade elements, on the outdoor research facility  

 

Fig. 2: Installation of a PREFAB element  
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The specifications of the installed modules and the colouring technology are described in Table 1. Solarix supplied 

the coloured foils for the different modules and the coloured etched glass of module J1. They supplied modules 

A, C2, E and D. Module J1 was produced by TNO. The CIGS module (foil) for panels G, H and I were produced 

by TNO part of Solliance. The CIGS foil was laminated within a composite 3D shaped module by Flexipol. A 

printed foil is used to colour the modules. The STC rated power was measured by TNO and is shown in the last 

column per m2 cell area. This column shows quite some differences due to the reference technologies and the 

method for the colour technology. A print with ceramic ink results in lower losses due to colour. The printed foil 

was a first innovative solution and will be further improved with regards to losses due to colour. Due to the 

different dimensions, all modules have a different part of the area of the module that is filled with cells,.  

The demonstrator is installed on SolarBEAT, the outdoor research location of TNO on the TU Eindhoven campus. 

The façade of the demonstrator is oriented towards the south. A full year performance was measured from August 

2021 to July 2022.  

 

Tab 1: Specification of the modules in the demonstrator 

 
 

 

 

 

 

 

 

 

 

 

 

2.2 Installation and measurement equipment 

The PV modules are kept in maximum power point and are connected to the grid by making use of DC-DC power 

optimizers and a inverter (SolarEdge). For every module (except module E), the DC current, voltage and power 

are measured with a AcuDC 243 power analyser that is installed between the power optimizer and the PV module. 

Since module E had a too low VOC for the power optimizer, this module is measured using an IV tracer.  T-type 

thermocouples are mounted on the rear side of the PV panels. In the case of the composite panels (G, H, I), the 

thermocouples are laminated within the composite structure. Irradiance in the plane of the façade is measured 

using two EKO MS80 pyranometers, which are mounted at two different heights on the west-side of the 

demonstrator (see Figure 1). The different irradiance levels at different heights are further measured by 8 different 

photodiodes (EKO ML-01) installed on a so-called irradiance beam located in the middle of the setup.   

On SolarBEAT a solar measurement station is installed that measures Global Horizontal Irradiance (GHI) using 

an EKO MS-802 pyranometer. Diffuse Horizontal Irradiance (DHI) is measured with a similar pyranometer 

combined with a EKO MB-12 shading ball, which is mounted on a EKO Str-22G sun-tracker. On the same sun-

tracker, Direct Normal Irradiance (DNI) is measured with a pyrheliometer of the type EKO MS-86. Furthermore, 

several meteorological parameters (ambient temperature, wind speed, wind direction, air pressure, precipitation) 

are measured using a Lufft WS 600 weather-station. 

Every day all measured data with a time resolution of 1 minute is uploaded to an SQL-database.  

 

Panel Cell-

type 

Colour 

technology 

Pmpp 

(W) 

Module 

area (m2) 

Cell area 

(m2) 

Area 

Fill (%) 

Rated 

W/m2
cell 

J1 c-Si 

(MWT*) 

Ceramic ink 

on glass 

165.0 1.55 1.22 79 135 

E c-Si Printed foil 48.5 0.85 0.54 63 90 

D c-Si Printed foil 107.9 1.47 1.17 80 92 

A c-Si  Ceramic ink 

on glass 

143.5 1.41 1.10 78 130 

C2 c-Si Ceramic ink 

on glass 

114.4 1.11 0.81 73 141 

G CIGS Printed foil 27.3 0.48 0.29 61 93 

H CIGS Printed foil 33.7 0.53 0.33 63 101 

I CIGS Printed foil 21.7 0.48 0.29 61 74 

* Metal Wrap Through (MWT) back contact technology 

 
C. de Keizer et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

705



 

 

3. Performance analysis  

3.1 Irradiation and wind speed 

The irradiation profile over a year is very different for a façade in comparison to the irradiation for a horizontal 

or optimally inclined plane. Figure 3 shows the monthly measured in-plane or plane of array irradiation (POA) in 

the façade and the monthly measured global horizontal irradiation (GHI). The highest monthly irradiation for the 

façade is not found in the summer months, but during spring and autumn as the elevation angle of the sun is more 

advantageous for planes with a tilt angle of 90°. During summer, the sun is high in the sky and often beyond the 

vertical façade, which sees a smaller sky portion than, for instance, an horizontal or slightly tilted PV module. 

Also direct irradiation from northeast or northwest is not received by a south facing façade. The annual irradiation 

on the south façade from August 2021 to July 2022 was 917 kWh/m2, this is approximately 18% lower than the 

global horizontal irradiation and 27% lower than irradiance on a 35° tilted roof. It was a very sunny year.  

The wind compass in Figure 4 shows the frequency of wind speed and direction. The building on the north 

influences the wind profile.  

 

Fig. 3: Measured monthly in-plane irradiation (POA) in the south façade and the monthly global horizontal irradiation (GHI)  

 

 Fig. 4: Wind compass   

 

3.2 Energy performance of the coloured modules 

In this section, we evaluate the DC performance of the different PV modules. The PREFAB elements and the 

individual PV panels were affected by external factors, like shade (see Figure 5), and factors that are system 

specific. To allow for a fair comparison between the different PV modules, data during times when at least one of 

the PV panels is affected has been filtered out. The following filters have been applied to the data set: 
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• Shading: The azimuth angle should be between 130° and 242° (with 180° as south) and an elevation 

angle higher than 14° 

• Voltage blocking effect due to the many different module sizing and specifications in combination with 

the DC-bus of the Solar Edge system: the output voltage of the power optimizer should be lower than 78V. 

• All modules should be functioning, times when some power optimizers start up late, due to the rated 

power of the modules, are excluded 

This results in a smaller dataset, where about one-third of the annual irradiance is still included. The effect of 

shading (see also Figure 5) will be evaluated by simulations in Chapter 4.  

   
Figure 5: Left: Shade patterns in the morning of the 17th of April of 2022 caused by the neighbouring PV setup (ZigZag)  

Right: Shade on panel D, caused by the protruding part of panel C2 in the afternoon of the 17th of April 2022.  

 

Figure 6 shows the monthly DC performance ratio (PRDC) for three of the modules.  

𝑃𝑅𝐷𝐶 =
𝐸𝐷𝐶  ∙ 𝐺𝑆𝑇𝐶

𝑃𝑆𝑇𝐶  ∙  𝐼𝑃𝑂𝐴

 

Where EDC is the DC energy yield, GSTC  the irradiance at standard test conditions (1000 W/m2, 25°C), PSTC is the 

installed DC power and IPOA is the solar irradiation. 

The trend throughout the year shows slightly higher performance ratios in winter and slightly lower performance 

ratios in summer, probably due to temperature effects. The slightly lower PR of the foil coloured modules could 

be due to inaccuracies in STC power ratings. The lower PR of the CIGS modules is possible caused by a mismatch 

due to irradiance on two planes. Figure 7 shows the 30-minute instantaneous PRDC  of module G. It clearly shows 

a dependence on the azimuth of the direct sunlight that is caused by the cells in two different planes. Figure 8 

shows the DC performance ratio and the annual expected DC yield for an unshaded situation in kWh/m2 cell area. 

The modules with a ceramic ink colouring show a higher calculated annual yield due to a higher peak power, as 

well as a higher performance ratio. The expected DC yield for the unshaded situation is calculated by multiplying 

the module specific rated peak power (W/m2) with the performance ratio and the annual irradiation. 
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Figure 6: Monthly DC performance ratio for selected modules  

 
Figure 7 Temperature corrected instantaneous PRDC of panel G as a function of the GPOA irradiance. The colour code represents 

the azimuthal position of the sun. One datapoint represents 30minutes. 

 

Figure 8 Annual DC performance ratio for unshaded situation as measured (on the right axis) and expected DC annual yield (on 

the left axis) for an unshaded situation. The DC annual yield is calculated by multiplying PRDC with irradiation and rated specific 

module power. 
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4. Simulation of annual energy yield 

4.1. BIGEYE Model  

The energy yield is modelled with BIGEYE, an in-house developed software for PV system modelling (Janssen 

et. al., 2018, Burgers et.al.,2018). The effect of self-shading (from the construction itself) will be evaluated. At 

first, we model the PREFAB modules as closely as possible to the real demonstrator built at SolarBEAT, 

considering the real geometry of the system with all its sources of shade. In such a way, we can validate the model 

using the real outdoor measured data. Then, typical meteorological year data are used to estimate the annual 

generation potential of the PREFAB façade mockup in its current configuration.  

With BIGEYE, PV systems at any location and of any configuration (e.g. bifacial) can be modelled. Using weather 

and environmental data, the electricity produced can be calculated on a minutely, hourly, daily, monthly or yearly 

basis. With the software it is possible to accurately reproduce the geometry of the studied system, and account for 

external shading objects, which will act in the model as dummy elements. BIGEYE user interface requires two 

input files: a geometry file and a meteorological file.  

In the PREFAB modelling work, the most challenging part resulted to be the realization of the geometry file, due 

to the high customization of the façade and variety of modules’ shapes, dimensions and orientations. In order to 

take into account the mutual shading, it was crucial to accurately reproduce not only the PV modules, but also all 

the dummy non-PV active panels which are part of the facade, with their exact dimension and relative spacing. In 

fact, most of the modules within the PREFAB system are subjected to multiple sources of shading, such as 

construction-shading from their own support or shading from external objects (e.g. the other cabins at 

SolarBEAT). Figure 9 shows the schematic of the modelled geometry of the system in BIGEYE, including both 

the PV-active elements (A, C2, D, E and J1) and the dummy elements responsible for casting shades. Modules G, 

H and I are not modelled.  

 

Figure 9. BIGEYE modelled geometry of the PREFAB system, including both PV active elements (A, C2, J1, D, E) and dummies.  

The losses due to the colour coatings (ink printed dots on glass or coloured foil) on the actual PREFAB modules 

are almost purely optical, meaning that they mainly translate in a current decrease.  

4.2. Validation of the model  

The module was validated by comparing measured and simulated power for several sunny and cloudy days in 

different seasons. An example for module J1 on the April 17, 2022 is shown in Figure 10. From the results of the 

validation we can state that BIGEYE is successful in accurately modelling the current, voltage and power output 

of the different modules. With a good degree of accuracy (typically R2 > 0,996), we could validate the model with 

the measured data.  

The simulations also helped in understanding specific issues that were encountered in the real life demonstrator, 

such as specific shading patterns and power electronics issue. For example, on the selected sunny day, we can see 
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the effect of the power optimizer issue (i.e. voltage blocking) on module J1 (Figure 10). It can be observed that, 

before 9:30 am and after 17:30 the measured Impp slightly decreases (limited by the reached max PO voltage) 

while the Vmpp slightly increases, when compared to the simulated curves which present instead smooth profiles. 

 
Figure 10. Model validation module J1 (sunny day 17/04/2022): comparison measured data vs simulation. 

4.3. Shading losses 

For each simulation, BIGEYE also allows to compare the electrical power output both including and excluding 

the presence of shading elements. In such a way it is immediately possible to see to what extent shading affected 

and limited the power production. For the same reference sunny day as before, this is shown in Figure 11. For 

each module we compare the simulated power generation including all sources of shade (as in real life – red 

curves) versus the hypothetical power production if no shading sources would be present (blue curves). It can be 

seen that for this sunny day, modules D and E are the most affected by the shade, reporting a loss of more than 

9%. In that case the shade is coming mainly from the zigzag structure next to the PREFAB one, as visible from 

the webcam photo in Figure 5. Module A shows a 7% loss (over this day) which is attributed to its own support 

structure and the titled dummy panel above it. On the other hand, modules C2 and J1, which are not vertical but 

slightly tilted towards the sky (3° and 5° respectively), are not affected by any shade, thus reporting no loss. 
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Figure 11. Simulations showing power loss due to shading for each module during sunny day 17/04/2022. The power production 

including all sources of shade (in red) is compared to the hypothetical power production in case of no shading elements (in blue). 

The percentage indicates the total daily power loss. 

 

4.3. Simulation for a typical meteorological year 

A full year simulation was performed for one representative module of the PREFAB system, i.e. module D. The 

simulation is run using weather data for a typical meteorological year (TMY) from Meteonorm software, with a 

1-h timestamp. Please note that the irradiation of the TMY is significantly lower than the measured weather data 

during the PREFAB field test. Figure 12 shows the results of the simulation as a monthly energy yield bar plot, 

where we also compare the energy generation in case of presence and absence of shading. The presence of shading 

elements as we have them at SolarBEAT is actually representative of a real case scenario, where such a module 

would be installed in the façade (south-facing, in this case) of a building in a city environment, which is plenty of 

possible sources of shade (other buildings, trees, etc.). In the simulated case, we found that most shading losses 

are in spring/autumn and summer, and for the full year they account for around 4 to 5%. The simulation also 

shows that the energy yield is the highest in the spring and autumn season, and slightly decreased in summer. All 

in all, the energy production of a vertical façade system is more evenly distributed over the year than a standard 

tiled-roof top installation. This aspect, in particular, is relevant now that we are facing problems like energy grid 

congestion issues and grid overload. Avoiding excess energy production when there is less demand (i.e. sunny 

summer day) while producing more when there is more need (e.g. winter) is a beneficial aspect of vertical PV 

façade installations. 
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Figure 12. Modelled monthly energy production of one of the PREFAB modules (module D), both including (in red) and excluding 

(in blue) the presence of shading elements. The simulation is run with a TMY meteo file. 

5. Conclusion 

Within the PREFAB project, a consortium developed prefab façade elements with integrated photovoltaic (PV) 

modules. A demonstrator was designed and installed, which includes PV modules with several innovative 

technologies with regards to size, form, colour and transparency. One of the elements was mounted directly from 

a crane. Different module colour techniques were used. 

The performance of the demonstrator was extensively analysed based on measurements and modelling. The DC 

yield and PR of the very versatile panels, in terms of colour, shape and PV-technology, has been presented.  

Mismatch losses can occur when a single PV panel has multiple orientations. The dependence of the azimuthal 

angle of the sun on the performance of the 3D shaped panel used in the PREFAB demonstrator has been visualized.  

The advanced simulation tool BIGEYE resulted to be suitable for modelling opaque aesthetical BIPV façades. 

Despite the complexity and diversification of the PREFAB system, we could successfully validate the model with 

the measured data. The model could be further improved by fine tuning the geometrical input file according to an 

even more precise representation of all dimensions and spacing between the modules and dummy elements casting 

a shade on them. The current model however gives already very good correlations.  

Additionally, the model also allowed to quantify the losses due to shading to the total power generation. The 

(TMY) year simulation provided an estimation of the total energy yield that could be generated by one of the 

coloured PREFAB modules when placed in a south-facing vertical façade, both in a shaded and shade-free 

scenario.  
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Abstract 

This paper presents a retrofit concept, especially for multi-family houses, where the two retrofit measures are 
decoupled in time. The heating system is based on a hybrid system with a PVT-driven heat pump and an energy 
management system that ensures the dynamically optimized use of the different energy sources in terms of 
minimized CO2 emissions and costs. The renovation concept consists of supplementing an existing gas boiler with 
a heat pump with SOLINK PVT collectors in the first step. If necessary, the gas boiler can also be replaced with 
a small investment. In a typical dimensioning, the heat pump capacity is 50 % of the maximum heating capacity, 
but supplies - partly in parallel operation - about 80 % of the heating energy over the year. If the building envelope 
is renovated in a second step, the share of the gas boiler can be reduced to zero. However, no energy management 
solutions are yet available on the market with which optimized and monitored operation with minimized grid 
power consumption can be realized in a simple manner, especially in multi-family houses and quarters. Hence a 
predictive and self-learning energy manager has been developed and implemented as cloud-based service. The 
functionality of the energy manager is investigated and proven on the basis of three properties. In a simulation 
study, a typical renovation process of a multi-family house is shown in two steps. 

Keywords: modular refurbishement, PVT, heat pump, predictive energy management 

 

1. Introduction 
According to the Paris Climate Agreement, climate neutrality is required for Germany by 2035 (Rahmstorf, 2019). 
In Germany, buildings and quarters account for around 35 % of energy consumption, of which over 90 % is used 
to provide heat (BMWK, 2022). In particular, the three million medium-sized multi-family houses (3 - 12 housing 
units) are responsible for about 37 % of about 105 million t CO2 emissions of the German residential building 
stock (Mauch, Greif, 2021). Overall, only 13.6% of all German buildings are fully renovated or new buildings 
(Metzger et al., 2019). In order to achieve the climate target in this sector, a significantly greater and more 
consistent renovation rate is required above all. This involves, on the one hand, the replacement of fossil-fuel heat 
generators and, on the other hand, the insulation of the building envelope. However, the switch to an efficient 
low-temperature heating system with a high proportion of renewable energies often fails because the building 
would first have to be renovated to reduce the heat demand and the temperature level of the heating circuit. 
Coupled with the lack of suitable energy management, this leads to high coverage shares of fossil or purely 
electrical redundancy systems. 

The paper is structured as follows: In section 2 the two-stage refurbishment concept with PVT is presented. The 
impact on energy savings and CO2 emissions is discussed by means of simulation results. Some first impressions 
from real world application of the concept are shown. Section 3 focuses on the predictive, self-learning energy 
manager. Results from the cloud based implementation in properties are discussed.  
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2. Two-stage refurbishment concept with PVT 
2.1  General concept 

Besides the problem of missing low-temperature heating systems, the use of heat pumps often fails, especially in 
densely built-up urban areas, because ground probes or ground heat exchangers are not possible or desired, while 
air-source heat pumps are not target-oriented due to noise emissions and/or high-power consumption. Special 
PVT heat pump collectors (SOLINK) with heat transfer surface on the back side can be used as a sole, efficient, 
and silent heat source for heat pumps due to their high heat transfer capacity to ambient air (Leibfried et al., 2019). 
At the same time, they produce electrical power - due to the cooling on the back side with higher yield than pure 
PV modules. 

The renovation concept consists of supplementing an existing gas boiler with a heat pump with SOLINK collectors 
and the substitution of the sensible thermal energy storage (TES) by a TES using phase change materials (PCM) 
in the first step. If necessary, the gas boiler can also be replaced with a low investment volume. In a typical 
dimensioning, the heat pump capacity is 50 % of the maximum heating capacity, but supplies - partly in parallel 
operation - about 80 % of the heating energy over the year. If the building envelope is renovated in a second step, 
the share of the gas boiler can be reduced to zero. The renovation concept is sketched in Fig. 1.  

 
Fig. 1: Two-stage refurbishment:  

left: uninsulated building envelope, SOLINK heat pump combined with peak-load gas boiler;  
right: insulated building, full supply with SOLINK. 

SOLINK heat pumps represent a third class of heat pump systems, now proven in over 1000 installations, 
alongside ground-source/groundwater-coupled heat pumps and air-source heat pumps. SOLINK systems ensure 
that the decarbonization of heating technology is accompanied by the necessary increase in renewable electricity 
production. 

The use of PCM-TES instead of sensible TES has the following advantages: (1) A high specific storage capacity 
allows the installation of storage units even in small installation spaces. In this way, energy management can be 
used to selectively shift heat pump operation to favorable times and to temporarily store the heat that is not needed. 
(2) In contrast to conventional water-based buffer TES, the temperature of PCM storage tanks does not rise 
significantly, so that the efficiency of the heat pump remains consistently high. A narrow temperature window is 
particularly relevant because in existing buildings even higher flow temperatures are required in the heating 
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system. (3) Different temperature levels can be realised in one storage tank, for example for radiator or surface 
heating on the one hand and for domestic hot water supply on the other. 

As part of the SOLINK project funded by the DBU, it was shown that SOLINK heat pumps in single-family and 
multi-family homes achieve comparable, and in some cases better, economic efficiency than air-source or ground-
source heat pumps combined with a PV system. The PVT collectors, when typically sized, produce in a year the 
electrical energy that the system consumes. Although most of the electricity is produced when there is no demand 
for heating but hot water, with appropriate load management with heat and battery storage, 50% or more of the 
electricity demand can still be met directly. In the previous studies and in the following ones, the use of self-
generated electricity for households/tenants in multi-family houses has not yet been taken into account, as the 
current bureaucratic requirements for this are a deterrent for many landlords. The economic efficiency can 
therefore be improved even further if households/tenants also use their own electricity. 

2.2  Simulation of a step-by-step redevelopment 

In a simulation study, a typical renovation process of a multi-family house was mapped in two steps. Tab. 1 shows 
the boundary conditions on which the simulation study was based. 

Tab. 1: Ambient conditions, building and heat generator for simulation study 

Redevelopment stage Unit unrenovated hybrid system 
Renovated 

building 
without gas 

Location  Würzburg Würzburg Würzburg 
heated living space m² 800 800 800 
Heating demand 
 

kWh/a 
kWh/(m² a) 

77400 
97 

77400 
97 

43000  
54 

Warm water withdrawal 
Warm water heating demand 

l/d 
kWh/a 

1450 
22080 

1450 
22080 

1450 
22080 

Orientation / inclination collector field  - South / 40° South / 40° 
General electricity (uses PV yield) 1 kWh/a 6000 6000 6000 
Hot water preparation  Central WW 

heating, 60°C 
circulation 

Four-wire 
network, 

decentralized 
Fresh Water,  

50 °C circulation 

Four-wire 
network, 

decentralized 
Fresh Water,  

50 °C circulation 
Heating circuit temperatures FT/RT °C 60/50 60/50 40/35 
Gas boiler power kW 40 40 - 
Heat pump capacity (two-stage) 
for B0/W35 / B-15/W35 

kW - 34 / 23 34 / 23 

Area of SOLINK PVT collectors m2 - 79 79 
       1  General electricity excludes the household electricity in the appartments 

In the fully refurbished Stage 3, a reduction in the heating requirement of 45 % is assumed. The existing heating 
surface then only has to transmit significantly less power, so that the flow and return temperatures can also be 
reduced. The simulations were performed with Polysun. Fig. 2 and Fig. 3 show the hydraulics modeled in each 
case. In all three cases, a 1000 l buffer tank is provided for the heating circuit and another for the hot water 
preparation. 

Annual simulations were used to calculate the reductions in consumption costs and CO2 emissions caused by the 
heating system. The following assumptions were made: 

• Energy price heat generator (gas): 6 cents/kWh 

• Energy price heat generator (electricity): 22 cents/kWh 

• Energy price auxiliary energy (electricity): 29,2 Cent/kWh 

• Feed-in tariff: 9,03 Cent/kWh 

• CO2 factor electricity: 537 g CO2eq/kWh 

• CO2 factor gas: 202 g CO2eq/kWh 
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When calculating the costs, the feed-in tariff was deducted from the consumption costs. For CO2 emissions, on 
the other hand, the CO2 credit from PV feed-in was not taken into account. 

Fig. 4 shows the annual CO2 emissions and operating costs of the three stages. The first renovation stage reduces 
CO2 emissions by 37%, the second by 65% compared to the baseline. This does not take into account CO2 
avoidance by feeding PV electricity into the grid. The cost savings - here considering the feed-in tariff - are similar: 
39% in the first stage, 67% in the second. This corresponds to CO2 emissions of 11.2 kg CO2 per m2 of living 
space and thus achieves the target value of ≤ 12 kg CO2/m2 for residential buildings in the existing stock which 
corresponds to the target of maximum global warming of 1.5 °C. 

 
Fig. 2: Hydraulic schemes shown in simulation: left unrefurbished with gas boiler, right with hybrid system: heat pump with 

SOLINK PVT collectors and gas boiler connected in series. 

 

 
Fig. 3: Hydraulics of the second renovation stage for monoenergetic heat pump operation. The return of the circulation line for 

hot water preparation is connected to the heating buffer tank at the bottom. Due to this optimized connection, the heating buffer 
tank can also be used for energy management, i. e. storage heating in case of PV surplus, in summertime hot water operation only. 
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Fig. 4:  Costs and CO2 emissions of the baseline condition and the two refurbishment stages. 

In the first refurbishment stage, the gas boiler supplies only 22 % of the annual heat demand, 78 % comes from 
the SOLINK heat pump. The reason that the costs and emissions in the fully refurbished stage do not decrease 
further compared to the first stage is that the total heat demand is not halved, but still accounts for 65 % of the 
consumption in the first refurbishment stage. Heating consumption drops to 55%, but hot water consumption 
remains the same. Also, the better thermal insulation leads to a reduction of the heating operation in the transition 
period - i.e. the times that could also be supplied very efficiently with heat pump and PVT. 

Fig. 5 shows the energy consumption of the three variants in detail as well as important key figures. The self-
consumption shares of stage 2 and 3 is about 40 % in each case, i.e. almost half of the electrical energy produced 
by the SOLINK collectors is used directly for the heating system or for general electricity. If the PV yield were 
also used directly for households, this share and thus also the economic efficiency could be increased even further. 
The prerequisite for this to be implemented in practice is that the German government fulfills its obligation to 
adapt the EEG in this respect in conformity with European law, so that electricity produced in a building can be 
used directly without bureaucratic hurdles and levies. The German government is currently (early 2023) in the 
process of changing the rules so that all electricity consumed by all households can initially be covered by that 
produced locally, without triggering a huge amount of bureaucracy. 

 

Fig. 5: Energy consumption and key figures of the three variants (see also Table 1) 
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Total final energy demand Total consumed energy (electricity and gas) 
Final energy demand = Total final energy demand - PV Self consumption 
PV Self consumption Part of the energy produced by PV which has been directly 

consumed  
Share self consumption Relation PV Self consumption to total PV yield 
Self-sufficiency level (final energy) The share of the annual final energy consumption that is 

directly (simultaneously) covered by PV output 
Saving final energy demand Savings in relation to the reference, the gas boiler (electricity 

and gas added). 

Table 1:  Definition of the key figures shown in Fig. 5 

The result of bivalent systems, here the partially renovated "Solink Hybrid" variant, depends strongly on the 
control concept in terms of cost and CO2 savings. Here, a bivalence point dependent on the outdoor temperature 
with parallel operation was applied: the boiler is only enabled in addition to the heat pump below 0 °C ambient 
temperature. Furthermore, a simple non-predictive energy management is implemented: If the PV grid feed-in 
exceeds a threshold, the set temperature of the heat pump, with which it heats the buffer tank, is raised. 

2.3  Real application 

The heat supply of an apartment building of the Volkswohnung Karlsruhe, which was built in 1963 and renovated 
in the 80s and 90s, was renovated in 2020 with a SOLINK heat pump and a peak load gas boiler. The brine heat 
pump has an output of 43 kWth (B0/W35), the peak load gas boiler has an output of 60 kWth, and the SOLINK 
collector array has an area of 200 m2. Fig. 6 provides an impression of the SOLINK PVT collectors. 

The system is metrologically supported by Fraunhofer ISE as part of the Smart Quartier Karlsruhe-Durlach (SQ-
Durlach) project. 

   

Fig. 6: Transport of SOLINK collectors to the roof of the apartment building (left). SOLINK collectors installed on the roof (one 
half of the roof and one half of the field) (right)  

2.4  Summary and conclusion 

SOLINK PVT heat pump systems enable the use of efficient heat pumps even in densely built-up urban areas. 
The decisive advantages over an air-to-water heat pump with PV system are the higher system efficiency and the 
absence of noise pollution. Compared to ground-source heat pumps, there are no restrictions due to space 
requirements or geological prerequisites for drilling. In connection with a temporally decoupled renovation of 
heating technology and building envelope, they open new possibilities for the energetic renovation of existing 
buildings. 

3. Predictive, self-learning energy manager 
Previous control concepts for heating systems are not designed to operate various components in a network or in 
a quarter in a holistically energy-optimised manner. In order to ensure energy-efficient operation and the highest 
possible degree of energy autarky even with changing utilisation concepts or energy demands - for example, after 
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thermal insulation - a self-learning energy management system is presented in this work. For this purpose, the 
energy manager developed in the project dynOpt-En (dynOpt-En, 2022) is to be used locally in the individual 
properties. 

3.1 Concept of the energy manager 

The basic concept of the optimizer is illustrated in Fig. 7. The energy manager uses a prediction algorithm to 
optimise heat generation in buildings and quarters. For this purpose, the optimisation continuously calculates 
consumption forecasts from the meter data available for energy billing in combination with weather forecasts and 
other sensor data. These are used to optimally match different heat generators to each other, in addition to heat 
pumps and gas boilers, also CHP units, each combined with PV or solar heating systems.  

The optimisation algorithm requires no complex and individual programming and only a small number of sensors. 
The basic algorithmic principle of the optimizer is nonlinear model predictive control. The single components of 
the energy system (PV(T), heat pump, CHP, heat/electricity storage) are modeled by simple static equations resp. 
1st order storage models. 

The optimizer has an internal prediction horizon of e.g. 36 hours. The internal time sample time of the predictor 
is 1 hour. The optimization calculation typically takes less than a minute and is updated e.g. every 10-15 minutes. 

It is important to note that the optimizer does not replace the basic control of the aggregates. The result of the 
optimizer are "activation commands" for the individual aggregates (heat pump for heating or cooling, CHP, battery 
charging). For modulating heat pumps, the activation level is also optimized. The activation commands are also 
transmitted to the metering service provider via Internet interface. The latter implements the activation commands 
via its connection to the actuator system in the property. This is done, for example, via relays or, in the case of 
heat pumps, via a Smart Grid Ready interface (SG Ready interface for short) 

 
Fig. 7: Basic concept of the predictive energy manager 

3.2 Cloud-based implementation of the energy manager 

The consistent design of the energy manager as an online cloud service means that hardly any on-site installations 
are necessary. All data are available via data interface (e.g. REST API). Via a gateway, the data from the meters 
already available for consumption billing are transferred in 15-minute resolution to the energy manager, which 
runs on an external server. Via the gateway and interfaces provided for this purpose, such as the SG-Ready 
interface of a heat pump, the operating request for the heat generators is also set. For this purpose, either gateways 
can be used as a plug-and-play solution or already installed data collectors and controls can be integrated. Energy 
management can thus be offered as a service of the metering service. As a further service, the monitoring of energy 
consumption and costs can take place with a comparison of the real values with those expected for the respective 
weather conditions. 
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Fig. 8:  Cloud-based portal for plant configuration and parameterization of the optimizer 

The plant structure of the properties can be stored with graphic symbols via a web-based portal (Fig. 8). Here, the 
physical and control linkage of the energy generators with the energy storage systems and the main consumers is 
mapped - thermal and electrical in each case. Via the graphical user interface, meters and sensors are linked to the 
optimizer. Furthermore, it is possible to adjust parameters of the plant (e.g. volume of the thermal storage) and 
the optimizer directly at runtime. The suitable communication with the optimizer takes place via a REST-based 
interface. For this, the configuration model and the external functions of the optimizer have been defined in the 
form of the Energy Manager API and described in the open standard OpenAPI  (OpenAPI, 2022). 

Communication with the optimizer is encrypted, since the optimizer API is only accessible via HTTPS. To control 
access to the assets created in the optimizer, clients - such as the configuration portal - must authenticate 
themselves with predefined bearer tokens  (IETF, 2022). At this point it is important to emphasize that the 
optimizer only returns "recommended actions" (e.g. setpoints; activation of the heat pump etc.) via the API. The 
client installed in the property implements these. The optimizer therefore never intervenes directly in the system 
control. 

3.3. Results of the application of the predictive energy manager  

The energy manager dynOpt-En is primarily intended for commercial properties such as multi-family houses and 
quarters in which several components such as heat pumps, PV systems, solar heating systems, gas boilers or CHP 
units are operated in conjunction with each other. Furthermore, dynOpt-En monitors energy consumption and 
costs and compares the real values with those expected for the respective weather conditions. In this way, 
malfunctions can be detected promptly and signaled via a clear visualization. In the project, the functionality of 
the energy manager was tested on the basis of 3 properties with different system configurations (including PV, 
heat pump, CHP, thermal and electrical storage; heating and cooling operation was investigated). 

In annual simulations it could be proven for an exemplary property with PV and heat pump that by using the 
predictive energy manager compared to a non-predictive energy manager, the operating costs and also CO2 
emissions are reduced by approx. 15% per year. The self-consumption fraction (i.e., the ratio of PV energy used 
to operate the heat pump to the electrical heat pump energy required) was increased by about 20%. 

Thus, the use of the predictive energy manager makes economic sense for larger properties. An essential 
prerequisite for the performant use of the energy manager is a sufficiently large thermal storage. Especially for 
the operation with heat pumps, a clean separation between a zone with higher temperatures for water heating and 
a zone with lower temperatures for heating is necessary. As part of the dynOpt-En project, Consolar Solare 
Energiesysteme developed a new type of two-zone heat pump storage tank for this purpose (Leibfried et al., 2022). 

 
T. Bernard et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

722



Fig. 9 shows data from a real property in Lörrach/Germany (period 17 - 24.5.2021). In this property the operation 
of heat pump has been optimized. A web-based dashboard has been implemented, which visualizes all relevant 
data (outdoor climate, sensor data, optimizer calculations, activation of heat pump), see Fig. 9.  

Furthermore, a live visualization of the "internal optimizer view" was realized. From the monitoring dashboard, 
the prediction of the optimizer at this point in time can be displayed in a simple way (right mouse click on any 
point in time). This is shown as an example in Fig. 10. From the selected point in time, the visualization shows 
the prediction over the next 36 hours. In Fig. 10 it can be seen that the activation of the heat pump is done in an 
optimized way, so that no activation of the heat pump is necessary during the next day. 

 
Fig. 9:  Data from a real property in Lörrach/Germany with optimized operation of a heat pump (period 17 - 24.5.2021) 

 

 

Fig. 10:   Internal prediction of the optimiser (data from a property in Lörrach/Germany, period 17 - 18.5.2021) 
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3.2 Monitoring of key performance and efficiency indicators 
For monitoring, a distinction is made between evaluations and presentations for the operator (e.g. housing 
association) and the end customers. Algorithms for the provision of performance and efficiency indicators have 
been developed and implemented in clearly arranged dashboards. The key figures (e.g. costs, CO2 emissions, 
thermal/electrical energy consumption or energy provision) are output in daily, weekly or monthly aggregation. 
Fig. 11 shows a dashboard for visualizing monthly averages of costs per thermal kilowatt hour, CO2 emissions 
per thermal kilowatt hour, CO2 emissions of the heat pump and outdoor temperature of a property. From Fig. 11, 
it can be seen that only in the months of December, January, and February of the study period 2020/2021 does 
non-renewable energy need to be purchased. During the rest of the period, the predictive energy manager ensures 
that the thermal energy is provided regeneratively and thus free of charge. 

 
Fig. 11:   Dashboard visualizing monthly average values of a property in Lörrach/Germany in the period November 2020 - July 

2021  

4. Summary and Outlook 
4.1 Summary 

In this paper we have presented a two-stage refurbishment concept with PVT. In a simulation study, a typical 
refurbishment process of a multi-family house is shown in two steps: status quo - hybrid operation - full 
refurbishment. First real results of a multi-family house refurbished with PVT heat pump and gas peak load boiler 
are presented.  Furthermore, a predictive and self-learning energy manager has been developed and implemented 
as cloud-based service. The energy manager has been deployed in 3 larger properties with different system 
configurations (including PV, heat pump, CHP, thermal and electrical storage). It has been shown that with the 
cloud-based service, maintenance-friendly and robust operation is possible. According simulation and 
experimental results the energy savings of typical properties are approximately 15 %. The energy self-
consumption of PV power has been increased by approx. 20%. 

4.2 Outlook 
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To reduce expansion of grids and costs, the autarky of quarters must be increased. This requires a superordinate 
instance having knowledge about the storage levels, renewable electricity generation potential of the individual 
properties and about energy prices. In addition, further research is required in the selection and development of 
PCM suitable for the required temperature range, in optimised heat transfer and in the monitoring of the storage 
charge level for optimised operation. Therefore, the aim of a planned project is to develop a central energy 
manager that minimises the energy consumption of the individual properties with regard to electricity grid 
purchases. For this purpose, the central energy manager of one quarter communicates with the local energy 
managers of the multi-family-houses and gives incentive signals based on forecasts for generation, demand and 
electricity price. The central energy manager shall detect changes in user behaviour and energy demand in the 
quarters (e.g., through refurbishment) and shall adapt the parameterization of the model in a self-learning manner 
without any extensive adjustments in the central control system. Moreover, the central energy manager shall work 
on the principle of predictive control with a powerful optimiser. Weather forecasts and predicted consumption 
(electricity and heat) of the properties are considered. Methods for automated consolidation of measurement data 
need to be developed to ensure optimal use for the data-driven models. Two-level energy management will then 
be practically investigated in a multi-family house and virtually tested in a quarter via software-in-the-loop 
simulation with realistic load cases and scenarios. In addition, the new project aims to reduce the transaction costs 
of modular refurbishment by digitally supporting the inventory, pre-design, parameterisation of predication 
models and commissioning. 
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Abstract 

The envelope of multi-storey residential buildings offers an untapped potential for the integration of regenerative 

energy supply systems. Due to their specific assembly, rear-ventilated façades exhibit particularly suitable 

features: high design flexibility, modularity, easy installation and maintenance, and the possibility to hide the 

systems engineering in the ventilation gap. We analyzed solar thermally activated façade claddings made of 

concrete focusing on their thermal performance. Based on these results, the potential of the concrete façade as an 

additional source in a ground source heat pump system is assessed by building simulations with the software 

TRNSYS. A comparison of different heating systems shows that for a multi-storey building of about 1400 m² 

living space with an opaque wall area of nearly 1010 m², a 75 m² light grey concrete façade can reduce the 

borehole heat exchanger (BHE) by 25% to 600 m without a reduction of performance thanks to active 

regeneration. In addition, the façade can be used to further heat the BHE outlet. Significantly higher efficiency is 

expected for larger areas and better performing façade claddings in combination with different operation modes. 

Keywords: rear-ventilated façades, solar thermal collectors, TRNSYS, multi-storey residential buildings, heat 

pump, building envelope, building integration 

 

1. Introduction 

To reduce both energy demand and CO2 emissions, it is necessary to significantly increase the use of renewable 

energies and implement more severe energy efficiency measures. For this purpose, EU directives and national 

laws are tightening the requirements for existing and new buildings, focusing on higher renovation rates and a 

more effective substitution of fossil fuels. The combination of solar-thermal energy and heat pump can make a 

decisive contribution towards a climate neutral heat supply. Whereas both technologies are already well 

established in the sector of single-family houses, there is a lack of economical and architecturally appealing 

solutions in the field of multi-family buildings. The most critical points for heat pumps are noise emissions in the 

case of air-water systems and a lack of space for suitable heat sources in the case of ground source systems. For 

solar-thermal energy usual factors include a limited space for solar collectors, costs, and the technically complex 

implementation. 

2. Solar-thermal activation of a building 
envelope 

Façade-integrated solar-thermal collectors offer untapped potential for the implementation of new, aesthetically 

appealing solutions for multi-family buildings. Rear-ventilated façades are particularly suitable for solar-thermal 

activation due to their advantages in terms of building physics, modularity, and the large number of cladding 

materials that can be used. Furthermore, the ventilation gap between the façade cladding and the mineral insulation 

of the building provides enough space for the invisible installation of the components of the system. In the scope 

of a current research project, different concepts for thermally active rear-ventilated façades are being developed 

and the energy potential of the façades as alternative or additional heat sources in heat pump-based heat supply 

systems is being evaluated experimentally and theoretically (Frick, Büttner, et al., 2021). The basic approach 

consists in activating the façade using components that are already available on the market without modifying 

their original appearance so that the active modules cannot be distinguished from the common ones. As façade 
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claddings, concrete, metal, and glass (single- and double-glazed) are investigated. For each material, specific 

activation approaches were chosen (Frick, Kirchner, et al., 2021). To evaluate the behavior of the investigated 

façade types as part of the heat supply system of a multi-family building, system simulations using TRNSYS 

(Klein, 2010), a simulation program used in the fields of renewable energy engineering and building simulation 

with a focus on active and passive solar use, were carried out. The experimental investigations and numerical 

modeling of the different facade panels were used to determine the collector parameters. According to the collector 

equation (eq. 1) used in TRNSYS Type 832 by Haller et al. (2014), the relevant collector parameters were 

determined and are shown in Tab. 1 (see appendix for an explanation of the used quantities). As a reference, a 

typical flat plate collector (Solar Keymark Database, 2019) both for rooftop and façade installation is included. 

For the façade collector, the heat loss coefficient a1 is reduced, to account for the lower convective heat transfer 

in a vertical air gap (Bartelsen et al., 1999). 

Tab. 1: collector parameters, based on gross area 

  façade cladding collector 

Parameter Unit Concrete Metal Glass 

unglazed 

Glass 

double-glazed 

Flat Plate 

Tilt 45°  

Flat Plate 

Tilt 90° 

 𝜂0, 𝐹′(𝜏𝛼) - 0.40 0.59 0.774 0.58 0.78 0.78 

 𝑏0 - 0.055 0.055 0.055 0.081 0.13 0.13 

 𝐾𝑑𝑖𝑓𝑓  - 1 0.98 1 0.86 0.88 0.88 

 𝑎1 W m-2 K-1 11.30 11.33 9.33 4.982 3.35 3.05 

 𝑎2 W m-2 K-2 0 0 0 0.0212 0.013 0.013 

 𝑎3, 𝑐𝑤,ℎ𝑙 J m-3 K-1 4.04 1.22 3.74 0 0 0 

 𝑎4, 𝑐𝐼𝑅 - 0.761 0.212 0.691 0 0 0 

 𝑎5, Ceff J m-2 K-1 282000 22755 11000 23060 6220 6220 

 𝑎6, cwF′ s m-1 0.056 0.0144 0.0224 0 0 0 

 

 �̇�𝑜𝑢𝑡 = 𝐹′(𝜏𝛼) ⋅  𝐾𝑏 ⋅ 𝐼𝑏 + 𝐹′(𝜏𝛼) ⋅ 𝐾𝑑 ⋅ 𝐼𝑑 − 𝑐𝑤,𝐹′ ⋅ 𝑢𝑤 ⋅ (𝐼𝑏 + 𝐼𝑑) + 𝑐𝐼𝑅 ⋅ (𝐼𝐼𝑅 − 𝜎 ⋅ 𝑇𝑎𝑚𝑏
4 ) − 

𝑎1 ⋅ Δ𝑇𝑎𝑚𝑏 − 𝑎2 ⋅ |Δ𝑇𝑎𝑚𝑏| ⋅ Δ𝑇𝑎𝑚𝑏 − 𝑐𝑤,ℎ𝑙 ⋅ 𝑢𝑤 ⋅ (Δ𝑇𝑎𝑚𝑏) + �̇�𝑙𝑎𝑡 − 𝐶𝑒𝑓𝑓 ⋅
𝑑𝜗𝑚

𝑑𝑡
  

(eq. 1) 

 with 

Δ𝑇𝑎𝑚𝑏 = ϑm − ϑamb; 𝑢𝑤 = 𝑤𝑓 ⋅ uw,0; 𝐼𝐼𝑅 = 𝑟𝑓 ⋅ 𝐼𝐼𝑅,0 + (1 − 𝑟𝑓) ⋅ 𝜎 ⋅ 𝑇𝑎𝑚𝑏
4  

 

 

The potential of the thermally activated façade can be estimated by a heat yield investigation. For a constant inlet 

temperature, the yield is determined depending on weather data and orientation and is plotted in Fig. 1. A 

demonstration building with a solar active concrete façade is planned in Pforzheim, Southern Germany, therefore 

weather data for the corresponding location are used. The data were taken from Meteonorm, using the Hofmann 

model hourly values are converted into minute values (Meteotest, 2022; Hofmann et al., 2014). Compared with a 

common flat plate collector mounted on the roof, the façade cladding acts as an uncovered collector (or WISC, 

Wind and Infrared Sensitive Collector) and allow the use of environmental heat at low temperatures. 

The operation temperature of the façade must be taken into account. Operation at low temperatures promises high 

yields because a lot of environmental heat can be gained. However, dew formation or even icing may occur which 

can be undesirable due to algae formation and optical changes of the concrete surface. Other materials (e.g., metal) 

might be better suited to withstand lower temperatures and exhibit a higher potential for this application. To use 

the façade as a source for the heat pump, the operating limits of the evaporator side must be taken into account. 

Other use cases for the façade are the regeneration of the borehole heat exchanger and, at suitably high 

temperatures, the direct loading of the buffer storage tank. However, high temperatures must be reached, façade 

claddings like glass, especially the double-glazed design, or metal are suitable for this. 
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Fig. 1: yearly gross heat yield of different façade claddings (concrete, metal, glass, insulated glass) and rooftop collector facing 

West for constant inlet temperatures and possible application fields 

The temperature range between 5 and 25 °C is well suited as a supplementary heat pump source. At higher 

temperatures (e.g., 15 to 28 °C) regeneration of the ground source (e.g., borehole heat exchanger) of the heat pump 

becomes possible. Due to the arrangement (façade, vertical alignment) and thermal characteristics, the yield is 

low at even higher temperatures. Thus, both the lower and upper limits might be fixed, depending on the heating 

supply concept and operation mode. With higher operating temperatures the yield decreases and thus the 

contribution of the facade to the overall system.  

The distribution of the heat output in the annual and daily course for differently oriented concrete façades for 

5 and 20 °C inlet temperatures is shown in Fig. 2. 

At low temperatures, the façade can supply useful heat throughout the year, but its operation at higher temperatures 

is only possible in transition and summer periods. Because the façade also acts as an environmental heat 

exchanger, in summer useful gains with over 200 W/m² are possible even at nighttime. Depending on the 

orientation of the facade, the maximum values are reached in the morning hours (facing east), at midday (facing 

south), or in the afternoon hours (facing west).  
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Fig. 2: annual and daily distribution of heat flux for the concrete façade facing different directions at a constant inlet temperature 

of 5 and 20 °C 

3. System Concept 

The heat for the investigated multi-storey residential building is primarily generated by a brine-to-water heat pump 

and stored by using the thermal mass of the building as well as a common buffer storage. The façade serves as a 

solar collector and environmental heat exchanger. The gained energy can be used in different ways, depending on 

the system configuration: it allows the regeneration of the borehole heat exchanger, heats the ground source outlet, 

or can be directly used for the heat pump as an additional source. The investigation aims to assess the potential of 

the façade as a heat pump source, depending on its characteristic performance values and the specific function. 

Fig. 3 shows the general scheme of the investigated system.  
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Fig. 3: Left: Schematic of energy flows in the investigated heat supply system (green: environmental energy, orange: energy 

conversion, blue: thermal energy storage, red: useful energy). Right: Schematic diagram of the heat supply system under 

investigation 

Using TRNSYS, a multi-family building, consisting of 19 apartments each with 84 m² net space was modeled 

using Type 56. The heat demand of the building is 52.5 MWh/a, with an additional hot water demand of 

19.5 MWh/a (Jordan et al., 2019). The building heat supply system consists of a modulating brine-water heat 

pump (Type 401), the solar-thermal active façade with heat exchanger (Type 832 by Haller et al., 2014), a borehole 

heat exchanger (Type 346), a centralized 2000 l buffer storage (Type 340) and decentral instantaneous water 

heaters in each apartment. The brine-water heat pump uses mainly the borehole heat exchanger as a heat source 

and loads the buffer storage so that a supply temperature of 35 °C is available at the instantaneous water heaters. 

The decentralized stations use this supply temperature directly for the floor space heating. Via a heat exchanger 

and an additional electric rod, the potable hot water (45 °C) is produced directly according to demand and in a 

hygienic manner. The façade is used as an additional source as long as the outlet temperature is above 5 °C (to 

reduce dew formation and prevent icing) and below 25 °C (max. inlet temperature of heat pump source side). For 

façade outlet temperatures above 11 °C, the borehole heat exchanger as a source is deactivated. Additionally, the 

façade enables the regeneration of the borehole heat exchanger, ensuring their sustainable operation and offering 

the possibility to significantly reduce their size. For a visualization and explanation of the different energy flows 

see Fig. 4.  

 

 

SOL -> BHE:  Solar façade (SOL) for active regeneration of 

 Borehole Heat Exchanger (BHE) 

BHE + SOL -> HP:  Outlet of BHE additionally heated by SOL as 

 a source of a heat pump (HP) 

SOL -> HP:  SOL as a source of HP 

BHE -> HP:  BHE as a source of HP 

-> HP:  Power consumption of HP compressor 

Fig. 4: Color-coded energy flows with description 

4. Results 

The system with the thermally activated concrete façade is compared with a common system consisting of a gas 

boiler or brine-water heat pump. According to the requirements of the German building energy act (GEG, 2020), 

a heating system with fossil energy sources needs a share of renewable energy sources, therefore the system with 

a gas boiler includes a suitably dimensioned solar thermal collector (COL) for direct loading of the storage (ST). 

The systems are described in the following and the results are shown in Fig. 5. The area of the active façade is 

based on the plan for the demonstration building. 
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1. HE + COL: Gas condensing boiler with solar support (35 m² flat plate collectors with south orientation 

and 45° inclination). 

2. HP + BHE: brine-water heat pump with ground source (8 x 100m borehole) 

3. HP + SOL + BHE (red.): like 2, but additionally with solar thermal activated façade (75 m² east and 25 

m² west) and a reduction of the number of boreholes by 25% (6 x 100 m) 

 
Fig. 5: Representation of the energy flows for 3 heat supply concepts 

In addition to the energy flow and its color coding, already described in Fig. 4, the figure also shows the power 

consumption of the heat pump compressor (HPcomp) and the electric heating of domestic hot water in the 

instantaneous water heater (DHWaux). The sum of the heat quantity of the different sources, as well as the 

electricity consumption less the system losses (storage and distribution losses) results in the useful heat quantity 

of approx. 72 MWh/a. 

The gas boiler supplies the buffer storage with approx. 65 MWh/a and the roof-mounted flat plate collector 

supplies 13 MWh/a heat to cover the useful heat demand. No additional electrical heating through the 

instantaneous water heater is needed (HE + COL).  

The heating systems with a heat pump are using a lower set temperature in the buffer storage, which improves the 

efficiency of the heat pump and reduces the system losses. But additional electrical heating (approx. 7 MWh/a) is 

required for the domestic hot water preparation. The heat input to the storage tank is reduced to approx. 68 MWh/a 

of which approx. 53 MWh/a are drawn from the borehole heat exchanger (HP + BHE).  

The use of the thermally activated building envelope in combination with a 25% smaller ground source can reduce 

the heat extraction from the ground to 44 MWh/a. More than 8 MWh/a from the facades are used as a heat pump 

source. In addition, more than 21 MWh/a are used to regenerate the borehole heat exchanger, which reduces the 

drop in ground temperature during the operating time and also ensures high annual performance factors after 

decades of operation (HP + SOL + BHE (red.)).  

 

Tab. 2: Annual performance factor for different heat supply concepts, calculated as the ratio of condenser output to work of the 

compressor 

HEATING CONCEPTS SPF 

2: HP + BHE (8x 100 m) 4.58 

3: HP + BHE + SOL (6x 100 m) 4.60 

 

As a result, the borehole heat exchanger field can be reduced by 25% with the support of a relatively small solar-

activated façade without a reduction of the heat pump's performance (see Tab. 2). Using Earth Energy Designer 
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(Hellström and Sanner, 2000), the influence of the regeneration on the ground temperatures over several years can 

be calculated. Using the results of the system simulation, the unloading and loading of the borehole heat exchanger 

were used for the simulation of the BHE and ground temperature for a period of 35 years. 

 

Fig. 6: mean fluid temperature of the borehole heat exchanger (8x 100m) during 35 years for the concept HP + BHE 

In the system without active regeneration, the ground temperature and thus also the fluid temperature of the 

borehole heat exchanger decreases in the first years of operation. The temperature drop amounts to approx. 2.0 K 

after 10 years, and 2.5 K after 35 years (see Fig. 6).  

 

Fig. 7: mean fluid temperature of borehole heat exchanger (6x 100m) during 35 years for concept HP + BHE + SOL 

Due to the active regeneration of the BHE (see Fig. 7), the cooling effect of the fluid during the operating time is 

lower, and the temperature does not decrease further after the first years. The temperature drop amounts to approx. 

1.0 K after 10 years, and 1.2 K after 35 years. In addition, high temperatures of up to 17 °C are available after 

active regeneration, thus even with a reduced ground source, a higher heat pump performance is still reached. 

4.1 Façade orientation 

Fig. 8 shows the influence of the different orientations of the solar façade. In each case, 75 m² of the solar thermally 

activated concrete façade are considered for either the north, east, west, or south façade. 
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Fig. 8: Distribution of the heat yields of a 75 m² concrete facade for different orientations 

 
The orientation has a significant influence on the yields of the façade, especially for the active regeneration of the 

borehole heat exchanger field. For this operation mode, the solar thermal activated facades serve both as 

environmental heat exchangers and solar collectors.  

Tab. 3: yield of the concrete façade for different operation modes 

 

To meet the increased demand for heat and daylight in living and recreational rooms, these are often orientated to 

the south. Although this orientation is also advantageous for the solar facade (see Tab. 3), solar thermal activation 

of a larger contiguous opaque area is often not possible due to the interruption by windows. For this purpose, 

especially in freestanding buildings, the facade areas with west and east orientation are better suitable. A solar 

facade with a west orientation has higher yields compared to an east facade. The east facade can gain energy from 

solar radiation in the morning hours but is at a lower temperature level overall due to its thermal capacity and the 

low outdoor temperatures at night. The west façade heats up over the course of the day and reaches its highest 

temperatures during the afternoon and evening hours. In addition, the heat demand might be higher in the 

afternoon and evening hours, as the buffer tank needs to be recharged more frequently. Thus, the west façade is 

more likely to meet the simultaneous supply and demand requirement and thus achieve higher yields. The north 

facade acts as an environmental heat exchanger and has still significantly yields by approximately 80% of the east 

facade, 72% of the west facade, and 66% of the south facade, respectively. 

4.2 Façade area 

Fig. 9 shows the energy flows of the sources for different facade areas and orientations (east and west). 

    
without regeneration 

(without SOL->BHE) 

with regeneration 

(with SOL -> BHE) 

orientation SOL -> 

BHE 

SOL -> 

HP 

BHE + SOL 

-> HP 

in kWh/a in kWh/ 

(m²a) 

in kWh/a in kWh/ 

(m²a) 

North 13659 4017 2148 6165 82 19824 264 

East 17766 4321 2391 6712 89 24478 326 

South 21972 5363 2657 8020 107 29992 400 

West 19973 5233 2225 7458 99 27431 366 
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Fig. 9: Effect of different areas of the concrete facade for 6x100m borehole heat exchanger 

For the same total area, the variant with a higher proportion of activated west façade shows higher yields. The 

larger the area of the solar facade, the more environmental heat can be used for the regeneration of the ground. At 

100 m², about half of the heat extracted from the ground can be reloaded. By using a south facade, the proportion 

of the solar facade as a source for the heat pump is only minimally increased (compare 100 m² and 200 m²), but 

significantly more yield can be used for active regeneration of the ground. Since the source side of the heat pump 

has a limitation of the temperature range (-10 °C to 25 °C), other concepts are necessary for the use of the facade 

yields at higher temperature levels, e.g., due to orientation (south facade) or efficiency (darker concrete facade or 

facade materials made of glass or metal). 

4.3 Façade color 

Fig. 10 shows the effect of different efficiencies of the facade (zero-loss efficiency 𝜂0) on the system performance. 

These can be achieved, for example, by different coatings or concrete colors that have different optical properties. 

For this purpose, specific spectrometric investigations were carried out in the project on small-format concrete 

samples. 

 

 

Fig. 10: Variation of the visual characteristics of the concrete facade, 6x100m borehole heat exchanger, 75 m² east and 30 m² west 

facade 

A very light-colored facade exhibits a low (0.2), light-grey concrete, as planned in the demo object, exhibits a 

medium efficiency (0.4). In the implemented concept, the facade color has a significant influence on the amount 

of heat introduced into the ground for active regeneration but doesn’t play an important role in the use as a source 

of the heat pump. 
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5. Conclusion and Outlook 

The simulation results based on measured data of a concrete solar façade show the following effects on the 

considered heat pump system and operation mode: 

• The amount of heat extracted from the ground can be significantly reduced. 

• The remaining environmental heat is provided by the solar-thermal façade, whether as a sole source or 

in combination with the borehole heat exchanger. 

• Most of the heat gained by the facade is used for the regeneration of the ground source. 

By lowering the amount of extracted heat and by regenerating the ground source through a small thermally active 

façade, a reduction of the ground source of about 25% (either length or number of boreholes) can be achieved, 

compared to a system with a conventional rear-ventilated façade without impairing the heat pump performance. 

Higher efficiency can be achieved with larger activated areas or darker colors of the concrete claddings. 

Such a system is currently implemented as a demonstration multi-family building in Southern Germany. Heating 

concepts for active facades with different claddings (e.g. metal and glass), operating over a larger temperature 

range, and considering direct loading of the buffer storage are currently being investigated. These concepts 

increase the complexity of the system, but can further reduce or even eliminate the ground source of the heat 

pump. 
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Appendix 

Tab. 4: collector parameters for basic equation according to Type 832 Haller et al., 2014 

Quantity Symbol Unit 

heat output of the collector per area  �̇�𝑜𝑢𝑡  W m-2 

latent (condensation + sublimation) heat gains  �̇�𝑙𝑎𝑡  W m-2 

zero loss efficiency of the collector, sometimes referred 

to as 𝜂0 

 𝐹′(𝜏𝛼) - 

incidence angle modifier for beam radiation  𝐾𝑏 - 

beam radiation incident on collector plane  𝐼𝑏 W m-2 

incidence angle modifier for beam radiation  𝐾𝑑 - 

diffuse radiation incident on collector plane  𝐼𝑑 W m-2 

factor for a wind dependency correction of 𝐹′ (and thus 

the zero-loss coefficient 𝐹′(𝜏𝛼)), used for unglazed 

collectors 

 𝑐𝑤,F′ s m-1 

wind speed parallel to the collector plane  𝑢𝑤 m s-1 

first order heat loss coefficient  𝑎1 W K-1 m-2 

second order heat loss coefficient  𝑎2 W K-2 m-2 

arithmetic mean of the collector temperature  ϑm °C 

ambient temperature at location of collector field  ϑamb °C 

absolute ambient temperature at location of collector 

field 

 𝑇𝑎𝑚𝑏 K 

wind speed dependency of heat losses  𝑐𝑤,ℎ𝑙 J m-3 K-1 

long wave irradiation dependency of heat losses (or 

gains) 

 𝑐𝐼𝑅 - 

long wave irradiation on collector plane  𝐼𝐼𝑅 W m-2 

Stefan Boltzmann constant  𝜎 W m-2
 K 

time  𝑡 s 

effective thermal capacitance of the collector (including 

fluid) 

 𝐶𝑒𝑓𝑓 J m-2 K-1 

wind speed from wind data  𝑢𝑤,0 m s-1 

wind speed factor  𝑤𝑓 - 

sky radiation factor  𝑟𝑓 - 

long wavelength radiation downwards from sky  𝐼𝐼𝑅,0  W m-2 
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Abstract 

Heat pumps are considered a cornerstone of the process of decarbonizing building stock. Especially in 

combination with electricity provided by rooftop photovoltaic (PV) systems, a large-scale roll-out of heat 

pumps will constitute a valuable element in the EU’s endeavor to increase both energy efficiency and the share 

of renewable power utilized in buildings. However, the installation of both PV systems and heat pumps is 

subject to various constraints, e.g., roof shapes for the former and available space for the latter. Therefore, we 

are investigating the feasibility of extensively implementing air source heat pumps combined with PV. This 

paper introduces a detailed spatial analysis of the available space around buildings that could be available for 

heat pumps, and couples it with an overview of the rooftop PV potential of these buildings. The analysis is 

carried out for two example regions in North Rhine-Westphalia, Germany. The results for the city of Cologne 

show that the combination of an outdoor air source heat pump with rooftop PV is feasible for 47% of residential 

buildings. In rural Winterberg, the share of suitable buildings is 74%. This illustrates both the potential for a 

large-scale roll-out of heat pumps in combination with PV in some regions, as well as the relevance of limiting 

factors such as available space in others. Furthermore, the results underline the importance of detailed spatial 

analyses for assessing the potential of the large-scale roll-out of heat pump–PV systems in Germany. 

Keywords: Heat pumps, air source heat pumps, feasibility analysis, outdoor space, spatial analysis, Germany, 

decarbonization, residential, PV 

1. Introduction 

Buildings account for 40% of the total energy consumption in the EU and 36% of greenhouse gas emissions. 

Therefore, they will play a central role in the EU’s goal of reaching climate neutrality by 2050, as defined in 

the European Green Deal (European Commission, 2020a). The electrification of the heat supply and increasing 

the share of renewable energy used are two measures that can contribute to the decarbonization of the building 

sector (European Commission, 2020b; Thomas et al., 2022). Heat pumps are one of the main technical 

solutions available for this, carrying many potential economic and environmental advantages (Wang et al., 

2020). Operating heat pumps in residential buildings using electricity from rooftop photovoltaic (PV) 

installations will lead to an efficient and decentralized zero-emission heat supply, which is necessary for 

achieving the emissions reduction goals.  

However, even the installation of the most popular and easiest-to-install type of heat pumps, namely the air-

sourced model, is subject to a range of constraints. These include indoor and outdoor space availability, 

acceptable noise levels, roof load, and heat supply temperatures. The feasibility of rooftop PV, on the other 

hand, depends largely on roof shape. Whether an existing building is suitable for the installation of an air 

source heat pump combined with PV therefore depends on its individual characteristics.  

On the one hand, the political agenda and conceptual decarbonization pathways clearly aim to increase the 

number of heat pumps and PV systems in buildings (Bundesministerium für Wirtschaft und Klimaschutz and 

Bundesministerium für Wohnen, Stadtentwicklung und Bauwesen, 2022; Bundesverband Wärmepumpe 

(BWP) e. V, 2021; Prognos et al., 2020; Stolten et al., 2022). On the other, studies analyzing the feasibility of 
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combined heat pump and PV installations primarily focus on individual buildings or building types. Rieck et 

al. (2020), Bee et al. (2019), and Pena-Bello (2021), though with slightly differing emphases and approaches, 

all investigate the feasibility of PV-powered heat pump systems for individual buildings using house and grid 

simulations. Solar generation potential for Germany has been evaluated using spatial analyses and simulations 

by, e.g., Risch et al. (2022). Spatial analyses addressing heat pumps, such as Volkova et al. (2021), focus on 

using them for district heating and not for individual buildings or assessing the potential of ground source heat 

pumps (Konetschny et al., 2018). The link between the two levels, i.e., the techno-economic modeling of 

individual building heating systems on the one side and the political goal of the large-scale decarbonization of 

the heating sector via air source heat pumps and renewable energy on the other is, to our knowledge, not clearly 

understood.  

In order to contribute to quantifying the potential of combined PV and air source heat pump systems, this study 

conducts a detailed, building-level spatial analysis using the example of two regions in the federal state of 

North Rhine–Westphalia in Germany. In order to account for characteristic regional differences, we analyze 

one region each from the two ends of the spectrum defined by the RegioStaR classification 

(Bundesministerium für Digitales und Verkehr, 2018), with Winterberg serving as a representative example of 

a rural/village area and Cologne being representative of a metropolis. The goal is to determine the percentage 

of residential buildings with sufficient outdoor space for setting up an easy-to-install air source heat pump, as 

well as sufficient rooftop PV potential.  

2. Methodology 

In our study, we employ a two-step approach. First, we analyze the space availability of buildings (sub-sections 

2.1.–2.2.). Then, we calculate and evaluate the ratio between yearly solar generation potential and yearly heat 

demand for those buildings (subsections 2.3.–2.5.). Based on the results of these two analyses, we can draw 

conclusions regarding the share of buildings in our example areas that fulfill both the space requirement and 

meet the targeted ratio threshold (subsection 2.6.). 

2.1. Outdoor space requirements of air source heat pumps 

As a first step, a thorough analysis of the outdoor space requirements for air source heat pumps of different 

capacities and by various producers is carried out. This is performed by drawing on the information provided 

in the product sheets published on producers’ websites.  

2.2. Spatial analysis of outdoor space availability 

 

Fig. 1: Illustration of available space around a building. On the left: parcel with a 3m buffer inside the polygon and buildings 

with a buffer of 0.5m on the outside; on the right: the remaining available space after removing the buffer and building areas. 

The basis for a detailed spatial analysis is data on individual building footprints and associated plot areas for 

the building stock. For North Rhine–Westphalia, open governmental 3D data of buildings in level of detail 2 

(LoD2) is available (Bundesamt für Kartographie und Geodäsie, 2021). All ground surface areas present in the 

data are extracted and considered as building footprints in the subsequent analysis. 

Buildings are then divided into residential, non-residential, and irrelevant instances. All buildings below a 

footprint area threshold of 30 m² are considered irrelevant, thus excluding structures such as garages and 

garden sheds from the analysis. Residential and non-residential buildings are then differentiated by spatially 

joining the European settlement map “ESM 2015 – R2019” (Corbane and Sabo, 2019). This raster dataset 

labels every 10m x 10m grid cell in Europe as residential or non-residential. Buildings are classified by 
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calculating the zonal statistics of their footprint polygon with the rasterstats package (Perry, 2022). Each 

building is thereby assigned the most frequently-occurring raster cell value from the European Settlement Map 

that its footprint polygon touches. 

Based on the assumption that the available outdoor space of a building is best estimated by the size of the 

parcel on which it is located, cadastral parcels are the second dataset required for the space availability analysis. 

For North Rhine–Westphalia, this data is openly available (Geobasis NRW, 2022). Parcels are assigned to 

buildings by spatially-joining both datasets. All buildings, the centroid of which intersect a parcel polygon, are 

assigned such a parcel. For the space availability analysis, the total parcel area is reduced (1) by a buffer of 3m 

within the parcel polygon based on the German standard border margin for buildings as defined by federal 

building regulations; and (2) by the area of all buildings located on the parcel plus a buffer outside of them of 

0.5m. The remaining space is then deemed potentially available for a heat pump (see Figure 1).  

Finally, we analyze whether a heat pump of size 1m x 1.5m as derived from the product research described in 

2.1 fits into the available space. For this, we first rasterize the remaining parcel area in 0.1m x 0.1m raster 

cells, resulting in a matrix in which free and occupied space are represented by zeroes and ones. Then, we 

rasterize the heat pump at the same resolution, i.e., a heat pump with the aforementioned dimensions is 

described by a matrix with the dimensions 10 x 15 filled with ones. This heat pump matrix is rotated by 45°, 

90°, and 320° to account for different possible orientations of the heat pump on the parcel, and for each of 

these we test whether the heat pump matrix can be found in the matrix describing the parcel. As a result, it can 

be determined whether each residential building has sufficient outdoor space for an air source heat pump or if 

space could be a critical factor. 

2.3. Heat demand assignment 

The basis for an estimation of the buildings’ yearly heat demand is the EU project Hotmaps (Hotmaps 

Consortium, 2022), which calculated residential heating demand for each hectare based on statistical values. 

For our analysis, each residential building’s yearly heat demand was determined by spatially-joining the 

building centroids with the Hotmaps raster data for residential buildings (Hotmaps Project, D2.3 WP2 Report 

– Open Data Set for the EU28, 2018). A raster grid cell value as given by Hotmaps was divided amongst the 

residential buildings that lie within that raster cell proportionally to the buildings’ footprint areas. 

2.4. Rooftop PV potential analysis 

Another input dataset for our analysis was rooftop PV potential. Specifically, we employed the data generated 

by Risch et al. (2022). The underlying data were: (1) LoD2 building models for Germany (Bundesamt für 

Kartographie und Geodäsie, 2021), providing information about roof area, tilt, and orientation; and (2) the 

surface solar radiation dataset by EUMETSAT (EUMETSAT, 2019). Based on this data, the potential for every 

roof surface was simulated using RESKit (Ryberg et al., 2022). 

The time series generated during the simulation were aggregated into a single yearly generation value per roof. 

We then assigned these values to the buildings based on roof positions. All roof centroids that lie within the 

building footprint polygons were then summed up and assigned to the respective building. 

2.5. Ratio threshold approximation 

We define a target of 50% of heat demand supplied from PV.  This means that the local PV generation can 

account for 50% of the electricity supply that is needed by the heat pump over the course of the year. Because 

of the inverse yearly profiles of heating demand and solar generation, the temporal fluctuation over the course 

of a year must be considered, which is why we calculate a monthly profile from the aggregated yearly value 

for both heat demand and PV generation potential. The yearly heat demand was distributed to all months of a 

year proportionally to the heating degree method with data provided by the Institut Wohnen und Umwelt 

(IWU) (2022), whereas the yearly solar generation was distributed to all months based on the monthly 

horizontal irradiation with data from the same source. To give an indication of the variability of data based on 

the geographical location under consideration, especially with the aim of extending our analysis to a larger 

geographical scope, we carried out the calculation for four locations in Germany. The analyzed locations were 

in the North (Glücksburg-Meierwik), South (Freiburg), West (Nideggen-Schmidt) and East (Dresden-

Hosterwitz) of the country. We first extracted the degree-day numbers from the IWU for each month of the 

year 2021 for the respective location. Then, we calculated the share of each month by dividing the monthly 
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degree-day numbers by the sum of all values of the year. With this as a factor, we distributed yearly energy 

demands for heating to all months to obtain an estimation of the monthly heat demand. Similarly, we extracted 

monthly horizontal global irradiation values from the IWU for the year 2021 for all four locations, calculated 

the monthly share and used this to distribute yearly PV generation to the corresponding months. With these 

monthly profiles and assuming a very conservative coefficient of performance (COP) of 3 for a heat pump, we 

calculated for each month how much of the energy required for heating could be provided through the PV 

system. Summing up the amount of thermal energy covered in each month and dividing it by the total heating 

demand leads to an approximation of how much of the heating demand can be supplied by PV over the course 

of the year, depending on the ratio between the yearly electrical energy provided through PV to the yearly 

thermal energy required for heating. Using monthly values also has the advantage of leveling out daily 

fluctuations, which provides a first approximation of the existence of heat storage and building thermal mass 

and reduces the calculation times for this first calculation to manageable amounts. We evaluate this relation 

for a range of yearly heat demands of between 5 and 35 MWh and yearly solar generation potentials of between 

1 and 25 MWh. Finally, we can estimate a ratio of yearly PV generation to yearly heat demand that corresponds 

to a 50% electricity supply to the heat pump by PV over the course of a year. 

2.6. Consolidation of the results 

In a final step, the results from the outdoor space availability analysis, heat demand assignment, and rooftop 

PV potential analysis were consolidated. All buildings with sufficient outdoor space available were 

preselected. For those buildings, the ratio of yearly solar generation potential to yearly heat demand was 

calculated. Above the previously defined ratio threshold, buildings were deemed suitable for the installation 

of a combined heat pump–PV system. Based on this, we calculated the share of buildings that are suitable for 

the installation of a combined heat pump–PV system in both regions. 

3. Results 

3.1. Required space 

The space requirements of the outside unit of 82 air source heat pumps from eight different producers is shown 

in Figure 2, in which the unit’s depth is plotted against its width. The cluster at the bottom left comprises heat 

pumps of dimensions of up to 1m x 1.5m and the cluster to the top right comprises heat pumps of dimensions 

greater than this. The space requirements of the outside unit of split constructions are lower than those of 

monoblocs and these heat pumps all fall within the first cluster. However, as split constructions are more 

complex in their installation and our focus lies on quantifying the potential for easy-to-install systems, 

monobloc sizes are more relevant for our analysis. We therefore set the heat pump size for which we analyze 

the space availability to 1m x 1.5m, which is larger than that for split constructions but lies within a medium 

range for monoblocs. 

 

Fig. 2: Dimensions of an outdoor unit of 82 air source heat pumps for both monoblocs and split constructions. A small scatter 

of a maximum 10mm has been added to the x-component of every point for better visibility of duplicates. 

3.2. Available space 
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The analysis of available space shows that after ignoring buildings to which no parcel could be assigned, only 

3% of buildings have insufficient space for a heat pump with 1m x 1.5m dimensions in provincial/rural 

Winterberg (category 225 of RegioStaR17), whereas 18% of buildings in metropolitan Cologne (category 111 

of RegioStaR17) have insufficient space (see Figure 3). We analyzed the space availability of 223,178 

residential buildings in Cologne and 8,940 residential buildings in Winterberg. 

 

 

Fig. 3: Percentage of buildings with and without sufficient outdoor space for installing a heat pump with dimensions of 

1m x 1.5m in Cologne and Winterberg. The total numbers of classified buildings are 223,178 and 8,940 for Cologne and 

Winterberg, respectively. 

 

Figure 4 shows small extracts of the analyzed areas as an example of the spatial distribution of building 

footprints colored according to space availability, with buildings with insufficient space depicted in red and 

those with sufficient space in green. On the left is shown a densely built-up area in central Cologne, whereas 

the right depicts a more sparsely built-up area in Winterberg. 

  

Fig. 4: Buildings classified according to their space availability in small extracts from the analyzed areas. Red symbolizes 

insufficient space, whereas green represents sufficient space. The map on the left shows an area in central Cologne, and that to 

the right is in Winterberg. 

 

3.3. Ratio threshold estimation 

Figure 5 illustrates the relationship between yearly solar electricity generation potential to the yearly heat 

demand ratio and the share of heat demand that can be covered by a PV-powered heat pump of COP 3, taking 

the yearly profiles into consideration. Results are shown for four locations in Germany. Approximately 50% 

of heat demand is met with a PV-powered heat pump over the course of a year, corresponding to a ratio of 

around 40% yearly solar generation potential to yearly heat demand. The values lie in similar ranges for all 

four locations, especially for lower yearly ratio values. The higher the yearly ratio, the more the values diverge. 

For a ratio of yearly electricity generation by PV to a yearly heat demand of 40%, the maximum and minimum 

still lie within a range of 7 percentage points. 

 

Basemap: OpenStreetMap (openstreetmap.org/copyright) Basemap: OpenStreetMap (openstreetmap.org/copyright) 
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Fig. 5: Relationship between the yearly solar generation potential to yearly heat demand ratio (x-axis) and the share of heat 

demand that can be covered by a PV powered heat pump of COP 3, taking the yearly profiles into consideration (y-axis) for 

four locations in Germany. 

3.4. Heat demand and solar potential ratio 

Based on the yearly heat demand values and yearly solar generation potential values assigned to residential 

buildings, a ratio between the yearly potential for electrical energy generated via PV and yearly thermal energy 

demand for heating can be calculated. A histogram combined with a cumulative curve of these ratios for all 

buildings that have previously been found to have enough space and to which we could assign both a yearly 

solar generation potential and level of heat demand is shown in Figure 6. For most buildings, the ratio lies 

below a value of 1, meaning that the electrical energy provided via PV is lower than the thermal energy required 

for heating. The histogram of Winterberg has a peak at approximately 0.5, whereas that of Cologne is slightly 

shifted to the left and peaks at ca. 0.4. The dashed line represents the yearly value ratio threshold of 40% 

calculated in the previous step. 

 

Fig. 6: Histogram of ratios of electrical energy generation potential through rooftop PV to thermal energy demand for heating 

for each building (excluding missing values) in Cologne (left) and Winterberg (right). The dashed red line represents the 40% 

ratio threshold. 

As is shown in Figure 6, approximately 89% of buildings in Winterberg and 59% of buildings in Cologne lie 

above the 40% ratio threshold. However, the buildings depicted in Figure 6 are only those to which both PV 

generation and a heat demand profile could be assigned, and so we were able to calculate a ratio. We also 

calculated the share of buildings with a ratio above 50% when including the buildings without any ratio. This 

yields a share for Winterberg of 78%, and of 57% for Cologne.  

3.5. Building stock suitability for a combined system 

Figure 7 displays a summary of all results for both regions. It depicts the share of buildings with insufficient 

or undefined space availability and for buildings with sufficient space, it shows the share of buildings above 

and below our defined ratio, as well as the undefined share. The total share of buildings in Cologne with both 

enough space and a ratio above the threshold is 47%. The same category of buildings has a share of 74% in 
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the building stock of Winterberg. A higher share of undefined values for both space availability and ratio can 

be observed in those in Winterberg. 

 

Fig. 7: Share of buildings classified according to their space availability for a heat pump of dimensions 1m x1.5m, as well as 

the ratio between solar generation potential and heat demand in Cologne and Winterberg. 

4. Discussion 

The results of the space availability analysis show that how large the share of buildings with sufficient outdoor 

space for an air source heat pump depends heavily on the region. Although space availability is generally not 

a major issue in the sparsely built-up rural area of Winterberg, it can become a challenge in densely populated 

urban areas such as Cologne. This difference is to be expected and can be understood intuitively by envisioning 

a typical city center with small, if any, garden patches and neighboring houses standing wall-to-wall and 

comparing this with a suburban or village setting in which many houses are single-family dwellings surrounded 

by larger gardens and standing several meters apart from neighboring houses. It can be concluded that space 

availability is a limiting factor for the large-scale rollout of heat pumps in Cologne, and likely in other urban 

areas of similar characteristics, which should be addressed to increase the number of buildings that qualify for 

the installation of air source heat pumps. One possible solution could be the use of split systems instead of 

monoblocs because of their smaller outside units. However, this has the drawback of entailing greater 

installation efforts. Roof installations are another option to consider, although they carry own challenges, e.g., 

permissible roof loads or competition for space with PV systems. 

The ratio between PV generation potential and heat demand further reduces the number of houses that qualify 

for combined heat pump–PV systems according to our self-set energy threshold. Not only the space availability 

but also the ratio varies by region. The ratios of buildings in Cologne tend to be lower than those in Winterberg, 

which means that a smaller amount of the electric energy required by a heat pump could be provided by a PV 

installation. This is due to there being a significantly higher average heat demand per building in Cologne, 

combined with only slightly higher PV generation potential compared to Winterberg. One possible explanation 

for this could be the lower ratio of roof areas to living space in multi-level buildings in densely populated urban 

areas. To increase the share of buildings with a higher ratio, the energy demand of buildings would have to be 

reduced, e.g., through targeted energy retrofitting activities. It is also important to keep in mind that setting the 

amount of electricity that should be supplied by the PV system to 50% is arbitrary. Lower numbers, although 

resulting in a reduced level of self-sufficiency, could also be acceptable or even preferable. Furthermore, we 

calculated the ratio threshold based on degree-day numbers and irradiation values for one year only. Yearly 

weather variability, with cold and overcast years on the one hand and warm and sunny years on the other, could 

have a significant effect on the determined ratio. And, although we do not consider this in our analysis, it 

should not be forgotten that electricity generated by PV is not only useful for powering a heat pump but also 

for household appliances and, especially in a future transport system, battery electric vehicles. 

Combining the results from both the space availability analysis and PV potential/heat demand ratio analysis, 

it can be stated that in rural Winterberg, there is not only more space available but also a large proportion of 

buildings (74%) exceed our defined ratio for being able to provide enough electricity for heating. In Cologne, 

many buildings are already excluded due to lack of available space. Of the share remaining, only approximately 

half (47%) of the buildings have the potential to provide sufficient electricity for heating with PV. The 

difference in results for Winterberg and Cologne underlines the importance of taking regional disparities into 

account when analyzing the practical feasibility of the large-scale roll-out of heat pumps. It also emphasizes 

the relevance of spatial analyses at the building level compared to statistical analyses at an aggregated one. 

Even within regions, characteristics vary. And although we did not quantify them, a qualitative visual analysis 

showed that space availability is less of an issue in the suburbs of Cologne than in the city center. Although 
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the potential for combined air-sourced heat pump–PV systems is high in rural areas, it is limited in urban ones 

by both space availability and the ratio between solar potential and heat demand. At the same time, the absolute 

number of buildings in urban areas is significantly higher than in rural ones. Therefore, when aiming for a 

large-scale roll-out of combined systems, the absolute number of buildings in cities where the installation of a 

combined system is feasible will still be considerable. It is also important to note that the amount of PV-

generated electricity we base our calculations on constitutes the maximum electricity produced that is available 

for the heat pump, as in reality the heat pump will compete with other electricity-consuming household 

appliances. 

Our study provides a first approximation regarding the potential for combined air-sourced heat pump–PV 

systems. By choosing two regions at the ends of the RegioStaR classification spectrum with very different 

characteristics, we can give an indication of the range of values we can expect for the entirety of Germany. 

However, the numbers we provide must be seen as preliminary, as this study is subject to several 

simplifications that require further research. First, all ground surface areas from the building data were taken 

as independent units. This results in an overestimation of the total number of buildings, which makes an 

analysis of the absolute numbers unreliable. This could be remedied by defining building complexes in which 

multiple smaller constructions are considered as one and the roof areas of buildings currently defined as 

irrelevant could be included as part of larger structures, leading to an increase in PV generation potential for 

some buildings. Furthermore, the ratio threshold we define is an approximation, as we only consider monthly 

values and do not take building-specific or regional characteristics into account. Additionally, solutions for 

inconsistencies between our building footprints and the Hotmaps raster data that leads to missing data for the 

heat demand of buildings must be found. A study addressing these issues and extending the analysis to all of 

Germany will follow in the form of a journal publication. 

5. Conclusion and outlook 

This study demonstrates the feasibility of the chosen approach. While we identified some areas that need 

further improvement, the preliminary results are very promising. It was possible to show that in metropolitan 

areas such as Cologne for about 47% of residential buildings a combined air source heat pump–rooftop PV 

system is feasible and can cover over 50% of the yearly heating demand. For rural areas such as Winterberg 

the share of buildings that can be supplied in the same way exceeds 70%. The results emphasize the importance 

of detailed spatial analyses for assessing the potential of decarbonization measures, such as the large-scale roll-

out of heat pump–PV systems. 

This research has far-reaching implications for the next few years. With rising gas prices, the option of 

switching to a hybrid system by installing a combined heat pump–PV system on top of an existing gas heating, 

which is feasible especially in rural areas, becomes increasingly attractive. If gas prices stay high, it is very 

economical in such a hybrid system to only draw gas from the grid during periods of extreme cold and low 

solar radiation, leading to significantly reduced full-load-hours of the gas grid. This means that the price per 

unit must be increased to cover the high fixed costs of the gas grid, which effectively leads to an additional 

rise in consumer prices. Given sufficiently high production and installation capacities for rooftop PV and heat 

pumps, this might even lead to a death spiral of the entire rural gas grid, in which rising gas prices and the 

switch to hybrid heating systems accelerate each other. This will be analyzed in detail in further studies. 
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Abstract 

The goal of the project "HpCosy", from which the work presented here originates, is the development of 

decentralized heat pump systems, which are to be combined into a swarm for the optimal use of PV electricity. In 

order to be able to quantify the effects of this swarm control at a later stage, the first step was to compare one 

centralized with six decentralized heat pump systems in a multi-family home. 

In a first step, the thermal load of the building was defined with the help of simulations using the program 

TRNSYS with its Type 56 building model. The internal load due to occupancy and user behavior as well as the 

domestic hot water profile is based on individual profiles generated with the program loadprofilegenerator. In the 

next step the heating system was calculated. These calculations were performed using a multidimensional 

performance model provided by the heat pump manufacturer. The calculation of the heat pump takes into account 

both the necessary compressor speed to cover the load and the required flow temperature depending on the outside 

temperature respectively the status of the storage tanks. 

The calculations reveal an electric energy saving potential of more than 30% through the use of decentralized 

units for domestic hot water and space heating instead of central systems. The focus here is on domestic hot water 

circulation: The circulation required in multi-family home necessitates high setpoint temperatures in the storage 

tank. In addition, the ability to individually adjust setpoint temperatures for space heating also has a positive effect, 

as a single user cannot dictate inefficient operation for the entire building through high temperature demands. 

Keywords: Heat pump, domestic hot water recirculation, space heating, energy savings. 

 

 

1. Introduction 

Heat pumps are a key technology for supplying buildings with domestic hot water (DHW) and space heating (SH). 

They will play a key role in an energy transition in which the geographical distribution of energy sources will 

increasingly be based on electrical energy. Hot water and the provision of cooling will become increasingly 

important due to better insulation of buildings, increased comfort requirements and, last but not least, advancing 

climate change. The obvious solution is to supply space heating, hot water and cooling with one device and, as 

much as possible, with locally produced PV electricity. In view of this development, the challenges facing system 

suppliers today no longer lie solely in the design and construction of a heat pump unit, but increasingly in system 

integration and control. What is needed are compact system solutions that are able to provide heating while at the 

same time reacting flexibly to the supply of photovoltaic electricity or to tariff incentives for load shifting (demand 

side management). In this paper, a comparison is made between flexible decentralized heat pump heating systems 

and a centralized solution for a multi-family home, in order to be able to compare the advantages and 

disadvantages without the influence of special control strategies. 
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2. Procedure 

2.1 Boundary conditions 

A combination of building simulations using TRNSYS software and heat pump system calculations using 

spreadsheets was used to compare a centralized vs. decentralized heat pump systems in a multi-family home 

(MFH). 

The modeling of the building was done with "Type 56" in the software TRNSYS(Klein et al, 2017; SPF-OST, 

2021). It is a three-story renovated building consisting of six apartments: three on the east side and another three 

on the west side (Mojic et al., 2019). In the simulation model, the building is divided into eight thermal zones: six 

apartments, the basement, and the stairwell that connects to each apartment. Both, the internal loads of the 

apartments and the DHW demand are determined individually, with different occupant profiles. Details of the 

building and the load profiles are shown in Tab. 1. The occupant profiles are based on profiles from the tool 

loadprofilegenerator (Pflugradt, 2010). The naming of the profiles used is given in brackets. 

The city of Zurich was used as the location of the building. The total heat demand of each apartment as the sum 

of SH at ideal heating with set temperature 21 °C and DHW can be seen in Fig. 1. In total, the heat demand adds 

up to 50 MWh for SH and 17 MWh for DHW. 

 

 

Tab. 1: Details of the building and the residents.  

 West East 

3. Floor 148.9 m2 / 2 Persons (CHR55)(B) 167.8 m2 / 4 Persons (CHR18) 

2. Floor 148.9 m2 / 4 Persons (CHR27) 167.8 m2 / 2 Persons (CHS04) 

1. Floor 148.9 m2 / 2 Persons (CHR33) 167.8 m2 / 4 Persons (CHR44) 

Energy reference area 1'302 m2  

Net floor area 1'103 m2  

Specific heat demand 45 kWh/(m2.a)  

Shape factor(A) 1.3  

(A) Shape factor = thermal envelope divided by energy reference area 

(B) In brackets: Name of the household from the tool loadprofilegenerator. 

 

 

 

Fig. 1: Heat demand for SH and DHW per apartment. 
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2.2 Modelling and dimensioning of the heating systems 

Centralized heating system 

The main components of the centralized heating system are, in addition to the inverter-controlled 26 kW heat 

pump itself, two DHW tanks, each with a volume of 600 l, and a SH buffer tank with a capacity of 850 l. Fig. 2 

shows the hydraulic scheme of the system. A central pump supplies the space heat distributor from which the 

individual apartment units are supplied. Each apartment is equipped with a room-temperature controlled 

thermostatic valve. An overflow valve is integrated into the heating circuit system to keep the pressure constant 

and prevent the pump from working against closed valves. The domestic hot water distribution is kept warm by 

hot-water (circulation). 

It is worth mentioning that, in agreement with the Swiss standard SIA 385/1:2020 (“SIA 385/1: Anlagen für 

Trinkwarmwasser in Gebäuden - Grundlagen und Anforderungen,” 2020), the hot water recirculation is calculated 

with 60/55 °C in flow and return, with the corresponding effects on the set temperature in the DHW storage tank. 

Because of temperature limitations of the heat pump, part of the heat must be supplied directly electrically by an 

electric heating element in order to reach the required 60 °C. The flow and return setpoint temperatures for space 

heating at reference conditions are 35/30 °C. The actual flow temperature set point for each hour of the heating 

season is calculated based on a heating curve that takes into account the ambient outside air temperature. 

Additionally, 2 K have been added to the central supply flow temperature setpoint in order to compensate for 

losses. 

 

Fig. 2: Hydraulic scheme of the centralized heating system. 

The dimensioning of the heat pump for the central heating system was based on the heat demand of the building 

described above. The aim of the design was a model that can cover the heat demand with 2500 full load hours. 

The total space heating demand (including losses) in the building is about 58 MWh. Considering the full load 

hours of 2500 for the heat pump operation, the heat pump capacity is 23.1 kW. The Optiheat Inverta 17e model 

from CTA AG with an output of 25.6 kW at a compressor speed of 70 rps was selected as the basis for the 

calculations. The COP of this HP as a function of the condenser outlet temperature and the compressor speed is 

shown in Fig. 4 on the left. 

 

Decentralized systems 

The decentralized systems were modeled as compact units with integrated DHW storage tanks (220 l) and direct 

connection to space heating without a SH buffer tank. The set temperature in the DHW tank is 55°C (SIA 

385/1:2020 for systems without DHW recirculation), which can be achieved by the heat pump without the use of 

an electric heating element; the space heating curve can be set individually in each unit according to the 

preferences of the occupants and the heat loss rate of the apartment, which is higher for apartments just under the 

roof or in contact with the basement. 
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Fig. 3: Hydraulic scheme of a single decentralized unit.  

 

The parameterization of the heat pumps, that determines the heating capacity and electric power consumption, 

was done according to the Optiheat Inverta 4esr TWW model of the company CTA AG: The COP of this HP as 

a function of the condenser outlet temperature and the compressor speed is shown in Fig. 4 on the right. 

  

Fig. 4: COP of the central HP (left) and the decentralized HPs on the right as a function of condenser outlet temperature and 

compressor speed. 

 

 

2.3 Variation of room set temperatures 

A significant advantage of the decentralized systems is that different comfort requirements of the residents can 

also be served precisely. For example, a higher room temperature setpoint for one of the apartments on the upper 

floor does not lead to a general increase in the heating circuit flow temperature, since the other apartments can be 

served independently. Accordingly, it can be expected that the advantage of the decentralized systems will come 

into effect primarily when the demands on the room setpoint temperatures in the individual apartments differ 

significantly. 

To investigate the influence of the room setpoint temperatures on the results, Monte Carlo simulations were 

performed in which different setpoint temperatures for the individual apartments were randomly assumed in the 

range 21 - 25 °C (in one-degree increments).  

As described, the heating curve in the decentralized units was adjusted to the respective demand or the desired 

temperature, whereas the flow temperature supplied by the central system is determined by the apartment with the 

highest room setpoint temperature.  
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3. Results 

3.1 Comparison with Identical Room Temperature Setpoints 

Heat balance 

The heat balance of the different versions is shown in Fig. 5. The total heat demand for SH and DHW is identical. 

The variants differ only in the heat losses via the storage tanks and the distribution and/or circulation: 

Considering the DHW storage losses, two factors in particular have an influence. The six storage tanks together 

have a larger surface area than the two central storage tanks at a very similar storage volume. This fact leads to an 

increase of the DHW storage losses of the decentralized units. The temperature difference between the storage 

tanks and the environment speaks in favor of the smaller decentralized storage tanks: first, the temperature set 

point of the decentralized storage tanks is lower than in the central storage tanks, and second, they are located in 

a warmer environment. In the apartments the room temperature is 21°C, in the installation site of the central 

system a temperature of 15°C was assumed. In total, the heat losses of the six small DHW tanks are slightly higher 

than those of the two DHW tanks from the centralized system. 

In addition to the storage losses, there are thermal losses in the decentralized system due to the pipes for 

distribution and circulation that are kept warm. With 4650 kWh, these losses are approx. 70 % higher than the 

storage losses. 

The difference in the SH part is comparatively low. The storage tank losses of the buffer tank, that are small due 

to the small temperature difference to the ambient, and the losses for distribution of heat to the apartments amounts 

to approximately 3% of the heat demand. The decentralized systems have no losses at all, since they do not have 

a space heat storage and heat transfer from the pipes to the surrounding contributes to the heat the apartment and 

is therefore not lost. 

 

Fig. 5: Heat balance of the centralized / decentralized variants. 

 

Electricity demand 

Fig. 6 shows the total electric energy demand and the extra electric energy use that is needed for covering losses 

and inefficiencies (e.g. reduced COP of the heat pump or the use of electric heating elements instead of the heat 

pump at higher temperatures) for the centralized as well as for the decentralized system. 

With a target room temperature of 21 °C in each apartment, the decentralized systems could save 12 % of the 

electrical energy used for space heating. Looking at DHW preparation only, the total electricity savings of the 

decentralized systems compared to the centralized is 53 %, which is a result of lower temperature setpoint 

requirement for storage tanks of decentralized systems without recirculation (55 °C vs. 60 °C), and spared losses 

of the recirculation itself.  
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The total saving of electric energy in the presented case is 28 %. 

 

Fig. 6: Electricity demand to cover SH and DHW and the respective extra-electricity for covering losses and inefficiencies, for a 

centralized heating system compared to 6 decentralized systems. 

Performance factors 

The seasonal performance factors were calculated for different subsectors: for DHW, SH and for the total heat 

demand. In the case of the central system, Fig. 7 also lists the PF to cover the various losses. This illustrates above 

all the influence of the high temperature requirements of the circulation, which must be covered for the most part 

by heat provided directly electrically (supply 60 °C, return 55 °C). 

The resulting SPF of the decentralized system is finally 4.0, while the decentralized systems each achieve an SPF 

of approximately 5. 

 

                                                                                                                      

Fig. 7: Overall SPFs of the centralized and decentralized systems  
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3.2 Comparison with Individual Room Temperatures 

As described above, a variation of randomly selected room set temperatures was calculated to investigate the 

influence on the overall systems. Fig. 8 gives an overview on the room temperature setpoints (in the graphic on 

top) and the achieved savings in electric energy in total (middle) as well as the difference in subsectors (bottom). 

• The total savings differ between 25% and 31%.  

• The lowest savings compared to the central system are achieved in the case where the majority of 

apartments request a high set point temperature in the apartment units (Tset2).  

• The highest savings in percentage can be seen in the case, where the maximum set temperature in a single 

apartment is 23 °C. 

• The highest savings in total (kWh) can be seen in the case with the largest difference between the 

maximum and the median set temperature (Tset1). 

The difference in electricity consumption for DHW preparation is naturally very small, since the variation has no 

effect on the load to be covered. Nevertheless, there is a small difference to be seen. That is due to the influence 

of thermal losses: the higher the room set temperature, the lower the thermal losses of the distributed storage tanks. 

Since the storage losses were considered as passive gains in the apartment, this also changes the heat demand to 

be covered for space heating. Of course, the different room setpoint temperatures and also the interaction between 

the zones play a disproportionately larger role. 

 

 

 

 

 

Fig. 8: Set temperatures in the apartments and the achieved savings in electric energy. 
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4. Summary 

The comparison between a centralized and several decentralized heat pump systems clearly shows great 

advantages of the decentralized solutions, even in a purely demand controlled operation without taking PV 

electricity or swarm control into account.  

The savings in the base case with a room set temperature of 21 °C are 28 % in electric energy. The variation of 

room set temperatures revealed that the savings could increase up to 31 % when only one of the apartments 

demands a high room temperature. However, the largest share of the energy saved is due to the elimination of 

DHW circulation. 

 

 

5. Outlook 

In a next step, the possibilities of a swarm control of the decentralized units will be investigated with the aim of 

using PV electricity as efficiently as possible. Here, too, various advantages of the decentralized solution are 

expected: 

• The individual, power-controlled systems allow precise and finely graduated adjustment to the current 

PV yield. 

• The individual hot water tanks are not subject to the restrictions of circulation with its high flow 

temperature, which must be guaranteed at all times. This means the timing of recharging can be 

coordinated with the availability of PV electricity. 

• The individual systems allow individual decisions regarding the comfort criteria for room temperatures. 

In this way, it may be possible to better exploit the potential for storing heat in the thermal capacitance 

of the hydronic floor heating systems. 
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Abstract 

Hot water and space heating are increasingly being provided by photovoltaics in combination with heat pumps. 
In most cases, end user purchase tariffs for electric energy are significantly higher than feed-in tariffs for 
photovoltaic electricity. Therefore, increasing self-consumption of locally produced photovoltaic electricity 
makes economically sense, if a corresponding reduction of electric energy consumed from the grid can be 
achieved. At the same time, the self-consumption measures must not lead to a too high increase in system energy 
consumption, which also causes a strong reduction of PV feed-in. In this contribution it is shown that the 
optimization of thermal storage management by the heat pump is advantageous, while the use of electric heaters 
in order to heat the storage further when the heat pump has reached its maximum supply temperature generally 
leads not only to energetic inefficiency, but also to a financial loss for the end user or owner of the system. 

Keywords: Heat pump, domestic hot water, space heating, PV self-consumption, control, thermal storage 

 

1. Introduction 
With a change from cost-covering feed-in tariffs for photovoltaics (PV) to one-time subsidies and feed-in tariffs 
that are lower than the tariffs for electricity that is consumed from the grid, the optimization of self-consumption 
of PV electricity has become economically interesting. Domestic hot water (DHW) and space heating are 
increasingly being provided by photovoltaics in combination with heat pumps (HP). In combination with thermal 
storage for DHW only or for storage of DHW and space heat in so called stratified combi-tanks, optimal control 
for charging of these storages in order to achieve higher PV self-consumption and thereby less cost for electric 
energy that is purchased from the grid is an attractive and low-cost solution for the optimization of self-
consumption.  

PV-coupled residential HP systems and measures for increasing PV self-consumption have been analyzed by 
several authors during recent years. Battaglia et al. (2017) analyzed the potential for increasing the self-sufficiency 
by overheating a thermal energy storage (TES) with a PV-coupled air-source HP system in a simulation study for 
a single family house, reporting savings in grid electricity consumption of 11 % using a water TES. PV-coupled 
air-source HP systems in renovated single family buildings coupled with a radiator heating system were analyzed 
by Heinz and Rieberer (2021), using different rule-based control strategies for increasing the self-sufficiency. 
Thür et al. (2018) studied a PV-coupled ground-source HP and used thermally activated building systems and 
water TES together with a rule-based control. Toradmal et al. (2018) also used the thermal mass of the building 
and a water TES both for PV-coupled air- and ground-source HPs. The results of these two studies showed that 
the building itself can offer significant thermal storage capacity, avoiding an additional large TES. An additional 
possibility for significantly increasing self-consumption in PV-HP systems is to use a battery. This was also 
demonstrated in the above mentioned publications by Toradmal et al. (2018) and Battaglia et al. (2017). However, 
both studies state that a water TES is economically beneficial compared to batteries, which are significantly more 
expensive.  

It is important to note that energy storage comes along with energetic losses, and for the case of thermal storage 
with HPs, increasing the temperature of the thermal storage decreases the efficiency of the HP that is charging the 
storage. Thus, because of losses and inefficiencies of storage, the reduction of electric energy consumption from 
the grid is often quite lower than the increase of PV self-consumption and corresponding reduction of feed-in 
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suggests. 

Assuming self-consumption optimization that can be achieved by control only, for which no additional investment 
cost has to be accounted for, increasing self-consumption is only financially of interest if the net-cost of energy 
exchanged with the grid (NC, €/a) can be reduced: 

𝑁𝑁𝑁𝑁 =  𝐺𝐺𝑁𝑁 ∙ 𝐺𝐺𝐺𝐺 − 𝑃𝑃𝑃𝑃𝑃𝑃 ∙ 𝑃𝑃𝐺𝐺 (Eq. 1) 

where GC (kWh/a) is the annual consumption of electricity from the grid, GT (€/kWh) is the tariff for electricity 
consumed from the grid, PVF (kWh/a) is the locally produced electricity fed into the grid, and FT (€/kWh) is the 
corresponding feed-in tariff. (Eq. 2) shows the condition that must be met in order to reduce NC and to benefit 
financially from an increase of PV self-consumption. From this equation, it can be deduced that if the ratio of 
grid-tariff to feed-in-tariff is 2:1 (e.g. GT = 0.2 €/kWh, FT = 0.1 €/kWh), an increase of self-consumption is only 
economically interesting if the ratio of decrease of grid feed-in (Δ𝑃𝑃𝑃𝑃𝑃𝑃, equals increase of self-consumption) to 
the decrease of consumption from the grid is lower than 2:1: 

Δ𝑃𝑃𝑃𝑃𝑃𝑃
Δ𝐺𝐺𝑁𝑁

<
𝐺𝐺𝐺𝐺
𝑃𝑃𝐺𝐺

 (Eq. 2) 

2. Procedure 
This study was carried out for two types of systems, both based on an air-to-water HP. On the one hand, a DHW-
only system was considered and, on the other hand, a combi-system for DHW preparation and space heating. The 
most important assumptions concerning the two systems and the used boundary conditions are described in the 
following sections. 

2.1 Domestic hot water system 
System layout and simulation tool 

Domestic hot water systems with PV, HP and electric heater were simulated with an own developed code written 
in python. Figure 1 shows the relevant components and the hydraulic layout of the considered system, that contains 
a DHW storage tank that is charged via a heat exchanger and discharged directly, an air source HP, a PV field, 
household electricity consumption and a connection to the electricity grid. The developed python code calculates 
energy transfers and temperatures of the relevant system components based on quarter hourly timesteps for one 
year based on simplified efficiency assumptions that allow for fast calculation of a whole year within a few 
seconds. Different sizes have been assumed for the PV system that is always oriented south with an inclination of 
45°. PV yield (AC) was calculated based on the total irradiance on the collector plane and an average efficiency 
of 17% for the PV modules, losses for cables, soiling etc. of 7% and inverter efficiency of 94%.  

 

 
Figure 1: Hydraulic layout of the considered DHW system setup. 
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Heat pump model 

The COP of the HP is calculated as a fraction (𝜂𝜂ℎ𝑝𝑝 = 0.45) of the carnot efficiency (maximum possible efficiency) 
of a cycle, using the assumed evaporation (𝑡𝑡𝑒𝑒𝑒𝑒𝑒𝑒𝑝𝑝) and condensation (𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐) temperatures of the working fluid: 

𝑁𝑁𝐶𝐶𝑃𝑃ℎ𝑝𝑝 = 𝜂𝜂ℎ𝑝𝑝 ∙
𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + 273 𝐾𝐾

max�𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 − 𝑡𝑡𝑒𝑒𝑒𝑒𝑒𝑒𝑝𝑝 ,   𝛥𝛥𝑡𝑡𝑚𝑚𝑚𝑚𝑐𝑐�
 (Eq. 3) 

In order to avoid unrealistically low differences between the evaporation and the condensation temperature 
(𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 − 𝑡𝑡𝑒𝑒𝑒𝑒𝑒𝑒𝑝𝑝) a minimum temperature difference of 𝛥𝛥𝑡𝑡𝑚𝑚𝑚𝑚𝑐𝑐 = 5𝐾𝐾 was introduced. Evaporation and condensation 
temperatures differ from the temperatures of the heat source and the heat sink by the temperature difference needed 
for heat transfer through the heat exchanger, which was represented by (𝛥𝛥𝑡𝑡ℎ𝑝𝑝,ℎ𝑥𝑥 = 5𝐾𝐾). Due to reasons of 
simplicity, the same value was used here for the evaporator and for the condenser: 

𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 𝑡𝑡𝑐𝑐,𝑤𝑤𝑒𝑒𝑤𝑤,𝑚𝑚𝑐𝑐 + 𝛥𝛥𝑡𝑡ℎ𝑝𝑝,ℎ𝑥𝑥 (Eq. 4) 

𝑡𝑡𝑒𝑒𝑒𝑒𝑒𝑒𝑝𝑝 = 𝑡𝑡𝑒𝑒,𝑒𝑒𝑚𝑚𝑎𝑎,𝑚𝑚𝑐𝑐 − 𝛥𝛥𝑡𝑡ℎ𝑝𝑝,ℎ𝑥𝑥 (Eq. 5) 

In the case of the condenser, the inlet temperature 𝑡𝑡𝑐𝑐,𝑤𝑤𝑒𝑒𝑤𝑤,𝑚𝑚𝑐𝑐 is again higher than the temperature in the DHW storage 
while charging because of the heat exchanger that transfers heat from the condenser water loop to the DHW of 
the storage tank (Δ𝑡𝑡𝑇𝑇𝑇𝑇𝑇𝑇,ℎ𝑥𝑥 = 5 K): 

𝑡𝑡𝑐𝑐,𝑤𝑤𝑒𝑒𝑤𝑤,𝑚𝑚𝑐𝑐 = 𝑡𝑡𝑇𝑇𝑇𝑇𝑇𝑇,𝑐𝑐ℎ𝑒𝑒𝑎𝑎𝑎𝑎𝑒𝑒 + Δ𝑡𝑡𝑇𝑇𝑇𝑇𝑇𝑇,ℎ𝑥𝑥 (Eq. 6) 

The temperature 𝑡𝑡𝑇𝑇𝑇𝑇𝑇𝑇,𝑐𝑐ℎ𝑒𝑒𝑎𝑎𝑎𝑎𝑒𝑒 is taken as the average of the corresponding TES zone(s) over the timestep of 
charging. Nominal capacity of the HP (𝑄𝑄ℎ𝑝𝑝,𝑐𝑐𝑐𝑐𝑚𝑚) was assumed to be 10 kW and not varied (no power modulation 
and no dependency on temperatures). 

TES model 

The thermal storage tank is simulated as a two-zone model with sharp thermocline. Hence there is only two volume 
elements and corresponding temperatures in the tank. During HP charging, it is assumed that first the lower 
volume (𝑡𝑡𝐷𝐷𝐷𝐷𝐷𝐷,𝑙𝑙𝑐𝑐𝑤𝑤) is heated until it reaches the upper volume’s temperature (𝑡𝑡𝐷𝐷𝐷𝐷𝐷𝐷,𝑢𝑢𝑝𝑝), and then both volumes are 
heated uniformly to the required set temperature. Discharging is carried out by volume displacement, i.e. the upper 
volume of the TES decreases and the lower increases by an amount that leads to the discharged energy that 
corresponds to the DHW tapping profile. This kind of discharge simulation corresponds to a perfectly stratifying 
discharge process. Consequently, inefficiencies due to fluid mixing in the tank are not simulated directly, but 
included in the term Δ𝑡𝑡𝑇𝑇𝑇𝑇𝑇𝑇,ℎ𝑥𝑥 that is used to express the increase in HP delivery temperatures caused by heat 
exchange AND ineffiencies due to unperfect temperature stratification as a lumped factor. 

Electric heater 

The electric heater is assumed to have a maximum power of 𝑃𝑃𝑒𝑒𝑙𝑙𝑎𝑎𝑐𝑐𝑐𝑐,𝑚𝑚𝑒𝑒𝑥𝑥 = 5 𝑘𝑘𝑘𝑘 and is power modulating, i.e. it 
will never consume more electricity than would be fed to the grid if the heater was not switched on: 

𝑃𝑃𝑒𝑒𝑙𝑙𝑎𝑎𝑐𝑐𝑐𝑐 = min(max�𝑃𝑃𝑒𝑒𝑙𝑙,𝑃𝑃𝑃𝑃,𝑒𝑒𝑐𝑐 − 𝑃𝑃𝑒𝑒𝑙𝑙,ℎℎ , 0� ,𝑃𝑃𝑒𝑒𝑙𝑙𝑎𝑎𝑐𝑐𝑐𝑐 ,𝑚𝑚𝑒𝑒𝑥𝑥) (Eq. 7) 

Additionally, the electric heater operation was limited to times after 2 p.m., i.e. after the time-window for TES 
charging by the HP. 

Boundary conditions 

The climate used for the simulation was based on weather data from Zurich, a test reference year developed by 
SPF (CCT climatic data described in Haller et al. 2013), with an annual average of the outdoor temperature of 
9.1 °C and solar radiation of 1111 kWh/(m²a) on the horizontal. 

The tap profile for DHW as well as the household electricity demand was based on the reference multifamily 
building profiles described by Mojic et al. (2019), that are based on the software LoadProfileGenerator V.8 
(Pflugrath 2016, https://www.loadprofilegenerator.de). For a single household, the total DHW consumption and 
household electricity of the multifamily building with six apartments was divided by six, leading to an annual 
consumption of 2’935 kWh/a for DHW (heat) and of 3’288 kWh/a for household electricity. 
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Control 

The HP was set to charge the storage after midday from noon to 2 p.m. to 55 °C. Additionally, if the TES volume 
above the thermocline was lower than a threshold needed for supplying a quarter hour peak demand (maximum 
quarter hourly demand of the year), then the HP was allowed to recharge the TES also outside the given time 
window up to a level that allows for serving the quarter hourly demand at all times. The electric heater was run 
exclusively with PV electricity and only after 14:00 (i.e. after the time window of HP charging) and up to a 
temperature of 60 °C. Other maximum temperatures for electric heater charging were tested but did not lead to 
significantly different results (i.e. only to results that are worse than the one shown from an economic point of 
view). For this reason, results with other end-temperatures for the electric heater are not shown for the DHW 
system. 

 

2.2 Combi-system for space heating and DHW 
System layout and simulation tool 

For the analysis of the combi-system, a detailed TRNSYS system model was used. The model was established in 
previous work and described in more detail in (Heinz et al., 2020) and (Heinz and Rieberer, 2021).  

The considered system consists of an air-to-water HP with speed-controlled compressor, a thermal energy storage 
(TES), a so-called combi-tank, a PV-system and an electric heater in the flow line of the HP, as shown Figure 2. 
The HP is connected to the TES, which was considered with two different volumes of 0.5 and 1 m³. The heat 
losses of the TES were assumed with efficiency class B according to (EC, 2013). Using three-way-valves, the HP 
can charge either the DHW zone of the TES via the two connections on the top or the space heating zone via the 
lower connections. The TES is connected to the HP in parallel to the space heating system. This means, when the 
store is being charged for space heating by the HP, some of the flow will go via the space heating distribution 
loop and the rest will go through the store. The proportions depend on the current operating conditions (current 
flow) of the space heating loop. DHW preparation is done via a freshwater station (external plate heat exchanger) 
to a temperature of 45 °C. The PV system is considered in three different sizes (4, 7 and 10 kWp), oriented to the 
south and with an inclination of 45°. 

 
Figure 2: Hydraulic layout of the considered combi-system for space heating and DHW. 

Boundary conditions 

The system was implemented in a single family residential building with a gross floor area of 185 m², based on 
the statistical average living space per person in Austria of 45.3 m² per person (Statista, 2020) and a four-person-
household. The wall structures were chosen on the basis of Austrian building typologies that were defined in the 
European project TABULA (2014). The basis was a “usual renovation“ scenario of a building with the according 
wall structures, as defined in TABULA for the age class 1961-1980. Using this data, a detailed building model 
with one thermal zone was developed in TRNSYS Type 56. The resulting space heating demand is 10’700 kWh/a 
in the climate of Zurich, with an annual average of the outdoor temperature of 9.1 °C, heating degree days of 
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3’553 Kd/a and solar radiation of 1’111 kWh/(m²a) on the horizontal. The heat emission system was considered 
in two variants, on the one hand radiators with design flow/return temperatures of 56/48 °C, and on the other hand 
a floor heating system (design flow/return 35/30 °C). 

The tap profile for DHW was taken from the FP7 project MacSheep, with details described in (Bales et al., 2015). 
A realistic DHW profile was chosen with a two-minute time step with many variations in flow rates. The profile 
was derived for a family of four people with the software DHWcalc (Jordan and Vajen, 2012), which is based on 
the theory described in (Weiss, 2003). It uses statistical probabilities of different types of discharge and their flow 
rates and duration. The total heat demand for DHW of the used profile is 3’038 kWh/a. 

For the household electricity a detailed annual profile with a time resolution of one minute was created for a four-
person-household (both parents employed, two school-aged children) with the software LoadProfileGenerator 
(Pflugrath 2016, https://www.loadprofilegenerator.de). This profile has a total electricity consumption of 
3’058 kWh/a. 

Control 

Normal charging with the HP: If there is no (or not enough) PV excess yield (as described in the next paragraph), 
the HP begins to charge the DHW zone of the TES if tDHW < 45 °C (sensor position in Figure 2) and stops, when 
tDHW > 55 °C. The DHW zone is charged only in a time window from 12:00 to 14:00, in order to shift HP charging 
into times of available PV electricity. In order to ensure comfort, an “emergency charging” is started if tDHW drops 
below 40 °C outside of the foreseen time window. The space heating zone is charged, if tSH,on < tfl and stopped 
when tSH,off > tfl + 2 K, where tfl is the set space heating flow temperature depending on the ambient temperature. 
During DHW charging, the compressor is operated constantly with 75 % of the maximum speed. In space heating 
operation, the compressor speed is adapted via a PI-controller in order to reach the set flow temperature tfl at the 
outlet of the condenser.  

Overcharging with the HP: Whenever the available PV excess yield is higher than 0.7 kW, the system is switched 
to “overcharging mode”. This means that the DHW zone and the space heating zone (only within the heating 
season) of the TES are both heated to higher set temperatures. Due to the operational limits of the used compressor, 
overheating is done dependent on the ambient temperature to max. 60 °C when tamb > 5 °C and to 56 °C at 
tamb ≤ 5 °C. Overcharging is stopped when either the TES temperature reaches this temperature limit or PV excess 
drops below a threshold of 0.6 kW. During overcharging, the speed of the compressor is adapted in order to match 
the electricity consumption of the HP to the available PV excess electricity (considering the speed limitations of 
the used compressor). The aim is to make maximum use of the PV yield and to draw as little energy as possible 
from the grid.  

Overcharging with the electric heater: In case of enough available PV excess yield (as described in the last 
paragraph) the maximum temperature that can be achieved by overcharging with the HP is limited. In this case, 
the electric heater can be used for additional overheating to higher temperatures. It is assumed to be operated only 
if the TES has already been heated to the max. possible temperature by the HP. The lower part of the storage 
(space heating zone) is only overcharged with the electric heater during the heating season. In order to study the 
effect on the results, additional overcharging was done to different max. temperature levels of 65, 75 and 85 °C. 
In addition, to limit the overheating by the electric heater to a reasonable temperature level based on the demand, 
a simple predictive control was implemented in the simulation. The aim here was to overheat only in order to be 
able to bridge the next night without having to activate the HP. For this purpose, an (ideal) forecast of the outdoor 
temperature for the period from 18:00 to 6:00 of the next night was used. This variant is referred to as demand 
oriented overheating "topt" in section 3.2. 

2.3 Key performance indicators 
Self-consumption ratio (𝐸𝐸𝑃𝑃𝑃𝑃,𝑠𝑠𝑒𝑒𝑙𝑙𝑠𝑠/𝐸𝐸𝑃𝑃𝑃𝑃 , -) and degree of self-sufficiency (𝑆𝑆𝑆𝑆 = 𝐸𝐸𝑃𝑃𝑃𝑃,𝑠𝑠𝑒𝑒𝑙𝑙𝑠𝑠/𝐸𝐸𝑤𝑤𝑐𝑐𝑤𝑤𝑒𝑒𝑙𝑙, -) are often used as 
key performance indicators for PV self-consumption strategies. However, SC and SS are not suitable for system 
optimization since they tend to optimize towards inefficient systems. For this reason, neither SC nor SS will be 
used in this contribution, but the share of grid consumption (SGC) will be used instead: 

𝑆𝑆𝐺𝐺𝑁𝑁 = (𝐸𝐸𝑤𝑤𝑐𝑐𝑤𝑤𝑒𝑒𝑙𝑙 − 𝐸𝐸𝑃𝑃𝑃𝑃,𝑠𝑠𝑒𝑒𝑙𝑙𝑠𝑠)/𝐸𝐸𝑤𝑤𝑐𝑐𝑤𝑤𝑒𝑒𝑙𝑙,𝑎𝑎𝑒𝑒𝑠𝑠 (Eq. 8) 
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In this equation, Etotal,ref refers to the total electric consumption of the system without additional self-consumption 
measures, and Etotal refers to the total electric consumption for the system under investigation, i.e. with the 
corresponding self-consumption measures. 

In order to generalize the result and make them applicable to a wide range of systems, for the DHW system the 
size of the PV system is given as PV production ratio (PVratio): 

𝑃𝑃𝑃𝑃𝑎𝑎𝑒𝑒𝑤𝑤𝑚𝑚𝑐𝑐 = 𝐸𝐸𝑃𝑃𝑃𝑃/𝐸𝐸𝑤𝑤𝑐𝑐𝑤𝑤𝑒𝑒𝑙𝑙  (Eq. 9) 

where EPV (kWh) is the electric energy (AC) produced by the PV system. 

3. Results 
3.1 Domestic hot water systems 
Figure 3 shows the reduction of the share of grid consumption (SGC) for a typical household with a standard 
DHW demand, depending on the size of the installed PV system. The red curve is valid for “systems without 
DHW HP” as well as for systems with a DHW HP that is allowed to charge randomly at any time of the day. It is 
to be noted that “systems without DHW HP” refers to systems where 𝐸𝐸𝑤𝑤𝑐𝑐𝑤𝑤𝑒𝑒𝑙𝑙  as well as 𝐸𝐸𝑤𝑤𝑐𝑐𝑤𝑤𝑒𝑒𝑙𝑙,𝑎𝑎𝑒𝑒𝑠𝑠 includes only 
household electricity consumption, i.e. it excludes energy used for DHW or for space heating, whereas systems 
with DHW HP refers to systems where 𝐸𝐸𝑤𝑤𝑐𝑐𝑤𝑤𝑒𝑒𝑙𝑙  as well as 𝐸𝐸𝑤𝑤𝑐𝑐𝑤𝑤𝑒𝑒𝑙𝑙,𝑎𝑎𝑒𝑒𝑠𝑠 includes electricity used for DHW preparation 
by a HP. Consequently, a particular point of the red curve, e.g. where PVratio = 1.0, corresponds to quite different 
values for 𝐸𝐸𝑤𝑤𝑐𝑐𝑤𝑤𝑒𝑒𝑙𝑙  and as 𝐸𝐸𝑤𝑤𝑐𝑐𝑤𝑤𝑒𝑒𝑙𝑙,𝑎𝑎𝑒𝑒𝑠𝑠, depending on the question whether DHW preparation is included or not, and 
hence also the size of the PV system that corresponds to this PVratio is different for the two systems. Furthermore, 
the same set of curves can be used for a single home or for a multifamily building, since the size of the required 
PV system to reach a certain PV production ratio just scales with the size of the electricity demand of the object. 

 
Figure 3: Share of total electric energy consumption covered by the grid as a function of the PV size (PV production ratio) for 
systems with different DHW demand and charging strategies. 

The other curves are valid for normal (grey), low (yellow) or high (green) DHW demand in combination with a 
HP that is only allowed to charge the storage after midday, i.e. from 12:00 to 14:00. Low DHW demand was 
assumed to be 50% of the normal, high demand 200% of the normal DHW demand of 2’935 kWh/a for a single 
apartment or living unit. Also here, the same curves can be applied for single as well as for multi-family buildings, 
following the same rules as described above. If results are generalized in this way, then normal, low and high 
DHW demand correspond to a ratio of DHW demand (QDHW,dem) to household electricity consumption (Pel,hh) as 
shown in Table 1. 
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Table 1: General ratio of DHW demand and household electricity represented by the curves in Figure 3. 

 
curve color 

DHW demand 
label general ratio QDHW,dem/Pel,hh QDHW,dem for given example 

grey normal 0.89 2’935 kWh/a 
yellow low 0.45 1’468 kWh/a 
green high 1.78 5’870 kWh/a 

 

Results so far have not included the use of an electric heater in order to charge more energy into the DHW storage, 
and thereby increase PV self-consumption, after the HP has charged the storage (i.e. after 14:00 when the time 
window for HP charging ends) for cases where there is still a surplus of locally produced PV electricity available. 
Figure 4 shows the increase of PV self-consumption that is achieved for the investigated system by using an 
electric heater after 14:00 (i.e. after the time-window where the HP charges) in order to increase the storage tank 
temperature from 55 °C to 60 °C, for cases where the storage volume at 55 °C is able to cover 100% of the average 
daily heat demand. Obviously, this kind of control leads to a significant increase of PV self-consumption, i.e. also 
to an equal amount of reduction of PV electricity that is fed to the grid and reimbursed according to the feed-in 
tariff. With other words, there is a loss of income for the owner from the reduction of PV feed-in. The thinking 
behind this kind of control is that while the self-consumption increases, the amount of energy purchased from the 
grid decreases and thus there is a reduction of cost for energy purchased from the grid that compensates for the 
loss of income from feeding in. 

 
Figure 4: Increase of PV self-consumption achieved by heating the storage from 55 °C to 60 °C with an electric heater after HP 
charging (i.e. after 14:00), whenever sufficient PV electricity is available, for storage sizes that covers 100% of the average daily 
DHW demand when heated at 55 °C. 

Figure 5 shows for different sizes of storage volumes (different colors) and different sizes of PV systems (size of 
PV system increases from left to right for each set of values) the reduction of electricity that is purchased from 
the grid (y-axis) together with the reduction PV energy fed into the grid (equals increase of self-consumption). 
Strikingly, for all data points the achieved reduction of grid purchase differs substantially from the increase in self 
consumption or decrease of feed-in, with reduction of feed-in generally being 3.5 to 5 times higher than the 
corresponding reduction of grid purchase. This means that only if the ratio between the purchase tariff and the 
feed-in tariff is 3.5 to 5 or higher, an economic benefit can be achieved for this consumer or owner of the system. 

A typical current situation in Switzerland is a ratio of tariffs of approximately 2:1 (e.g. 0.2 €/kWh for purchase 
and 0.1 €/kWh for feed-in). For this case, heating with an electric heater from 55 °C to 60 °C with PV electricity, 
after the HP has reached the required hygienic temperature of 55 °C, leads to financial losses. For a DHW storage 
that is sized to cover only 50% of the average daily DHW demand, i.e. the storage must be charged several times 
a day, the minimum ratio of tariffs above which the electric heater does not lead to a financial loss is between 3:1 
and 4:1. If the DHW storage is sized to cover the average daily DHW demand (100%), the ratio must be higher 
than 5:1. With other words: if the purchase tariff is 0.2 €/kWh, feed-in tariff must be lower than 0.04 €/kWh before 
an economic advantage can possibly result from the electric heater.  
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Figure 5: Reduction of electricity from the grid, depending on reduction of PV feed-in, achieved by heating the storage from 55 °C 
to 60 °C with an electric heater after HP charging (i.e. after 14:00), whenever sufficient PV electricity is available, for storage sizes 
that cover 50%, 66% or 100% of the average daily DHW demand. 

3.2 Combi-system 
For the combi-system, the results for the share of grid consumption (SGC) are shown for all simulated variants in 
Figure 6. As expected, SGC is decreasing with increasing PV size and increasing storage volume. Compared to 
the reference system (Ref), where overheating of the TES is only done with the HP, SGC can be improved 
(=decreased) by additional overcharging with the electric heater. The extent of the improvement depends on the 
available storage volume and the max. temperature to which the el. heater is allowed to overheat the TES. Higher 
temperatures allow a stronger decrease in grid consumption and, therefore, SGC. However, the reduction in SGC 
is only a few percent at most. For the system with a radiator heating system (Figure 6, right) the reduction is higher 
than for the floor heating system. This is due to the lower storage capacity available for overheating with the HP 
with higher space heating temperatures, which leads to higher savings in grid consumption if additional storage 
capacity is activated with the electric heater. Moreover, the difference in COP between heat provision by the HP 
and the electric heater (COP ~ 1) is lower for the radiator system due to higher heat sink temperatures. 

 
Figure 6: Share of grid consumption (SGC) as a function of the PV size for heating the TES from 60 °C to different max. 
temperatures (e.g. “t 75” means max. electrical overheating to 75 °C) with an electric heater after HP charging; storage sizes 0.5 
and 1 m³, PV sizes 4, 7 and 10 kWp; “Ref” is the reference system without additional electric overheating. 

Monthly and annual electric energy balances of three system variants with 7 kWp of PV, a TES volume of 1 m³ 
and the radiator heating system are shown in Figure 7. The top-most figure shows the reference system with 
overheating of the TES by the HP only. Here, there is also a very small amount of electric heating in the winter 
months, which is only due to the HP not being able to operate at very low ambient temperatures. If the electric 
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heater is used with max. overheating to 75 °C (Figure 7, centre), heat provision from the electric heater increases 
to 1’931 kWh. This increases the total el. consumption of the system from 5’697 kWh to 7’064 kWh. While the 
consumption from the grid decreases by only 59 kWh compared to the reference system, the feed-in of PV 
electricity decreases strongly by 1’426 kWh. It is quite obvious from the results in Figure 7 (centre) that with this 
strategy a lot of overheating occurs during the warmer transitional period. Here, a lot of PV yield is available, but 
on the other hand there is only a small heat demand.  

 

 

 
Figure 7: Monthly (left) and annual (right) energy balance of the combi-system with radiator heating system, 7 kWp of PV and a 
TES volume of 1 m³; Top: no additional overheating with electric heater (Ref); Centre: overheating to max. 75 °C; Bottom: demand 
oriented overheating (“topt”)  
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Therefore, the demand oriented overheating strategy (“topt”) was implemented (see section 2.2), with the results 
shown on the bottom of Figure 7. Using this strategy, heat provision by the electric heater is reduced mostly during 
the transitional period, where the heat demand is low. The consumption of the electric heater decreases to 573 kWh 
and the overall system consumption to 6’039 kWh. Compared to the reference system, overall grid consumption 
is reduced by 52 kWh and PV feed-in by 394 kWh. These results are more promising than with max. overheating 
to 75 °C. However, with a significantly higher reduction of the feed-in compared to the grid consumption, the 
question remains, if there can be an economic benefit compared to the reference system.  

This is addressed in Figure 8, in the same way as before for the DHW-only system in section 3.1 (Figure 5). The 
results show, that, due to the strong increase in system electricity consumption and a very high reduction of feed-
in, for most considered configurations the ratio of tariffs has to be higher than 20:1 in order to achieve a financial 
benefit compared to overcharging with the HP only. Some of the simulated configurations even show a slight 
increase in grid consumption of a few kWh. With a radiator heating system, the results are better than with a floor 
heating system (Figure 8, left vs. right) for the same reasons as discussed for Figure 7. The different max. 
temperatures used for the electric heater show a massive reduction of PV feed-in with increasing temperatures 
due to increased PV self-consumption and system electricity consumption. However, increasing the temperature 
can nevertheless lead to a better (but still bad) financial result (e.g. “t 65” vs. “t 75” in Figure 8 left). The best 
results of all variants with additional electric overheating are achieved with the demand-oriented optimized control 
(“topt”). However, e.g. with radiator heating, a TES volume of 1 m³ and 7 kWp of PV, still a tariff ratio of 7.5:1 or 
higher is necessary to achieve a financial benefit. Thus, considering current tariffs, no configuration could be 
found in which the additional use of electric heating could economically compete with using only the HP to 
optimize PV self-consumption. 

 
Figure 8: Reduction of electricity from the grid, depending on reduction of PV feed-in, achieved by heating the storage from 60 °C 
to different max. temperatures (e.g. “t 75” means max. electrical overheating to 75 °C) with an electric-heater after HP charging; 
storage sizes 0.5 and 1 m³, PV sizes 4, 7 and 10 kWp (PV size increases from left to right).  

4. Summary and Outlook 
Hot water and space heating are increasingly being provided by photovoltaics in combination with heat pumps. 
Due to PV feed-in tariffs being quite lower than the grid purchase tariffs of electricity in many countries or regions, 
an increase of PV self-consumption and decrease of grid purchase can be achieved by letting the heat pump operate 
more than usual and use PV electricity instead of feeding it to the grid. Since in this case the momentary heat 
generation is higher than the demand, heat is stored either in a technical thermal storage or in the thermal mass of 
the building itself. Thus, thermal storages reduce the need of electrochemical batteries that could be used with the 
same goal. When thermal storages are charged with a heat pump, the efficiency of the heat pump is generally 
decreasing with increasing state of charge, since condenser temperatures increase in parallel to the temperatures 
of the heat storage. However, despite this loss of efficiency, the use of thermal storage in combination with heat 
pumps to optimize self-consumption, when properly done, is of economic benefit and interest for the end-user. 
This has been shown e.g. by Battaglia et al. (2017), Thür et al. (2018), and Heinz and Rieberer (2021), and is also 
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confirmed by the work presented in this publication. 

The simulations of the two systems that are presented in this article were carried out with two different simulation 
tools and different experts carrying out the simulations independently from each other. It has to be mentioned that 
the assumptions concerning the maximum temperature to which the heat pump is able to heat the storage (55 °C 
in the study for the DHW-only system and 60 °C in case of the combi-system) were different. This may have 
some influence on the results, but an adjustment of the assumptions would probably not change the basic statement 
and conclusions of this work. While some might criticize the approach of merging results from two different 
studies that were carried out independently, it may also be seen as an advantage, since it leads to more robust 
conclusions where they match between the two studies. Results are less prone to be influenced by specifics of a 
tool or a team or expert’s influence on the settings and parameterizations used.  

While the optimization of thermal storage management by the HP has been shown clearly to be advantageous 
already before, this work also presents results on the additional use of an electric heaters for increasing the PV 
self-consumption. The electric heater is used to heat DHW-only storages or combi-storages for DHW and space 
heating further, after the heat pump has charged the storage to the maximum temperature it is capable of, and 
locally produced PV electricity is still available in abundance. This mode of operation is tempting, since self-
consumption of PV electricity can be increased substantially, which was confirmed by our results. However, 
results also show that while self-consumption increases, grid-purchase does not decrease nearly in the same way. 
For DHW systems the decrease of grid purchased energy stayed 3.5 to more than 5 times lower than the increase 
of PV self-consumption. For the combined DHW and space heating systems the ratio between increase of PV self-
consumption and decrease of grid-consumption was more than 7.5 for systems with radiators for space heating, 
and more than 20 for most systems with low temperature floor heating. One of the reasons for this is the fact that 
the electric heater is, depending on the temperatures needed, 3-6 times less efficient than the heat pump. Thus, it 
is hardly imaginable that the ratios between the increase of PV self-consumed and the decrease of grid purchased 
energy is lower than 3, even if the electric heater consumes only PV electricity and the heat pump would have had 
to provide this heat exclusively using electricity from the grid. However, in many cases also the heat pump could 
have provided this heat – at a later time when storage temperatures have dropped again - using PV electricity. 
This is e.g. the case for a DHW storage tank that has been charged by the heat pump at mid-day and is then able 
to cover the demand of 24 hours if the next day is again a sunny day. In this case, the use of an electric heater after 
heat pump charging on day one does not lead to any reduction of grid purchased energy, but only to an increase 
of PV self-consumption. An increase of PV self-consumption is at the same time a decrease of PV feed-in by the 
same amount. If there would have been a financial reimbursement for the PV feed-in, the use of the electric heater 
is a financial loss for the owner, even if the heater and its control were for free. If additional CAPEX cost must be 
accounted for the electric heater and its control, the result will be even worse from an economic point of view. 

Finally, it can be stated that for the current situation in Austria and Switzerland, where PV feed-in tariffs are in 
most cases about 2 to 3 times lower than the tariffs for grid purchase of electricity, the operation of an electric 
heater after heat pump operation that reaches the hygienic temperature, cannot be recommended due to its 
inefficiency and the resulting financial loss for the owner. Only when feed-in tariffs are 3.5 – 5 times lower (DHW 
system) or 7.5 – 20 times lower (combi-system) than the grid purchase tariffs, our results show a potential financial 
benefit for the owner. However, even in the unlikely cases where the owner could profit financially, the question 
must be raised whether this kind of inefficient use of PV electricity is beneficial from a socio-economic point of 
view, since there is likely more efficient and more meaningful use for this renewable energy in the neighborhood 
or in the country’s energy system.  
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Abstract 

Photovoltaic Thermal solar panels (PVT) are an interesting technology that converts solar energy into both 

electricity and heat in only one unit. This technology improves the conversion process efficiency of solar energy 

and optimizes the occupied area on the roof. PVT can be used as a heat source for heat pumps (H.P.), and the 

system can provide both space heating and domestic hot water efficiently and environmentally. Additionally, the 

electricity produced from PVT can be consumed directly by the heat pump system. The given paper presents a 

numerical study based on the characteristics of PVT and its effect on the system's performance. Transient 

simulations are performed with TRNSYS using a variable speed heat pump. Results show that, for the same 

number of installed PVT, the most influencing parameter is the first order heat losses coefficient (b1) compared 

to the optical efficiency (η0) of PVT, and system performance is improved when b1 increases. For instance, with 

20 PVT, the SPF is increased from 1,96 to 3,67 when the b1 is increased from 5 to 35 (while the η0 constant and 

equal to 50%). The numerical study presented herein is beneficial to design an efficient PVT dedicated to being 

coupled with heat pumps based on ratios combining costs and system performances. 

Keywords: hybrid solar collectors (PVT), heat pump (H.P.), numerical simulations 

1. Introduction 

Hybrid solar panels, also known as Photovoltaic-Thermal collectors (PVT), supply heat and electricity 

simultaneously when exposed to sunlight. This technology improves solar energy conversion efficiency while 

optimizing the occupied area on the roof. Indeed, with similar dimensions to a photovoltaic panel, PVT can 

produce more than 2 times the total energy over the year. A real opportunity to use the produced energy of PVT 

efficiently all over the year is to combine them with brine/water heat pumps, as illustrated in figure 1. This 

attractive combination significantly improves the system performance by feeding the evaporator with the 

produced heat and covering part of the electrical consumption with the produced electricity. It allows using solar 

heat to provide space heating and domestic hot water for any residential building; however, buildings with higher 

heating demand require a more extensive PVT area.  

Studying PVT-HP systems has attracted much attention during the last decade. Bai et al. (2012) have analyzed 

the performance of a PVT-HP system for sports center hot water production using TRNSYS. They showed that 

the achieved coefficient of performance is 4.11 in Hong Kong, with 66 % of the fraction of energy savings. In 

other cities in France, the obtained COP is more than 4.3, and the fraction of energy savings is more than 67%. 

Abu-Rumman et al. (2020) have established a PVT-Ground source heat pump (GSHP) system model using 

TRNSYS software to study the system performance enhancement. They showed that the average coefficient of 

performance of the HPs increased from 4.6 to 6.2 with a decrement of electricity consumption by more than 25%. 

In addition, they showed that such a system could reduce the photovoltaic panels' temperature by more than 20 °C, 

and improve the efficiency of electricity production by 9.5%. Chhugani et al. (2020) have investigated a system 

coupling unglazed liquid-based PVT collectors and heat pumps by means of yearly dynamic simulations in 

TRNSYS for space heating and domestic hot water. They showed that when PVT is used as a single heat source 

for heat pumps, the system efficiency is significantly increased and can be used as an alternative to an air source 

heat pump. Also achieved seasonal performance factors (SPF) are 3.18 and 3.49 (considering the electrical self-

consumption of the HP) for the location of Zurich (Switzerland) with cold winters and warm summers. Del Amo 

et al. (2019) have analyzed the performance of a solar-assisted heat pump fed by PVT collectors using a validated 

TRNSYS model in Zaragoza (Spain). The obtained results show that the annual COP is 4.62 and that 67.6% of 

the PV yearly total production is directly consumed by the HP (37.8% of total electrical consumption of the HP). 

International Solar Energy Society EuroSun2022 Proceedings

 

© 2022. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientiic Committee
doi:10.18086/eurosun.2022.08.06 Available at http://proceedings.ises.org768



 

 

Fig. 1: System combining PVT modules with brine/water heat pumps 

 

In order to reach the climate targets set by the European Commission for 2050, among other projects, the 

SunHorizon project, funded by the European Union's Horizon 2020 Research and Innovation Programme, has 

initiated in 2018. It aims to demonstrate the benefits in terms of GHG emissions and primary energy savings of 

the combination of PVT and HP for heating and cooling applications through eight European pilot sites (Chèze, 

2021; Scotton et al., 2019). The main results show that more than 40% of GHG emissions and primary energy are 

saved compared to conventional systems. In a similar way, the « IntegraTE » European project, initiated in 

December 2019, aims to bring the PVT-HP system closer to the general public through five lighthouse projects. 

Main results show that PVT offers additional potential in addition to their capacity as an electricity source: they 

can provide HP with heat all year at a temperature level that improves system performances (Helmling et al., 

2021).  

However, many questions are still not answered about this system's design and sizing of PVT. This is the main 

reason behind the present study aiming to provide numerical results on the effect of the number and the 

characteristics of the used PVT on the performance of the PVT-HP system used for heating and domestic hot 

water needs. A variable speed HP is considered, and PVT are used alone to feed the evaporator directly with no 

intermediate tank. Simulations are carried out using the dynamic simulation software TRNSYS. In the following 

sections, the methodology used and the main assumptions are defined, and the obtained main results are discussed. 

2. Methodology 

The numerical simulations are performed using software TRNSYS v17.01.0028, where several models, so-called 

TRNSYS types were assembled to form and simulate the complete system. The PVT model for simulation (Type 

203) was developed by the Institute of Solar Energy Research in Hamelin and validated for standard unglazed 

PVT collectors (Stegmann et al., 2011). The corresponding hydraulic diagram is shown in Fig. 2. PVT are used 

as a single heat source of the HP feeding directly the evaporator with no intermediate water tank. They are also 

connected to the bottom of the tank via an external exchanger. This loop is used for the PVT defrosting process; 

direct solar heating of the tank is not simulated here.  

Simulations are performed for a single-family house SFH 45 located in Strasbourg (France) where the average 

outdoor temperature is 11 °C. The floor area of the building is 140 m2 with a floor heating demand of approx. 42.5 

kWh/(m2a), with a one-minute weather data file from Meteonorm 8. Detailed building boundary conditions of this 

building are explained in (Dott et al., 2013). On the sink side, a hot water tank of 560 L is used for domestic hot 

water preparation and space heating.  
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Fig. 2: Hydraulic diagram of the system with direct coupling system of PVT-HP 

Fig. 2 shows the simulated PVT to heat pump configuration; the PVT collector works as the only heat source for 

the heat pump until the PVT outlet temperature falls below -12 °C. In the summer, if the PVT temperature is 

higher than the buffer storage tank, the heat pump is off then PVT heat is used directly to the storage tank. A 

brine-water inverter heat pump has been used with thermal power of 9.1 kW and a COP of 4.13 at B0/W35. 

Erreur ! Source du renvoi introuvable. shows the characteristic curve of the simulated variable speed heat 

pump. 

 
Fig. 3: Coefficient of performance (y-axis) for different evaporator inlet temperatures (x-axis) and condenser 

outlet temperatures (blue 35 °C, green 45 °C, yellow 55 °C) for three different compressor speeds 

An electrical backup heater of 6 kW is used and located in the flow pipe of the heat pump. This heater takes over 

the charging of the storage tank when the temperature at the evaporator inlet at the heat pump drops below -12 °C. 

For the heat pump modelling, TRNSYS type 401 was used. A mixing valve is used at the evaporator inlet of the 

heat pump to protect from high temperatures coming from solar fields, and the maximum allowable temperature 

is 25 °C.  
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Fig. 4: Domestic hot water demand (DHW) of the building  

The domestic hot water consumption is 145 L/d at 45 °C (2141 kWh/year), and water is tapped at 45 °C according 

to the daily DHW tap profile shown in Fig. 4. 

In order to investigate and quantify the impact of PVT on system performance, different PVT collectors have been 

simulated and compared. The simulated collector parameters are presented below in Table 1. The unglazed PVT 

collector is liquid-based, with each module having 400 Wp of nominal power and 1.875 m2 of area. In the PVT- 

heat pump systems, if the PVT collector temperature on cold days falls below the dew point of the air, then 

condensation (dew point > 0 °C) or frosting (dew point < 0 °C) occurs. The formation of frost reveals latent heat 

but inhibits the convection and irradiation gains. The required amount of heat for melting the frost depends 

furthermore on the PVT design. Now, there is no model to describe and simulate these effects accurately; however, 

defrosting is simulated as suggested in Chhugani et al. (2020) to reduce the uncertainty of TRNSYS type 203 for 

extreme conditions. Defrosting takes place when the following conditions meet, if the ambient air and dew point 

temperatures are below 0 °C, the heat pump is not running for at least 20 minutes, and still PVT collector 

temperature remains below -3 °C (frost point), then defrosting of PVT takes place and it stops once the temperature 

of the collector reaches 2 °C again.  

Tab. 1: PVT characteristics  

η0 [-]: optical efficiency  0.35 0.35 0.5 0.5 0.5 0.65 0.65 

b1 [W/m2.K]: first order heat losses coefficient 5 20 5 20 35 20 35 

b2 [J/m³.K]: efficiency coefficient 0 

bu [s/m]: efficiency coefficient (in terms of wind) 0 

Number of PVT [-] 12 ; 20  ; 28 

3. Results 

3.1. Simulations without defrosting 

For each number of PVT (N_PVT), seven simulations are performed with different η0 (optical efficiency) and b1 

(first order heat losses coefficient), whereas the efficiency coefficient b2 and the efficiency coefficient (in terms 

of wind) bu are considered zero. Table 2 provides the obtained results for the case without defrosting. Q_eva, 

Q_cond and Q_backup stand for the annual thermal energy absorbed by the evaporator of the HP (which is 

produced by solar collectors), the thermal energy produced by the HP condenser (transferred to the water tank and 

then used for the house space heating and domestic hot water) and the produced thermal energy by the electrical 

heater, respectively. E_HP and E_pump stand for the annual electrical consumption of the heat pump (including 

the compressor and the evaporator pump) and the annual electrical consumption of the condenser pump, 

respectively.  
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Tab. 2: PVT-HP system results without defrosting  

N_PVT [-]  η0 [-] b1 

[W/m2.K] 

Q_eva 

[kWh] 

Q_cond 

[kWh] 

E_HP 

[kWh] 

E_pump 

[kWh] 

Q_backup 

[kWh] 

SPF [-] 

12 0.35 5 3683 4922 1285 55.5 3652 1.61 

12 0.35 20 5848 7832 2060 50.4 751 2.80 

12 0.5 5 3598 4789 1236 56.2 3783 1.58 

12 0.5 20 5786 7746 2033 50.4 833 2.75 

12 0.5 35 6364 8461 2180 49.2 124 3.41 

12 0.65 20 5770 7715 2019 50.4 862 2.74 

12 0.65 35 6366 8461 2178 49.3 124 3.41 

20 0.35 5 4622 6132 1567 53.0 2434 1.98 

20 0.35 20 6386 8449 2145 49.3 142 3.43 

20 0.5 5 4575 6049 1531 53.5 2511 1.96 

20 0.5 20 6355 8406 2132 49.3 180 3.40 

20 0.5 35 6538 8590 2136 49.0 0 3.67 

20 0.65 20 6328 8360 2113 49.4 230 3.35 

20 0.65 35 6537 8589 2136 49.0 0 3.67 

28 0.35 5 5270 6966 1761 51.3 1587 2.36 

28 0.35 20 6509 8554 2129 49.0 31 3.63 

28 0.5 5 5114 6734 1683 51.8 1818 2.26 

28 0.5 20 6505 8555 2132 49.0 31 3.62 

28 0.5 35 6574 8590 2101 48.9 0 3.73 

28 0.65 20 6507 8546 2121 49.1 46 3.62 

28 0.65 35 6575 8593 2102 49.0 0 3.73 

 

For the evaluation of the system performance, the SPFSHP is considered according to IEA Task - 44 SHP boundary 

conditions and explained in Malenković et al. (2012), which is the ratio between the annual heat delivered by the 

system (for space heating and domestic hot water) and the electrical energy consumed by the system (the 

compressor, evaporator and condenser pumps, the electrical heater and the defrosting pump). The formula is given 

by the following equation: 

 

𝑆𝑃𝐹 =
∫(�̇�𝑆𝐻+�̇�𝐷𝐻𝑊)𝑑𝑡

∫(�̇�𝐻𝑃+�̇�𝑝𝑢𝑚𝑝+�̇�𝑏𝑎𝑐𝑘𝑢𝑝+�̇�𝑑𝑒𝑓𝑟𝑜𝑠𝑡𝑖𝑛𝑔)
   (eq. 1) 

It is worth noting here that the consumed PVT electricity directly by the heating system is not subtracted from the 

electrical consumption of the system. Only the thermal performance is calculated here, even if it is well known 

that this self-consumption of PVT electricity could enhance the system's performance. 

Figures 5 to 7 illustrate the results obtained by variation of PVT panels 12, 20 and 28. E_system stands for the 

electrical energy consumed by the whole system. For all simulations, the system covers both space heating and 

domestic hot water demands; when the HP reaches its operation limits, the electrical heater takes over the charging 

of the storage tank.  

When figures 5 to 7 are compared, the results show that no matter the PVT characteristics; η0 (optical efficiency) 

and b1 (first order heat losses coefficient), the system performance is enhanced when the number of PVT panels 

increases: the total heat absorbed by the evaporator increases and the total electrical energy consumed by the 

system decreases. This is normal and expected; however, this has a significant impact on solar installation. It 
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requires a higher initial cost for the additional PVTs, and more roof area for these PVTs to be installed. Moreover, 

the effect of the increased number of PVT is more significant for the least efficient PVT. This effect is less 

noticeable for the PVT with higher characteristics. This can also be explained by the limited heat consumption of 

the house. 

When the obtained results of each figure (the same number of PVT) are compared, one common thing that can be 

presumed is that the system performance is highly influenced by b1, and the η0 has almost no effect on the solar 

produced heat and the consumed electricity of the whole system. This means that PVT is not required to be 

efficient in converting solar radiations into heat (high optical efficiency η0), but it should work as an 

environmental heat exchanger with a higher heat loss coefficient (b1). There are several reasons behind this; firstly, 

the PVT operation temperature is often less than the ambient temperature during colder winter days or at night; 

hence, high heat exchange to the ambient air is very beneficial. The calculated average temperature during the 

running time in PVT for all performed simulations is about -0,61 °C. Secondly, the heat demand is higher during 

cold winters so that during periods in which the solar radiations are very low or null, an optically performant PVT 

would behave in the same manner as a non-performant one. The third specific reason is the hydraulic system 

configuration: the direct heating of the water tank by PVT is not considered, and no buffer storage tank between 

the PVT and the evaporator of the HP is integrated.  

Moreover, it is noticed that the system performance enhancement is more significant between the smallest and the 

moderated heat loss coefficients (from b1: 5 to b1: 20 W/m²K) than between the moderated and the largest ones 

(from b1: 20 to b1: 35 W/m²K). This means that a moderated heat loss coefficient (here b1: 20 W/m²K) is sufficient 

for a PVT – heat pump operation. The moderated heat loss coefficient can be obtained by choosing a very 

conductive material and by improving the design of the heat exchanger on the back side PVT by adding fins, for 

instance. These could lead to significantly higher costs for one PVT. We believe these results are more beneficial 

when converted into ratios considering the manufacturing cost of one PVT.  

 

Fig. 5: Simulation results with 12 PVT 
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Fig. 6: Simulation results with 20 PVT 

 

 

 

Fig. 7: Simulation results with 28 PVT 

 

 

3.2. Simulations with defrosting 

This sub-section provides the numerical results with defrosting process considered (table 3). When compared to 

the results of table 2 (without defrosting), it is commonly seen that for the same case (same number and 

characteristics of PVT), the seasonal performance factor of the system with defrosting is slightly lower than the 

system without defrosting. In some cases (the first one in the tables, for instance), in which the energy consumed 

by the electrical heater is lower with defrosting, the results show that the energy needed to defrost the PVT is 

higher than the difference between the needed energy consumed by the backup to take over the heating of the 

water tank. For other cases (the cases with 20 PVT and optical efficiency of 0.5, for instance), it is seen that even 

if the PVT is defrosted, the electric heater can consume more energy than the cases without defrosting 

deteriorating the system seasonal performance (the difference is noticeable more with lower b1 (5 W/m²K) than 

the moderate/higher b1). It proves that for the same η0 (here is 0.5), higher heat loss coefficients play an essential 

role in efficient PVT – HP operation and can make a very robust system.  
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Tab. 3: PVT-HP system results with defrosting  

N_PVT 

[-]  

η0 [-] b1 

[W/m2.K] 

Q_eva 

[kWh] 

Q_cond 

[kWh] 

E_HP 

[kWh] 

E_pump 

[kWh] 

Q_backup 

[kWh] 

Q_defrost 

[kWh] 

SPF 

[-] 

12 0.35 5 3900 5213 1361 58.4 3783 -420.19 1.54 

12 0.35 20 5960 7981 2098 51.6 806 -208.47 2.71 

12 0.5 5 3779 5018 1286 58.5 3971 -417.12 1.51 

12 0.5 20 5902 7894 2068 51.7 902 -215.37 2.65 

12 0.5 35 6442 8565 2207 50.1 159 -139.51 3.31 

12 0.65 20 5924 7923 2074 51.9 886 -229.98 2.66 

12 0.65 35 6432 8552 2203 50.1 168 -134.18 3.31 

20 0.35 5 4871 6458 1648 55.8 2572 -463.30 1.87 

20 0.35 20 6472 8563 2173 50.3 200 -174.43 3.30 

20 0.5 5 4740 6254 1573 56.4 2800 -485.55 1.81 

20 0.5 20 6469 8556 2169 50.5 232 -198.30 3.27 

20 0.5 35 6647 8737 2176 49.9 0 -145.73 3.60 

20 0.65 20 6456 8536 2162 50.7 262 -211.07 3.23 

20 0.65 35 6647 8738 2177 49.9 0 -149.37 3.59 

28 0.35 5 5375 7081 1773 54.4 1935 -452.73 2.12 

28 0.35 20 6644 8739 2180 50.1 29 -178.38 3.54 

28 0.5 5 5209 6832 1688 55.0 2197 -466.12 2.03 

28 0.5 20 6653 8753 2183 50.2 31 -193.79 3.53 

28 0.5 35 6689 8747 2145 49.9 0 -156.17 3.64 

28 0.65 20 6663 8755 2176 50.4 56 -220.11 3.50 

28 0.65 35 6688 8751 2149 49.9 0 -161.95 3.64 

 

As mentioned before, the reason for implementing defrosting in simulations is that frost is a very common 

phenomenon with PVT-heat pump operation, as explained in Chhugani et al. (2020). The ice formation on the 

collector field hinders the heat transport from the ambient to the collector, and this occurs when PVT operates 

under extreme conditions (heat pump running continuously, no direct sunshine for many days), which can be 

reduced by higher heat loss coefficient. It is also worth mentioning that the defrosting phenomenon requires the 

installation of an extra hydraulic circuit with a heat exchanger and a pump. In addition, the water tank needs to be 

upgraded with one extra heat exchanger. All of these have an extra cost to be added to the system.  

4. Conclusion 

The present paper focuses on the energy system combining hybrid solar panels (PVT) and heat pumps (HP) to 

provide both space heating and domestic hot water needs. It presents a numerical study investigating the effect of 

PVT characteristics and numbers on the system's performance. Transient simulations are performed using 

TRNSYS for a single-family house located in Strasbourg (France).  

The obtained results showed that the PVT characteristics and number are crucial on the system annual 

performances which vary between 1.5 and 3.7. They also showed that no matter the PVT characteristics; η0 (optical 

efficiency) and b1 (first order heat losses coefficient), the system performance is enhanced when the number of 

PVT panels increases. however, this has a significant impact on solar installation cost. When the same number of 

PVT is considered, the system performance is shown to be highly influenced by b1, and the η0 has almost no effect 

on the solar produced heat and the consumed electricity of the whole system. Therefore the involved PVT is not 
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required to be efficient in converting solar radiations into heat (high η0), but it should work as an environmental 

heat exchanger with a higher heat loss coefficient (b1).  

Simulations with PVT defrosting process considered showed that the system performance is detorierated 

compared with simulations without defrosting. This is explained by the extra consumed thermal energy by the 

system to defrost PVT. However, these results are more realistic since the implemented model, like others, is not 

able to correctly simulate the variation of the convective heat transfer coefficient of the PVT with the air when 

frost is produced which is still a very complex topic. The energy needed to defrost PVT compensates losses in the 

convective heat coefficient of the PVT. 
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Abstract 

A solar energy based pilot system located in Athens, Greece, is examined experimentally for covering hot water 

demand. The system consists of a heat pump with vapor injection coupled with low concentrating stationary PVT 

collectors in a flexible configuration. The produced heat of the collectors is delivered to the hot water tank directly 

covering the demand with the heat pump operating as an air-source unit and supporting the charging when its 

temperature gets below 45 oC. This work examines the performance and the capacity of the system with two different 

draw-off profiles (medium and large) based on EU standard EN16147:2017 simulated by an electronic valve with a 

constant water mass flow rate and a pre-defined time schedule during the day. Tests have been conducted for both 

profiles during summer days with the aim to evaluate the system performance in terms of heat balances and net 

electricity consumption once considering the power production of the PVT collectors as well. 

Keywords: Heat pump, PVT collector, residential building, domestic hot water, tapping profile 

 

1. Introduction 

The total required energy for space heating (SH) and domestic hot water (DHW) is estimated to more than 20% of 

the entire energy demand in EU28 buildings (Bertoldi et al., 2018). According to Pezzuto et al. (Pezzutto et al., 2019), 

over 85% of the total energy (about 3315 TWh/y) is provided for space heating while about 600 TWh/y is used for 

DHW needs. Also, 84% of the total energy demand for space heating and DHW production is covered by fossil fuels 

(e.g. gas boilers) while only 16% from renewable energy sources (Galindo Marina et al., 2016). At the same time, 

the European council has set 4 key milestones within the 2030 framework for climate and energy including a 40% 

cut in greenhouse gas (GHG) emissions compared to 1990 levels, such as at least a 32% share of renewables (Bertoldi 

et al., 2018). As a result, the adoption of renewable energy solutions in the building sector is getting more than crucial 

in order these targets to be achieved. 

Several regulations and policies that have been into force have led to the decrease of space heating demand through 

actions such as building insulation and energy management advancements. On the other hand, the domestic hot water 

demand remains about the same (Guo and Goumba, 2018). Additionally, the DHW preparation is something strongly 

behavioral related to the occupants that requires consideration of both the energy system and the draw-off profile, 

which affects the energy consumption and consequently the performance and efficiency of the systems (Zhou et al., 

2022). Thus, the relevant objective is formed to introduce higher efficiency systems combining also renewable energy 

sources and to consider the effect of draw-off profile variation to the system operation. 

The use of solar energy is one of the most promising renewable energy sources to meet the needs for heating and 

DHW with wide use. The benefits are mainly related to the significant reduction of operational costs especially 

during mid-seasons and summer due to the adequate amounts of solar irradiation which eliminates the operation of 

typical boilers during those periods (Tian et al., 2019). On the other hand, solar collectors can only provide hot water 

when irradiation is sufficient emerging the need of integrating thermal storage and auxiliary systems in order to 

ensure that heat is delivered when needed. A promising auxiliary heating system is a heat pump whose use is 

increasing because it combines high efficiency, flexibility in integration with renewables, and reduced final energy 

consumption, especially when it is supplied with low temperature heat instead of ambient air (Pilou et al., 2021). 

Additionally, many efforts are on-going to decrease the carbon footprint of heat pump systems especially by 

employing new low global warming potential (GWP) refrigerants such as natural refrigerants like carbon dioxide 
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(R744), propane (R290), and new generation hydrofluoroolefins (HFOs) (Meramveliotakis et al., 2022, 2021). 

Air-source heat pumps for DHW production have a large potential and much research has been done to explore it. 

The main interest focuses on methods to enhance the system performance (expressed through the coefficient of 

performance – COP) and capacity, with vapor injection technique (Li et al., 2022) introducing significant 

improvements, especially in cold climates. At the same time, decreasing the GWP of the heat pump system is a 

crucial objective and for that natural refrigerants such as CO2 or CO2/Ammonia (Ju et al., 2018) blends are examined. 

A more efficient alternative is the solar-assisted heat pump (SAHP) which combines solar thermal collectors and a 

heat pump in a single configuration to meet DHW demand (Sun et al., 2015). The operation and performance of 

SAHP systems have been studied both numerically (Sterling and Collins, 2012) and experimentally (Panaras et al., 

2014) resulting to significant energy savings compared to fired heaters (Panaras et al., 2013). Another study (Long 

et al., 2021) investigated a hybrid solar hot water and air source heat pump flexible system allowing in series, parallel 

and preheating type connection of solar water for hot water heating. The results showed that the external conditions 

(ambient temperature and solar irradiation) play an important role in the overall performance and the combined 

heating system showed 8.4%, 7.1% and 15.8% better seasonal performance compared to the parallel, in series and 

preheating systems as single units. 

By further advancing the SAHP configuration, the solar collectors can be replaced by hybrid photovoltaic thermal 

(PVT) collectors that produce both heat and electricity (Lämmle et al., 2017). This concept increases the solar energy 

utilization compared to separate PV and solar thermal systems (Vaishak and Bhale, 2019). Pilou et al. (Pilou et al., 

2022) investigated numerically the integration of PVT collectors, multi-source heat pump and ground heat exchanger 

in office buildings for cold (Copenhagen) and hot (Athens) climates pointing out a high COP of the heat pump (about 

4.2 for winter in Athens and 3.8 for winter in Copenhagen) with also high share of renewables reaching values over 

75% for Athens and 50% for Copenhagen. 

Based on the above, a coupling of a dual-source heat pump (air or water) with PVT collectors as part of a pilot system 

located in Athens, Greece, is examined. The system design allows exploiting all the produced PVT heat by either 

directly charging the DHW tank or charging a separate tank at a low temperature which acts as the heat source to the 

heat pump, for increasing its COP (Buker and Riffat, 2016). In this study, the performance of the air-source only 

system is investigated experimentally with the high temperature heat production of the PVT charging a tank to cover 

hot water demand whereas the heat pump is the auxiliary system to support the heat production. The system is tested 

under two taping water profiles according to the EN16147:2017 standard for water-heaters, corresponding to the 

“M” (Medium) and “L” (Large) profile of the standard. 

2. System description 

2.1. Experimental Setup 

The experimental setup consists of a solar assisted heat pump with a heating capacity of 15 kW initially designed for 

heating, cooling and DHW production. The main system components are highlighted in Fig. 1 including the PVT 

collectors for producing heat and electricity and the heat pump providing either cooling or heating via reversing its 

thermodynamic cycle with the use of 4-way valves. 

  

Fig. 1: The main components of the experimental setup. (a) Heat pump and DHW tank inside the control room, (b) Outdoor 

installation highlighting the PVT collectors, air source evaporator and auxiliary units 

The schematic diagram of the complete experimental setup is shown in Fig. 2, with the main interest focused on 

(a) (b) 
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DHW production, while the system components which are not in operation are illustrated with gray transparent color 

(mainly the solar buffer tank that is charged by the collectors and enables the solar-assisted heat pump operation). 

The heat pump is working only with ambient air as heat source (evaporator side) while the hot side (condenser) is 

delivering the produced heat to the DHW tank through a closed loop water circuit. Additionally, the same tank is 

connected with 4 PVT collectors installed in series by two, achieving a parallel integration between solar circuit and 

heat pump. 

 

Fig. 2: Schematic diagram of the solar assisted heat pump integrated with the DHW water tank 

2.2. Heat pump 

The heat pump is equipped with a Copeland ZH13KVE scroll compressor initially provided for R407C with 11.7 

m3/h displacement at 50 Hz. The compressor is intended for heating applications equipped with an economizer port 

to allow vapor injection operation. The refrigerant is the HFO blend R454C with a low GWP of 148, zero ozone 

depletion potential (ODP) and was selected due to its similar properties to R407C and its performance was initially 

assessed with the use of a validated heat pump model in EES software (Kosmadakis et al., 2020). The total charge is 

5 kg of refrigerant and a receiver with a volume of 1.5 lt has been placed after the condenser to account for changes 

in the operating conditions. All three plate heat exchangers (HEX) (Fig. 2) are manufactured by SWEP with some 

over-surfacing to ensure the performance of the heat exchanger is kept at desirable levels even during dynamic 

operation. Also, a custom-made fin and tube air heat exchanger is included, with 55.47 m2 total exchange surface 

and capacity of 21.77 kW. The selection of either air or water source evaporator is attained by adjusting the flow 

direction of an electronic 3-way valve installed at the refrigerant circuit, and thus generating two different options 

for the working fluid accordingly. In this work, this valve always directs the refrigerant flow through the air source 

evaporator. 

In the heat pump configuration, a vapor injection circuit (VI) is also implemented to enhance its performance and 

increase the system’s capacity (Kwon et al., 2017; Tello-Oquendo et al., 2019). The injection mass flow rate is 

adjusted by an electronic expansion valve placed at the economizer line, with a fixed superheat of 7 K. A part of the 

main flow is expanded to an intermediate pressure and then directed to the economizer to be evaporated by the liquid 

flow. The vapour then enters the compressor and is mixed with the compressed vapour, resulting to a lower superheat 

of the mixture. The main liquid flow of the refrigerant passes through the main electronic expansion valve also with 

a fixed superheat of 7 K and then enters the air source evaporator and finally to the compressor suction, closing the 

cycle. Tab. 1 shows the main components of the heat pump. 
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Tab. 1: Main components of the heat pump 

Component Type Description 

Copeland ZH13KVE Scroll compressor with VI port 11.70 m3/h displacement at 50 Hz 

SWEP B80Hx30/1P Plate heat exchanger 
30 plates with 1.68 m2 of total heat transfer area 

for both evaporator and condenser 

SWEP B5THx34/1P Plate heat exchanger 
34 plates with 0.384 m2 of total heat transfer area 

for the economizer 

Danfoss T2/TE2 134 Electronic expansion valve 
Expansion valve for vapor injection circuit with 7 

K adjusted superheat 

Parker Sporlan ODF ST 

SEI-1-10-S  
Electronic expansion valve Main expansion valve with 7 K adjusted superheat 

Custom made air fan 

coil 
Fin and tube heat exchanger 

4 circuits, with 3 rows (16 tubes/row) with a total 

surface of 55.47 m2 

OCS, type 

RV1CC130X250 
Refrigerant receiver Volume of 3.0 lt, design pressure 32 bar 

RANCO, V10-

314120200 
4-way valve 

Nominal capacity of 35 kW, for switching heating 

and cooling mode 

Castel 6690M/7A6 3-way valve For switching water and air source evaporator 

 

2.3. PVT collectors 

The PVT collector of the pilot system includes a low-concentration (concentration factor 1.5) stationary parabolic 

reflector with an improved design for increasing the incidence angle modifiers (IAMs) over a large range of incident 

angles. The solar irradiation is concentrated onto an aluminium absorber that carries on both upper and bottom side 

PV cells laminated with a highly transparent and electrically insulating silicone. The upper side operates exactly as 

a standard PV module, while the bottom side receives the concentrated solar radiation from the reflector. Also, a 

glazed protection is installed and the supporting housing of the collector is made of plastic and metal compounds. 

The cooling medium in the PVT solar circuit is a water/glycol (Tyfocor L) mixture with 40% by volume 

concentration of glycol, including also anticorrosive additives to protect the aluminium receiver. The produced heat 

is delivered through stainless steel piping to the DHW tank with an immersed heat exchanger with a total surface of 

1.7 m2. The total area of each PVT collector is 2.31 x 0.955 m (2.15 m2) and its thermal and electrical capacity is 

1250 and 250 W respectively at standard conditions. The experimental setup consists of 4 collectors placed with 31o 

tilt and south orientation (zero azimuth angle), connected in series by two (due to the expected pressure drop in each 

collector) creating two parallel loops. The flow rate of each loop is calculated with the use of a typical specific flow 

rate of 0.02 lt/m2s, resulting to about 155 lt/h per loop and 310 lt/h in total. Furthermore, as depicted in Fig. 1, the 

solar circuit is equipped with a Wilo circulating pump, type Para 25-130/7-50, and a heat rejection dry cooler system 

with a capacity of 5 kW to protect the collectors from over-heating. 

2.4. Domestic hot water tank 

The experimental setup includes a 300 liters capacity water tank for domestic hot water preparation. The tap water 

is heated and then discharged (open type). A controllable valve is placed at the water inlet with an on-off functionality 

based on a tapping profile. Temperature sensors are installed at the inlet and outlet of the tank to measure the cold 

and hot water temperatures as well as a flow rate meter. In addition, temperature sensors are placed in available slots 

at different heights of the tank. The PVT collectors charge the bottom part, while the heat pump the upper one. This 

results to a strong stratification and therefore this tank is placed vertically as it is shown in Fig. 2. The DHW tank 

includes two immersed heat exchangers (spiral coils) made of stainless steel 316L, one for the solar circuit and 

another for the tap water. Furthermore, the design of the tank includes also a Grundfos water pump to recirculate the 

tap water and achieve the defined supply temperature for domestic hot water, which is defined at 45 oC at all times. 

2.5. Measuring instruments and their accuracy 

Various sensors are installed for measuring temperatures, pressures and flow rates at different positions of the pilot 

system. All the measurements are collected every one minute by a PLC unit which acts both as control device of the 
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heat pump and as a data logger by implementing additional analog to digital communication cards with analog inputs 

from various sensors. The selected PLC is the Mitsubishi FX5U-32MR-ES with 16 digital inputs and 16 digital 

outputs and two integrated channels with analog input and 1 analog output. Concerning the heat pump configuration, 

there are 3 pressure and 12 temperature sensors (8 for the refrigerant and 4 for the water lines). The power 

consumption of the heat pump (three-phase) and the power production of the collectors (single-phase, AC side) is 

recorded by two power meters. Additionally, two pyranometers are used to measure total and diffuse solar irradiation 

in order to provide a direct evaluation of the PVT collectors performance. With the use of the above sensors it is 

possible to process the measured data and calculate the thermal flows of all components, the electricity consumption 

and production as well as performance and efficiency indicators. The list of sensors is given in Tab. 2, providing 

their type, accuracy and measured property. 

Tab. 2: List of sensors in the pilot system with their accuracy 

Property Sensor type Accuracy Quantity Description 

Temperature 

Pt100 3-wire, 

with transducer 

(4-20 mA) 

<0.1 K 18 

Temperature of water, brine and 

refrigerant calibrated in the range of 0-

100 oC for water and -20 – +80 oC for 

refrigerant  

Temperature NTC, 2-wire 0.1 K 2 

Temperatures of the refrigerant at the 

outlet of evaporator and economizer for 

superheat control  

Outdoor 

temperature 

Pt100, 4-wire 

with radiation 

shield 

<0.4 K 1 

Outdoor temperature for evaluating PVT 

collector performance and air-source 

operation of the heat pump 

Pressure 

Pressure 

transmitter 

ESCP-MIT1 

0.25% of FS 3 

0-10 bar for the evaporator and 

economizer lines, 0-30 bar for the 

condenser line 

Flow rate 

Electromagnetic 

flow rate meter 

with ModBus 

<0.5% of 

measured 

value 

4 

Flow rate of DHW profile, solar brine 

and water flow in the evaporator and 

condenser 

Electricity 

Power meter 

with current 

transformers 

and ModBus 

<0.2% of 

measured 

value 

2 

Electricity consumption of the heat pump 

and all auxiliaries. Electricity production 

of the PVT collectors (total). 

Total solar 

irradiation 

Pyranometer 

with ModBus 
<5 W/m2 1 

Total solar radiation on the collector’s 

surface (mounted on one collector with 

the same tilt and azimuth) 

Diffuse solar 

irradiation 

Pyranometer 

with shadow 

ring with analog 

signal 0-20 mV 

<10 Wm2 1 

Diffuse radiation with shadow ring 

blocking the direct irradiation to the 

sensor 

 

3. Experimental Design and performance calculations 

3.1. Experimental procedure and DHW profiles 

The experimental procedure is structured in a way to examine the performance of the pilot system in terms of DHW 

production. For that reason, the sub-system that includes the heat pump (air-source operation) – PVT collectors – 

DHW tank was evaluated under two test series performed using two different taping profiles (different daily loads) 

in two consecutive summer days (30 and 31 of July 2022) at the facilities of the National Center of Scientific Research 

“Demokritos” in Athens, Greece. Each experiment lasted for 24 hours in order to obtain the daily behavior of the 

system. Also, prior to the experimental procedure, the system has been operated for at least 2 days in order to 

minimize temperature fluctuations aiming to initialize the measuring conditions exactly as a typical operational day 

and to avoid taking into account fewer or more thermal loads. The DHW profile is pre-defined according to the 

 
G. Meramveliotakis et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

781



 

EN16147:2017 standard for water heaters, hot water storage appliances, and water heating systems (“Directive 

2009/125/EC”). This standard defines a 24-h tapping cycle with a draw temperature and variable flow rate leading 

to the calculation of a total thermal energy demand per day. Taking into consideration the monthly average tap water 

temperature, the average daily thermal energy demand has a seasonal variation during the months with higher values 

in the winter (lower tap water temperature) and lower values in the spring and summer. According to this standard, 

the “M” (Medium profile – Day 1) and “L” (Large profile – Day 2) profiles have been selected and the average daily 

demand has been calculated as 4.68 kWh for “M” and 9.34 kWh for “L” profile during July. In order to integrate the 

two DHW profiles into the system operation, the hourly based DHW demand in kWh needs to be converted into an 

integral number which represents the opening time in minutes of an on-off electronic valve (constant water flow rate) 

placed at the inlet piping of DHW flow (Fig. 1). As a result, the two tapping profiles have been converted into valve 

opening time profiles with a flow rate of 0.355 m3/h estimated with a best-fit procedure in order to achieve very close 

agreement with the standard’s defined profiles. Both the tapping profiles of the standard and the time-dependent 

profiles of the electronic valve are depicted in Fig. 3.  

 

Fig. 3: DHW demand with “M” and “L” profiles of the EN16147:2017 standard and converted electronic valve opening profiles 

3.2. Performance calculations 

In this section, the basic performance indicators are presented. Concerning the heat pump evaluation, its capacity 

Q̇cond is identified from the measured data (Eq. 1) while the system’s COP is calculated with Eq. 2. 

Q̇cond=ṁw,cond∙cpw,cond∙(Tw,cond,out-Tw,cond,in)        (eq. 1) 

COP=
Q̇cond

Pelec,tot
           (eq. 2) 

ṁw,cond (kg/s) is the water mass flow at the condenser calculated from water flow measurements, cp (kJ/kg·K) is the 

heat capacity at constant pressure and T (K) the temperature at specific conditions.  

Regarding the PVT collectors, the heat production is identified via Eq. 3 while the produced electricity (PPVT) is 

directly measured by the power meter. The collector’s thermal and electrical efficiency is determined by Eqs. 4 and 

5 while the total heat and electrical production is estimated by integrating the 1 – minute values over the whole day 

operation.  

Q̇th,PVT=ṁbr,PVT∙cpbr,PVT ∙(Τbr,PVT,out-Τbr,PVT,in)        (eq. 3) 

nth,PVT=
Q̇th,PVT

It,total∗𝐴𝑐𝑜𝑙,𝑡𝑜𝑡
          (eq. 4) 

nel,PVT=
𝑃𝑃𝑉𝑇

It,total∗𝐴𝑐𝑜𝑙,𝑡𝑜𝑡
          (eq. 5) 

where It,total (kW/m2) is the total solar irradiation οn the titled collector surface and Acol,tot the total surface of the 4 

PVT collectors. 

For DHW tank calculations, the heating load Q̇w,DHW is determined by Eq. 6, while the total daily need for domestic 

hot water Qw,DHW in kWh is calculated by the integral of Eq. 7. 

Q̇w,DHW=ṁw,DHW∙cpw,DHW∙(Τw,DHW,out-Τw,DHW,in)       (eq. 6) 
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Qw,DHW=
∫ Q̇w,DHW∙dt

60
          (eq. 7) 

where the differential dt refers to the 1 – minute intervals while the value 60 is used for converting minutes to hours. 

3.3. Uncertainty analysis 

The propagation of sensors accuracies through the calculated properties is identified according to (Meramveliotakis 

et al., 2022) with the systematic error ε of a given calculated value y estimated by Eq. 8. 

εy=√∑ (
∂y

∂xi
)
2

εxi
2

i            (eq. 8) 

where εχi is the uncertainty of the independent variables and 
𝜕𝑦

𝜕𝑥𝑖
 the partial derivative of the y function with respect 

to every independent variable xi. 

4. Results and Discussion 

4.1. Ambient conditions on reference days 

According to the previous analysis, the experiments took place at 30-31 of July 2022 in Athens. The Day 1 refers to 

the “M” DHW profile while the Day 2 to the “L” one. The ambient conditions of these days are depicted in Fig 4 

with an average ambient temperature of 29.24 during Day 2. 

 

Fig. 4: Ambient temperature and solar radiation during the two days 

The average daylight was about 14 hours and 9 minutes of clear sky for both days. As a result, the incident radiation 

on the surface of the collectors has very similar values for both days with a peak of about 1000 W/m2 at 13:20 local 

time which coincides with the solar noon hour. It is obvious that due to the high ambient temperature and the plenty 

of solar irradiation the heat pump is expected to operate for a very short period of time during the day and especially 

when DHW is needed and there is no availability of solar irradiation (for example early in the morning or at night). 

4.2. System performance 

4.2.1. PVT performance 

The performance of the PVT collectors is examined next. The heat and electricity production in accordance to the 

inlet and outlet brine temperatures of the collectors is shown in Fig. 5, as well as the thermal and electrical efficiency. 

The control of the pump in the solar circuit was set to operate when the inlet temperature of PVT collectors is above 

20 oC and the temperature difference between inlet and outlet brine is greater than 1 K. For that reason, at about 

09:00 am, some fluctuations of heat production are observed, due to the fact that a period of time is needed in order 

to balance the transient phenomena and to obtain constant positive temperature difference between inlet and outlet 

flows at the collectors. The duration of heat production from PVTs during the day was about 7.5 hours for both days 

starting at about 9:20 and until 16:50. Also, heat production and thermal efficiency curves have the same peaks at 

almost identical times in both days, when the DHW tank is discharged due to taping, reducing the tank temperature, 

which is beneficial for the PVT efficiency. The maximum thermal performance of the PVTs occurs at noon between 

12:00 and 14:00 with an average maximum production of 1.43±0.09 kW. 
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Fig. 5: PVT collectors performance indicators. (a) Thermal end electrical efficiency; (b) inlet and outlet temperature, heat and 

electricity production 

Focusing on the electrical part of PVT collectors, the PV cells produce electricity for about 11 hours and 18 minutes 

from 7:54 to 19:12 on both days. The electricity generation follows an almost smooth curve with some fluctuations 

depending on the sun availability and brine temperature. From Fig. 5 is shown that the peak production occurs from 

12:00 to 14:00 showing a maximum performance of 0.66±0.03 kW on average, due to the higher IAM values 

depending on the incidence angle of solar radiation on the tilted collectors. This effect is caused by movement of the 

shade created by the aluminum frame on both the reflector trough and the reflector underside as the sun moves from 

horizon to zenith affecting the energy generation of the PV cells on the lower side (Gomes et al., 2014). 

The main performance indicators of PVT collectors are shown in Tab. 3 indicating an average daily efficiency for 

the electricity production of 6.97±0.04% and for heat of 12.69±0.03%. Concerning the production over the whole 

day, the heat production was about 6.77±0.09 kWh and the electrical production 4.31±0.14 kWh.  

Tab. 3: Performance indicators of the PVT collectors 

Performance indicator Units Day 1 Day 2 

Peak heat production kW 1.44 1.43 

Daily thermal energy kWh 7.00 6.54 

Peak thermal efficiency % 33.95 32.35 

Average thermal efficiency % 12.76  12.63  

Peak electrical production kW 0.67  0.644 

Daily electric energy kWh 4.40 4.23 

Peak electrical efficiency % 7.83  7.82 

Average electrical efficiency % 6.96  6.99  

 

 

(b) 

(a) 
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4.2.2. DHW production 

The daily variation of the properties relevant to the DHW tank is shown in Fig. 6. The average inlet temperature of 

the tapping water is about 30 oC (significantly high due to the summer days) with some fluctuations at the time when 

the DHW valve opens and the standing water inside the piping starts to circulate. The average DHW outlet 

temperature is about 50 oC and the water tank is 60 oC in both days. From Fig. 6 it is observed that the outlet water 

temperature reaches almost the tank temperature with a small margin of 2-3 oC especially from 14:00 to 18:00 when 

the tank temperature is high due to the charging from the collectors.  

 

Fig. 6: Water temperatures and mass flow rate of the DHW tank during both days 

The water temperatures and DHW production are shown in Tab. 4 for both days, with the measured DHW 

consumption being 5.73±0.38 kWh (22% higher in Day 1 with “M” profile) and 9.62±0.38 kWh (3% higher in Day 

2 with “L” profile) compared to the reference values of the standard. This discrepancy depends mostly on the 

variation of the water inlet temperature along with the time period which is required for the electronic valve to fully 

open (about 0.5 min) and to fully close (about 1 min) during the operation. 

Tab. 4: Main indicators of domestic hot water production in both days 

DHW production Units Day 1 Day 2 

Daily DHW production kWh 5.73 9.62 

DHW thermal energy (reference) kWh 4.68 9.34 

Total time of DHW valve opening min 31.00 62.00 

Average DHW inlet temperature oC 31.14 31.01 

Average DHW outlet temperature oC 50.79 51.26  

Average DHW tank temperature oC 59.68 60.30 

 

4.2.3. Heat pump operation 

The DHW tank temperature is kept above the threshold of 45 oC during most of testing period, due to the high 

ambient temperatures, the high temperature of tapping water (about 30 oC) and the plenty of solar irradiation. This 

leads to no or very little operation of the heat pump. According to Fig. 7, when the “M” profile is considered, the 

heat pump does not operate during the day as the DHW tank temperature is always above the setpoint. Otherwise, 

during the second day the energy demand is higher and the heat pump needs to operate to increase the tank 

temperature to 50 oC which is the upper margin of the on-off control (Fig. 6). As a result, the heat pump operates for 

10 minutes during the whole day and specifically from 08:47 until 08:57 to provide the required thermal energy to 

the system. 

The average electrical consumption of the compressor is about 3.80±0.19 kW (0.511±0.07 kWh during the day) 

operating at 50 Hz when the tank temperature is much lower than the set-point (electrical consumption about 4.5±0.22 

kW) with the inverter adjusting its speed and gradually reduce it to 35 Hz (electrical consumption about 3.4±0.17 

kW) when the tank temperature reaches the setpoint with 1 K margin. Additionally, the capacity of the heat pump 

reaches high values resulting to an average of 17.43±0.69 kW, due to the high outdoor temperature of about 30 oC, 

charging the tank with 2.17±0.11 kWh during this period. The system and compressor COP have an average value 
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of 3.42±0.21 and 3.85±0.21 respectively (main difference is the power of the air fans, about 0.43 kW) while the PVT 

daily electrical production is 6 times higher than the electricity demand. Tab. 5 shows the performance indicators of 

the heat pump only during the second day with the “L” profile. 

 

 Fig 7: Heat pump operation during the days of the measurements 

Tab. 5: Performance indicators of the heat pump during the second day 

Heat pump performance Units Day 2 

Average compressor COP - 3.85  

Average system COP - 3.42  

Average heating capacity kW 17.43  

Daily heat production kWh 2.17  

Daily electricity consumption kWh 0.58  

Daily compressor electricity 

consumption 
kWh 0.51  

 

5. Conclusions 

A renewable energy system combining a dual source heat pump and four PVT concentrating stationary collectors is 

examined experimentally for domestic hot water production. The tests took place in two consecutive summer days 

in Athens, Greece, with two different tapping water profiles (one for each day) with a calculated thermal energy 

draw-off profile of 4.68 kWh for the first day (“M” profile) and 9.34 kWh for the second one (“L” profile) according 

to the EU standard. 

The experimental procedure revealed that the PVT collectors provided an average thermal and electrical capacity of 

6.8 kWh and 4.3 kWh respectively being similar for both days, resulting to 12.7% thermal and 7% electrical 

efficiency. Both thermal and electrical production have their peak during noon from 12:00 to 14:00 due to higher 

IAM values and the increased solar irradiation availability. Owing to the summer ambient conditions and the high 

temperature of the tapping water (about 30 oC) the PVT heat production is capable to keep the temperature of the 

DHW tank above 45 oC for the whole day with the “M” profile, while with the “L” profile requires a very little use 

of the heat pump in order to maintain the water temperature in the tank within the desired levels. Concerning the 

performance of the heat pump, it is operated only on air source heating mode for about 10 minutes during the second 

day. The average system and compressor COP was 3.42 and 3.85 respectively providing 2.17 kWh of thermal energy 

to the DHW tank. Because of the limited (day with “L” profile) or no (day with “M” profile) use of the heat pump 

over the day, the daily produced electricity of the PVT collectors is about 6 times higher than the electricity 

consumption of the heat pump, indicating that the system can provide domestic hot water and electricity exclusively 

derived from renewables during the summer days. However, this is expected to greatly decrease during intermediate 

seasons and especially winter. 

In the next steps, the system will be examined experimentally for the whole year introducing not only different 
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tapping profiles but also different configurations of the heat pump and PVT collectors, also under SAHP operation, 

taking advantage of the flexibility of the pilot system. After that, a complete evaluation of the system can be 

accomplished, examining the performance of every component with special attention to the heat pump operation 

under both water and air source operation. In parallel, optimization control algorithms will be integrated to combiner 

the different functionalities of the system and thus minimize the net electricity consumption by increasing at the same 

time as much as possible the exploitation of renewable energy sources. 
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Abstract 

The European Union is aiming at a massive reduction of annual greenhouse gas emissions. Moreover, due to 
the ongoing and ever worsening energy crisis, costs for consumers are continously rising. Under these condi-
tions, new concepts for heat supply are once again gaining in importance. One approach to avoiding emissions 
involves the use of highly efficient collector fields in combination with a heat pump-storage system. Here, 
supply security and economic efficiency are crucial aspects. This paper deals with the conception and possible 
implementation variants of a corresponding heat supply centre in a residential area (quarter). TRNSYS (TRN-
SYS, 2019) was used to simulate the system. Parameter studies show the influence of different variables such 
as collector area, storage volume, etc. The hydraulic circuit as well as the refrigerant of heat pumps exert high 
influence on the energy efficiency, the heat production costs and the technical safety of the heat supply centre. 
A variation of heat pump circuits is presented and discussed. The steady-state simulations were performed 
with the software EBSILON®Professional (Steag, 2019). 

Keywords: heat supply, small-scale district heating, store, heat pump, quarter, dimensioning, solar thermal 
energy, heat production costs 

 

1. Introduction 

The European Union aims at reducing annual greenhouse gas emissions by 55% by 2030. It is envisaged that 
by 2050 Europe should be climate neutral (BPA, 2020). For several months now, the prices of fossil fuels have 
been rising very sharply leading to a comprehensive increase of costs in all areas of life, i.e., it is a significant 
macroeconomic phenomenon. In order to counteract these developments and trends in the long term, it is 
necessary to implement concepts which are largely independent of economic and political developments. Solar 
thermal energy, photo voltaics (PV) and wind energy are suitable as basic renewable energy sources, which is 
known for many years. The implementation plans so far, especially in heat supply, have never been failed due 
to the technical, economic or ecological potentials. Singular considerations (e.g., comparison of the heat pro-
duction costs without consideration of subsequent costs) often prevents the necessary entry and expansion of 
solar technologies. 

Within the scope of the project „Demonstration of German Energy Transition in Zwickau“ (Leonhardt et al., 
2018; Projektträger Jülich, 2019), concepts (such as decentralised and centralised heat supply centres, using 
digital technologies to minimise the heating load, mobility solutions, etc.) of a comprehensive transformation 
for the Marienthal residential district (quarter) in Zwickau into a zero-emissions district (living lab) were de-
veloped from 2017 to 2022. This paper deals only with the central heat supply. To avoid emissions, the heat 
supply system must use very high shares of renewable energy (e.g., wind power, PV, solar thermal energy). 
Other objectives of this subproject are the security of supply and low-heat production costs. The last point 
particularly takes into account the social aspect of an affordable heat supply. Relatively low and stable prices 
are especially important considering acceptance by residents. In order to fulfil the above-mentioned objectives, 
an optimal design is necessary. Against this background, the EBSILON®Professional (Steag, 2019) and TRN-
SYS 18 (TRNSYS, 2019) software packages were used for optimisation purposes. The presented investiga-
tions are divided into two parts. In the first part TRNSYS was used for modelling and simulation of the heat 
supply system. This simulation also allowed parameter variations (see section 4). The key performance indi-
cators are then used to assess the fulfilment of the objectives. The system under study uses compression heat 
pumps with fixed coefficient of performance 𝜀 . When using solar thermal energy as a heat source, several 
challenges may arise for the heat pumps. For example, a large temperature range between the heat source and 
the heat sink as well as variable source temperatures from the solar thermal system are determinants of the 
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system operation and the coefficient of performance. In the second part based on modelling and simulations 
using EBSILON, the influence of the design of the heat pump circuit and the used refrigerant were investigated. 

In comparison to the preliminary works (Hornberger, 1994; Raab, 2006; Marx, 2015) (solar local heating sys-
tems with heat pumps: The combination of solar thermal systems together with heat pumps has been applied 
for a long time. A detailed description is provided by (Nefodov, 2019).), the system under study has a solar 
fraction of 100%. In addition, the boundary conditions in the district (e.g., available areas) and unfavourable 
operating conditions (e.g., stagnation in the collectors) must be considered to ensure the security of supply. 

2. Reference district and heat supply system 

The reference district of the current considerations is the Marienthal residential district, which is located in the 
west of the city of Zwickau in Germany. The buildings in this district are three- or four-storey GDR (German 
Democratic Republic) -type buildings, which were built between 1957 and 1964 (Leonhardt et al., 2018). They 
were renovated after 1990 and insulated according to the regulations at that time. Natural gas fired boilers 
cover the space heating (supply and return temperatures of 70 and 55 °C), and domestic hot water heating is 
partly provided by electric instantaneous water heaters. For both, change was sought. Further modernisation 
of the existing buildings was not planned. Marienthal district offers excellent conditions for a local heating 
supply and already has a local heating network which needs to be modernised. 

In Fig. 1, the electrical-thermal interconnection system is shown including the balance limits (several technical 
solutions were investigated in the project, which are not presented here). The main point of the present work 
relates to the local heating system (central heat supply). The balance limit of interest here is described using 
the term “heat supply” in Fig. 1. I.e., the supply of electrical energy and the purchase of renewable electricity 
are initially hidden. The technical approach provides the following essential points: 

 use of highly efficient collectors to form a large-scale and cost-effective field, 
 use of compression heat pumps, 
 use of water stores (5…95 °C) with low losses and very good stratification behaviour (Urbaneck, 

2018a, 2018b), 
 optional securing of the local power supply with an electrochemical storage system. As part of another 

subproject, the heat recovery was planned here. 

The operating mode for the local heating system is described below. In the case of high irradiation in summer, 
both storage tanks TES1 and TES2 can be loaded directly via the collectors. Storage tanks operate as seasonal 
thermal energy storages at a high-temperature level to exploit the solar irradiation potential during the summer. 
Discharge in summer and autumn takes place directly, which makes the heat pumps unnecessary. In the winter 
period, the heat pumps use heat water store TES1 as a heat source and charge heat water store TES2 at high 
temperatures. During the winter and transition periods, the collector field operates at low temperatures, 
whereby the specific yield increases significantly. At low temperatures in the water store TES1, two-stage 
operation with HP1 and HP2 is planned for technical and energy reasons. The operation of heat pumps depends 
on the supply of electricity from renewable energy sources in order to keep CO2 emissions as low as possible. 
Thereby the water store TES2 decouples heat load from heat pump operation. The heat pumps and auxiliary 
units are powered by renewable electricity, which can be obtained from the electrical grid or local PV fields. 
Further information can be found in Leonhardt et al. (2018) and Nefodov et al. (2019).  
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Fig. 1: Electrical-thermal interconnection system with central organisation, scheme of the technical concept and energy flows as 

well as balance limits (Urbaneck, 2017a) 

3. System modelling with TRNSYS  

The local heating system (Fig. 2) was modelled and simulated using the simulation software TRNSYS. Meet-
ing the project objectives requires an optimal design and an optimal system operation. For this reason, after 
modelling, many simulations were carried out with parameter variations (e.g., size of the collector field and 
storage tank). Subsequent parametric studies show the influence of important parameters (e.g., size of the 
collector field, heat production costs, etc.), which allows a targeted system design. 

In this paper, the heat supply for 133 residential units (7,776.5 m² usable area 𝐴 . This variant only supplies a 

relatively small part of the district. Here, from a practical point of view, only solar radiation is available as a 
heat source) is investigated. The annual heat demand 𝑄  is approx. 908 MWh a-1, and the test reference year 
TRY2011 (Zone 9) (DWD, 2018) was chosen as the data basis for the climatic boundary conditions. Technical 
specifications of a large-area collector were used as parameters for the collector area (TRNSYS type 1: solar 
collector). The following parameters of the collector efficiency equation were assumed: visual efficiency 
85.7 %, linear heat loss coefficient 3.083 W m-² K-1, quadratic heat loss coefficient 0.013 W m-² K-². The field 
has a slope of 45 ° and is ideally oriented towards the south. Furthermore, both Thermal Energy Storages 
(TES1 and TES2, Fig. 1) have been combined into a single heat storage tank (TRNSYS type 340: stratified 
fluid storage tank) with the height-to-diameter ratio of one. In this case, the heat storage tank has two temper-
ature zones (high-temperature (ht) and low-temperature zone (lt) as illustrated in Fig. 2). The compact storage 
tank therefore has relatively low heat losses. 

In the TRNSYS simulation, no specific heat pump (the selection of suitable refrigerants for heat pumps is 
described in Xiao et al. (2022)) was modelled. Initially, a simple heat pump model with a constant coefficient 
of performance of 3.3 was used. This is a simplification, which is necessary in the first step to understand the 
system behaviour and to make a first dimensioning. This constant value corresponds to the annual performance 
factor of a typical heat pump (the value was calculated by means of EBSILON simulations, product research 
confirms this value). The heat pump model consisted of a cooler (TRNSYS type 238, custom-programmed) 
and a heater (TRNSYS type 138: auxiliary fluid heater), where the cooler represented the evaporator side, and 
the heater represented the condenser side. This approach made it possible to calculate the heat flows, simpli-
fying the heat pump operation mode. The heat pump model was configured in a way which can cover the 
maximum network heating load. Moreover, the system had a virtual electric back-up heater to compensate for 
a lack of heating capacity (e.g., undersizing of the collector array, discharged TES1 storage tank, insufficient 
heating capacity of the heat pump).  

Regarding the loads (heating network in Fig. 2), there were no measured values available for the network or 
the buildings. As the building density in the area is relatively high, the network losses can be assumed to be 
low. Experience shows that in a network of this type, the annual heat losses are around 7% of the amount of 
heat consumption (Urbaneck, 2017a; Shrestha, 2019). To calculate the network load (without considering the 
network heat losses), the building heating loads were created using the software solar computer (module W38: 
cooling load and room temperature VDI 2078/6007 for Germany) and the domestic hot water heating loads 
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(domestic hot water profiles according to VDI 6002, part 1 (VDI, 2014)) were used. The influence of the user 
remains largely unconsidered in the solar computer simulations. The room temperatures according to EN 
12831 supplement 1. 

 

Fig. 2: Scheme of the local heating system and principle structure of the simulation with one heat pump, technical solution for 
the balance limit heat supply in Fig. 1 (according to Nefodov et al. (2020)) 

The ordered and normalised values for the network heating load are shown in Fig. 3 a). For a better assessment 
of the plausibility, three curves are shown in Fig. 3 a): 

 the simulated network heating loads (TRY2011 as the basis for the space heating load) without net-
work losses,  

 the simulated network heating loads (TRY2011 as the basis for the space heating load) including 
network losses, 

 measured values of the Brühl solar district heating system in Chemnitz (2018) (Urbaneck, 2017a). 
The heat supply system Brühl is significantly larger than the solution investigated here. However, the 
network temperatures and the houses (renovated apartment buildings with commercial units) with the 
corresponding use are partially similar. The climatic conditions also coincide. Therefore the measured 
values are used for comparison. 

In all cases, there is a pronounced peak load range (values from 0.7 to 1.0). In the medium load range (values 
from 0.2 to 0.7) and in the base load range (values less than 0.2), the simulated values (blue curves) are lower 
than the measured values of the comparison system. The higher measured values in the medium load range 
can be explained by the type of use (partly commercial use at the Brühl), the user behavior (e.g., elderly people 
with high presence time in the apartment) or the occupancy. Load curves calculated for the Marienthal district 
show that the network losses (as expected) have the highest influence on the base load range. 

Monthly heat amount to the network are shown in Fig. 3 b). The conversion of the annual heat demand to the 
areas in the district provides then the following key figures. The specific annual heat demand (using the simu-
lated values without network losses) is 117 kWh m-² a-1 which is related to the net effective area of the building. 
When converted to the useful building area according to §19 EnEV (BMJ, 2019), the value is then 97 kWh m-² 
a-1. These values are higher than the data in energy certificates of buildings in the Marienthal district (average 
of approx. 70 kWh m-² a-1 in 2017, useful building area according to §19 EnEV (BMJ, 2019)). Therefore, the 
uncertainties mentioned above must be considered as well.  
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a) non-dimensional and ordered load curves b) monthly heating loads (simulation results, TRY2011), annual heat 
quantities of 908.48 MWh a-1 

Fig. 3: Standardized network heating loads as well as monthly heat quantities into the heating network (according to Nefodov et 
al. (2020))  

4. TRNSYS parameter study 

The two most important parameters of the system are the collector area 𝐴  and the storage volume 𝑉  or 
storage capacity. In this parameter study these parameters were varied. Thereby, an automatic dimensioning 
of the system took place (e.g., volume flow in the collector circuit). Otherwise, typical values were used (e.g., 
thermal insulation of the storage tank). The system's main heating load remained identical in all simulations 
(Fig. 3:). 

The use of non-renewable primary energy is to be minimised. The solar fraction 𝑓  (eq. 1) was used here as 
the evaluation parameter. In the simulation, the use of virtual back-up heater (Fig. 2) indicated an under-cov-
erage by the collector array or heat pump. I.e., only at this point was non-renewable primary energy used. In 
case of a total avoidance of non-renewable primary energy, the solar fraction assumes 100%. The losses, which 
occur in particular with seasonal storage was also considered by eq. 1. Furthermore, the electricity provided 
for the heat pump must come from renewable energy sources (e.g., photovoltaic system, wind power). If the 
parameter 𝑓  takes a value of 100%, it means that the heat supply is emission-free. Otherwise, it is fraught 
with emissions. 

  𝑓 1
𝑄

𝑄 𝑄 ,
∙ 100 (eq. 1) 

The dependence of the solar fraction on the collector area and the storage volume is shown in Fig. 4. Relatively 
large collector areas and storage volumes are necessary to completely cover the given heat load. The shown 
area of the solar fraction has a relatively even course. Theoretically, several system variants achieve a solar 
fraction 𝑓  of 100% (equivalent for an emission-free heat supply). Further analyses are to find an optimal 
design. 

 

Fig. 4: Influence of the collector area and storage volume on the solar fraction, TRNSYS simulations (according to Nefodov et al. 
(2020))  
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Low heat production costs are the next evaluation parameter in this investigation. After the automatic dimen-
sioning of the components, the investment costs were calculated on the basis of specific costs (values, func-
tions, the reference year for the economic calculations is 2019). These investment costs were then included in 
the calculation of the heat production costs based on the VDI 2067. The annuity factor in the present case was 
6.51% (5% interest, 30 years technical service life for all components). The heat pump operation requires a 
very high amount of electricity, so this cost group has a major influence. The electricity costs here were 0.16 € 
kWh-1. Furthermore, planning, land, development and investment costs for virtual back-up heater as well as 
value added tax and a financial subsidy were not considered. 

The heat production costs 𝑘  are shown in Fig. 5 a). For better orientation, the following diagrams show the 
isolines (black dash lines) for the solar fraction 𝑓  of 50%, 80% and 100%. It should also be noted that in 
systems with high solar fractions or with an increasing ratio of collector area to storage volume, stagnation 
cases occur more frequently. These stagnation cases lead to a failure of the collector circuit for at least one 
day, to an increased thermal load on the system and possibly to consequential damage as well as to additional 
operation-related costs (e.g., personnel deployment for control and recommissioning). For the present evalua-
tion, it was determined that the additional costs are 2,000 € per day with stagnation (according to assumptions, 
no specific measures are foreseen to avoid stagnation). The usual hourly consideration of the stagnation time 
does not provide information on how many days per year the system is out of operation. For this reason, it is 
useful to specify the number of days when stagnation occurs. In the following diagrams (Fig. 5, Fig. 6), two 
borderlines (red dotted lines) have been drawn for the number of stagnation days (1 and 30 days). These two 
borderlines divide each diagram into three sections. No stagnation occurs in the left section. I.e., the system 
operation proves to be safe. In the transition zone, between both limits for the stagnation time of 1 and 30 days, 
stagnation cases occur with increasing frequency. In the last section, the frequency of failures increases to such 
an extent that it is generally not advisable to design in this area for safety reasons. 

In order to achieve the objective, a solar fraction of 100% is appropriate. Under consideration of the above 
mentioned aspects and additional costs, the optimal heat production costs in Fig. 5 a) (points LC1, LC2, cf. with 
Tab. 1) on the boundary curve for 𝑓  of 100% lie in the left-hand diagram area. I.e., optimal conditions are at 
low ratios of collector area to storage volume. 

Fig. 5 b) additionally shows the specific investment costs 𝑘 ,  for the systems. The investment costs here 

are set in relation to the annual network heat load. Increasing values indicate specifically high investments. 
Fig. 5 b) shows that for the 𝑓  limit curve of 100% the values are in a certain cost range. When the above-
mentioned aspects are disregarded, design points in the right-hand diagram area would also be possible. 

 
a) heat production costs b) specific investment costs 

Fig. 5: Costs for different system dimensions (according to Nefodov et al. (2020)) 

The system requires floor area, in particular for the collector field, the storage tank and for a building (technical 
centre). The simplified view neglects, e.g., pipeline routes. Here it is assumed that the collector field is realised 
as a free-standing installation (a theoretically closed surface). This means that a minimal amount of land is 
used for the field. Other field constructions (e.g., roof integration on the respective buildings) and system 
concepts (e.g., three- and four-pipe systems) remain unconsidered. In this consideration, the urban develop-
ment aspect of the consumption of floor area 𝐴  for the system according to Fig. 2 should also be taken into 
account. The district is relatively densely built up. Distances between the existing buildings and new buildings 

 
D. Nefodov et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

794



(e.g. supply centre) should be maintained. Existing green spaces (e.g., with laundry place or playgrounds) must 
be preserved at all costs. On the periphery of the district, many areas (e.g., gardens, garages) are not available 
for the installation of technical equipment. This is why variants with minimal land use are interesting here and 
in other cases as well. 

Fig. 6 provides an estimate of the minimum required floor areas 𝐴  for the system. The point La,min marks the 
point with a minimum ground area (1,686 m²). At the same time, the secondary conditions apply that the solar 
fraction is 100% and no stagnation occurs. The optimum design is again in the left diagram area with low 
collector area-storage volume ratios. 

 

Fig. 6: Estimation of the minimum area required for the system, idealised assumptions (according to Nefodov et al. (2020))  

Tab. 1 provides an overview of the discussed points L. Index 1 shows the minimum costs in each case. With 
index 2, the previous variants are additionally evaluated according to the minimum floor area requirement. 
Tab. 1 also shows key figures that are suitable for a system comparison.  

Tab. 1: Overview of the points with an design according to the given criteria and key figures (according to Nefodov et al. (2020)) 

Location 𝑨𝐜𝐨𝐥𝐥  𝑽𝐓𝐄𝐒  𝑨𝐅 𝒌𝐡 𝒌𝐈,𝐬𝐩𝐞𝐜 
𝑨𝐜𝐨𝐥𝐥
𝑽𝐓𝐄𝐒

  
𝑨𝐜𝐨𝐥𝐥
𝑸𝐍𝐞𝐭

  
𝑨𝐜𝐨𝐥𝐥
𝑨𝐐

  

 (m²) (m³) (m²) (€ kWh-1) (€ MWh-1 a-1) (m² m-³) (m² MWh-1 a-1) (m² m-²) 

Lc1) 1,500 5,750 195.0 0.37  0.261 1.65 0.193 

Lc2) 1,500 5,750 195.0 0.37  0.261 1.65 0.193 

LI1) 3,750 1,250 310.5  3,447.06 3.000 4.13 0.482 

LI2) 1,500 5,750 195.0  3,924.44 0.261 1.65 0.193 
 

By considering the stagnation cases in the cost calculations (Fig. 5 a)), there is an overlap of the points Lc1 and 
Lc2. Thus, the minimum heat production costs are the same in both cases. The minimum specific investment 
costs (Fig. 5 b), point LI1) are in an unfavourable range with a very high number of stagnation cases. By 
additionally considering the floor area requirement (Fig. 6), it turned out that the costs for LI2 also become 
minimal in the Lc2 point. The key figures in Tab. 1 show relatively small collector areas. This seems plausible 
because seasonal storage is required. These ratios are approximately consistent with the literature sources or 
similar works (Hornberger, 1994), (Marx, 2015), (Raab, 2006). 

The point Lc2) therefore provides the values for an optimal design of the system. With a more exact modeling 
of the system(e.g. heat pump operation, purchase of renewable electricity) or the boundary conditions are 
changed, a shift in the points shown is possible or probable. 

5. Further investigations of heat pump circuits 

Xiao et al. (2020) presented detailed research of the six heat pump circuits for use in the ZED project. Initially, 
the refrigerant R134a was used. This refrigerant damages the ozone layer and should be avoided in future 
applications. For this reason, further investigations were carried out. The refrigerant R134a was changed to 
R1234ze(E) (GWP < 1) (Regulation, 2017; Honeywell, 2017) as substitute refrigerant. To make it easier to 
compare the variants later, an ending was added to the variant number. Refrigerant R134a is used with the 
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suffix "a" and refrigerant R1234ze(E) with the suffix "ze". Tab. 2 provides an overview of the circuits consid-
ered and the attainable coefficients of performance for refrigerant R134a from Xiao et al. (2020). This section 
compares selected heat pump circuits (variants 1, 5 and 6 according to Xiao et al. (2020)) for both refrigerants, 
with the aim of identifying the advantages and disadvantages.  

Tab. 2: Overview of the investigated heat pump circuits (according to Xiao et al. (2020)) 

variant name 𝜺𝐇𝐏 (-) 

1a single-stage compression 2.62 

2a two-stage compression with subcooler economiser 3.02 

3a two-stage compression with an open-flash-economizer 3.13 

4a refrigerant circuit cascade 3.03 

5a series connection a) with common connections to the storage tank 3.21 

6a series connection b) with separate connections to the storage tank 4.16 

In the following discussion, the relevant circuits (without consideration of the refrigerants) are presented first. 
The circuit for the heat pump system with single-stage compression (variant 1, Fig. 7) has a simple structure. 
Here, the essential components are: an evaporator, a condenser, an expansion valve and a compressor. With 
this variant, the refrigerant will be compressed directly from the evaporating pressure up to the condensing 
pressure. The single-stage compression heat pump process behaves less favourably with increasing pressure 
ratio 𝑝 𝑝⁄  due to the increasing compressor losses and the decreasing volumetric efficiency.  

 
Fig. 7: Heat pump system with single-stage compression (EBSILON model), variant 1 (according to Xiao et al. (2020)) 

Compared to other variants, variants 5 and 6 proved to be advantageous during the investigations (Xiao et al., 
2020). Here, a series connection of two single-stage heat pumps was modelled. In this case, two separate 
refrigerant circuits exist at different temperature levels.  

At variant 5 (Fig. 8), the two refrigerant circuits are coupled with the storage tank through common connec-
tions. On the heat sink side, the water from the storage tank flows through two condensers connected in series 
(inlet temperature 55 °C). On the heat source side, the water is then passed analogue through two evaporators 
and cooled down (inlet temperature 20 °C). With variant 5, a relatively high temperature spread from 20 K can 
be achieved on the load side (connection of the heating network). However, with this series connection, the 
inlet temperature of the storage water on the heat source side (lt-store, Fig. 2) must be above the evaporation 
temperature in the ht-cycle (Fig. 8). Furthermore, it must be noted that if the temperature on the heat source 
side (lt-store, Fig. 2) is too low, operation of the ht-cycle (Fig. 8) is not possible. This reduces the available 
storage capacity on the heat source side. 

At variant 6 (Fig. 9), both heat pump circuits have their own connections (heat sink and heat source) to the 
storage tank and are decoupled. For this reason, the problem mentioned in variant 5 is avoided. Since several 
charging and discharging devices are required here, a higher technical effort is required for storage design and 
operation. In this case the lt-cycle raise on the heat sink side the temperature by 40 to 45 °C and the ht-cycle 
by 65 to 75 °C. 

Following Xiao et al. (2020), the coefficient of performance 𝜀  is used for the energetic evaluation of heat 
pump circuits. Boundary conditions of the modelling and simulation are summarised in Tab. 3 and Tab. 4. 
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Pressure ratios may vary according to system requirements. The refrigerant mass flow of the lt-cycle of variant 
6 is controlled in such a way that the heat output of the lt-cycle covers the heat extraction of the ht-cycle. 

 

Fig. 8: Heat pump system with series connection a) (EBSILON modell), variant 5 (according to Xiao et al. (2020)) 

 

a) heat pump EBSILON model b) coupling with thermal energy store 

Fig. 9: Heat pump system with series connection b), variant 6 (modified according to Xiao et al. (2020)) 

Both variants 5 and 6 have two circuits. This allows the coefficients of performance of the lt-cycle and ht-cycle 
to be considered separately. The system coefficients of performance 𝜀 ,  of both variants are shown in 

Tab. 5 and Fig. 10. Here, the coefficient of performance 𝜀 ,  represents ratio of provided heat after each 

cycle (lt-, ht-cycle) to the electrical effort of the compressors. 

The simulation results clearly show the influence of the selected refrigerants. With variant 1ze, the coefficient 
of performance 𝜀  increases by 9.54% compared to variant 1a. At the same time, the heat pump heating 
capacity decreases by 16.2%. In variant 5, the coefficients of performance 𝜀 ,  for both refrigerants remain 

almost identical. There is a slight improvement of 1.55% with the new refrigerant. On the other hand, the heat 
pump heating capacity drops by 14.08% (lt-cycle) and 14.72% (ht-cycle) compared to the circuit with refrig-
erant R134a. The highest coefficient of performance is achieved by the variant 6ze. The coefficient of perfor-
mance increases by 36.30% compared to the circuit with the refrigerant R134a. For the lt-cycle, the heating 
capacity is identical in both cases. The electricity consumption with the refrigerant R1234ze(E) is reduced by 
34.50% compared to the reference. At the ht-cycle, the heating capacity drops by 9.0% compared to reference 
refrigerant R134a. At the same time, the electricity demand decreases, so that a very high coefficient of per-
formance is achieved overall. In total, the circuits with refrigerant R1234ze(E) show better coefficients of 
performance, but less heating capacity, than circuits with R134a. 

Tab. 3: Basic assumptions for all EBSILON models (modified according to Xiao et al. (2020)) 

refrigerant R134a R1234ze(E) 

refrigerant mass flow in the main circuit (kg s-1) 1.0 

subcooling of the refrigerant in the condenser (K) 0.0 

inlet temperature. heat sink (condenser) (°C) 65 

outlet temperature. heat sink (condenser) (°C) 75 
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refrigerant R134a R1234ze(E) 

overheating of the refrigerant in the evaporator (K) 10 5 

inlet temperature. heat source (evaporator) (°C) 15 

outlet temperature. heat source (evaporator) (°C) 10 

pressure drop in heat exchanger (bar) 0…0.05 

minimum value for the pinch point in the heat exchangers (K) 3.0 

isentropic efficiency of the compressors (-) 0.85 

mechanical efficiency of the compressors (-) 0.99 

mechanical loss of the compressors (kW) 0.0 

Tab. 4: Further boundary conditions for the evaluation of the EBSILON circuit models (modified according to Xiao et al. 
(2020))  

 variant 5 variant 6 
supply temperature, heat source, lt-cycle (°C) 15 
supply temperature, heat source, ht-cycle (°C) 20 45 
supply temperature, heat sink, lt-cycle (°C) 55 40 
supply temperature, heat sink, ht-cycle (°C) 65 
refrigerant mass flow, lt-, ht-cycle (kg s-1) 1 

Tab. 5: Summary of the simulation results for the circuit models considered (modified according to Xiao et al. (2020)) 

Variant Refrigerant 𝑸𝐜 (kW) 𝑸𝟎 (kW) 𝑷𝐞𝐥 (kW) 𝜺𝐇𝐏 (-) 
1a R134a 145.68 90.09 55.51 2.62 
1ze R1234ze(E) 122.07 79.44 42.51 2.87 

 

Variant Refrigerant 
lt-cycle ht-cycle 

𝜺𝐇𝐏,𝐭𝐨𝐭𝐚𝐥 
(-) 𝑸𝐜,𝐥𝐭 (kW) 

𝑸𝟎,𝐥𝐭 
(kW) 

𝑷𝐞𝐥,𝐥𝐭 
(kW) 

𝜺𝐇𝐏,𝐥𝐭 
(-) 

𝑸𝐜,𝐡𝐭 (kW) 
𝑸𝟎,𝐡𝐭 
(kW) 

𝑷𝐞𝐥,𝐡𝐭 
(kW) 

𝜺𝐇𝐏,𝐡𝐭 
(-) 

5a R134a 155.84 110.03 45.99 3.39 142.82 96.01 46.93 3.04 3.21 
5ze R1234ze(E) 133.89 94.52 39.53 3.39 121.79 83.00 38.86 3.13 3.26 
6a R134a 104.69 75.92 28.29 3.70 133.33 103.92 28.98 4.60 4.16 
6ze R1234ze(E) 104.69 85.53 18.53 5.65 121.34 99.50 21.37 5.68 5.67 

 
Fig. 10: Summary of the simulation results for circuit models (modified according to Xiao et al. (2020)) 

6. Summary and outlook 

In the present paper, the feasibility and a concept for a solar local heating supply with the use of heat pumps 
were investigated. A heat supply in the Marienthal district (Zwickau, Germany) is possible with 100% renew-
able energy. The parameter study has shown that the large number of possibilities are severely limited by 
technical and economic criteria as well as the amount of floor space required in the district. The investigation 
provides preliminary parameters and key figures for an optimal system design.  
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The heat production costs for emission-free supply provide a moderate value of 0.37 € kWh-1 (for comparison: 
Solar local heating systems without heat pumps could achieve solar fractions of 𝑓  = 40…50 % in Germany 
(no emission-free). The solar heat production costs in the period from 1998 to 2004 were in the range of 0.23 € 
kWh-1. With an increase in the solar fraction, a very strong rise in solar heating costs was observed. Further 
optimisation of the presented system allows for significant cost reductions, according to experience). It should 
be noted that the system with seasonal storage is relatively small (heat supply of 133 residential units). With 
increasing system size, a cost degression is to be expected. Furthermore, the system supplies a residential 
district with existing buildings, which are largely equipped with conventional heating technology.  

Further investigations on the selected heat pump circuits using EBSILON software showed that R1234ze(E) 
refrigerant is well suited for heat pump operation. Compared to refrigerant R134a, higher coefficients of per-
formance are achieved, but with lower heating capacity. For the assumed conditions, the series connection of 
two heat pumps with the separate connections to the storage tank is excellently suited for heat supply (variant 
6). According to present investigations, a coefficient of performance of 5.67 can be achieved here. 

The presented system offers even more possibilities for optimisation. Increasing the number of residential units 
or increasing the size of the system can further reduce specific investment costs. The inclusion of other heat 
sources (e.g., sewage water, geothermal energy, etc.) allows to reduce the collector size and increase the coef-
ficients of performance in winter months. The optimisation of the heat pumps and the storage tank as well as 
the improvement of the system operation and control strategies will be the focus of further investigations. 
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Nomenclature 

Symbol Description Unit 

Latin letters 

A area m² 

𝑓 	 solar fraction % 

𝑘   heat production costs € kWh-1 

𝑘 , 𝐜	 specific costs € MWh-1 a-1 

𝑃   electric power W 

𝑝   evaporator pressure Pa 

𝑝   condenser pressure Pa 

Q heat quantity MWh a-1 

𝑄 		 thermal capacity, evaporator W 

𝑄   thermal capacity, condenser W 

V volume m³ 

Greek letters 

𝜀 		 coefficient of performance -  
 

Indices and abbreviations 

a area 

BMBF Bundesministerium für Bildung und For-
schung (engl.: Federal Ministry of Educa-
tion and Research) 

BMWK Bundesministerium für Wirtschaft und Kli-
maschutz (engl.: Federal Ministry for Eco-
nomic Affairs and Climate Action) 

c heat production costs 

coll Collector 

DWD German Meteorological Service 

F floor 

HP heat pump 

ht high temperature 

I investment costs related to the annual heat 
load 

L location 

lt low temperature 

Net local heating network 

P pump 

Q living space 

TES thermal energy storage 

VH virtual back-up heater 

ZED Demonstration of German Energy Transi-
tion in Zwickau  
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Abstract 

In this work it is analyzed the effect of the air-coolant flow rate on the absorption chiller performances. 

With this purpose, a discrete mathematical model has been developed and implemented in Engineering 

Equation Solver Software, on the bases of mass, species and energy conservation balances. The model has 

been validated with experimental data of the commercial chiller ROBUR model ACF60-00 LB. Results 

show that a moderate decrease of the air-coolant velocity may have a positive effect on the chiller 

performances due to leads to reduce the thermal load of the solution heat exchanger and, simultaneously, 

the high-level pressure. On the other hand, the electric COP increases due to the marginal decrease in theair-

coolant mass flow rate per absorber surface. The drawback is the increase of the absorber size. 

Keywords: air-coolant chiller; ammonia-water; absorption chiller; ASTEP Project; solar cooling 

 

1. Introduction 

Heat supply systems based on absorption heat pump have great potentials on energy saving and emission 

reduction being able to be powered by waste thermal energy and solar energy, reducing notable electricity 

consumption. The most common working fluid in absorption refrigeration cycles able to achieve subzero 

cooling temperatures is the ammonia/water pair. The European ASTEP project is being developed within 

this framework, and one of its main objectives is to demonstrate the feasibility of the application of solar 

thermal energy to partially cover the cooling demands at an industrial site, the MANDREKAS dairy 

company, with a cooling demand at 5ºC. Within that project, the present work aims to study the feasibility 

and main constrains to use a commercial air-cooled ammonia/water absorption chiller driven by a patented 

solar concentrator (sun dial) to satisfy the MANDREKAS’s cooling demand at different outdoor conditions. 

A key feature of the air-cooled absorption chillers is its electrical consumption mainly the amount of air-

coolant flow, which should be minimized in order that to be competitive to the vapor compressors of similar 

cooling capacity (Izquierdo et al., 2012). To evaluate the electrical consumption of the air-cooled chilled 

when operating in different conditions, the main components of the chiller, namely, distillation column, 

air-cooled absorber, evaporator and condenser, have been modelled by implementing a discrete model, and 

subsequently integrated to the whole chiller.  

This study analyses the electrical consumption required to cool down the air-cooled absorber and 

condenser. In particular, the commercial chiller ROBUR model ACF60-00 LB, indirectly fired by 

pressurized hot water, has been considered.  

2. Methods 

To study the performance of the single effect air-cooled ammonia/water absorption chiller, a mathematical 

model has been implemented in Engineering Equation Solver Software, on the bases of mass, species and 

energy conservation balances (Herold et al. 2016). The material thermal properties have been evaluated 

from Ibrahim et al (1993). Figure 1 shows a schematic diagram of the chiller. The geometry of the different 

devices of which the chiller consists, are detailed in Table 1. The distillation column includes a rectifying 

section and a stripping section, located respectively, above and below of the column feed entry point. A 

rectifier completes the purification system to achieve vapor refrigerant with a high grade of purity. The lack 

of appreciable benefits that the rectifying section entails, beside the decrease of COP associated with the 

use of coupled fluid-cooled rectifier (Fernández-Seara et al., 2002, 2003). and the schematic diagram of the 

ROBUR (Pereira et al., 2017) justifies considering the purifying system to consist of a distillation column 
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fed from above (only with striping section) helped by a concentrated solution-cooled rectifier to obtain 

refrigerant vapor of the required purity. On the other side, the refrigerant absorption process in the 

concentrated solution-cooled absorber has been neglected, being then replaced by the solution heat 

exchanger.  

 

Fig. 1: Schematic diagram of the air-cooled ammonia-water absorption machine 

Condenser, absorber, and evaporator tubes are described by its inner diameter, Di, and thickness, e. The 

number of tubes is fixed for condenser, absorber, and evaporator, while the tubes length for these devices 

are obtained in the design process. Conversely, the evaporator tubes length, L, is fixed, while the number 

of baffles for the chilled water passage is obtained in the design process. The geometry of the finned surface 

for condenser and absorber, determined by the fin thickness, tm, hydraulic diameter, Dh, minimum free flow 

area per frontal area, , and heat transfer area to total volume, , are shown in the table. The reboiler is 

assumed to be a cylinder equipped externally with annular fins, with the hot water in cross flow over the 

cylinder, through the resulting fined annuli passage. Geometry of the reboiler annuli finned surface is 

defined by the length, hf, thickness, tm, and pitch, s, of the fins. The distillation column geometry is defined 

by its inner diameter Di, hole diameter, dh=0,00381 m, tray thickness, etray, tray spacing, St, weir length, lw, 

hole pitch, sh=3 dh, weir height, hw. and two relationships, f1 and f2 (Coker, 2010), being At=π/4 Di
2, Ad, and 

Aa=At-2Ad, the column area, the downcomer area and the active area, respectively.  

Table 1. Chiller geometry 

Condenser/Absorber Distillation column Evaporator Reboiler 

De [m] 0,1638 Di [m] 0,075 Di [m] 0.015 hf [m] 0,01 

tm [m] 0,0004 Ad [m2] 0,12 At e [mm] 0.002 tm [m] 0,0004 

s [m] 0,00327 St [m] 0,15 s [m] 1,15(Di+e) s [m] 0,003 

Dh [m] 0.0068 hw [m] 0,1 St Ntube 35  

 0.499 etray [m] 0,003 Di,shell [m] (Ntube +1) s 

 mm 269 𝐴𝑑 𝐴𝑡⁄  𝑓1(𝑙𝑤 𝐷𝑖⁄ ) L [ m] 1,1 

Ntube 2 𝐴ℎ 𝐴𝑎⁄  𝑓2(𝑑ℎ 𝑠ℎ⁄ )  

Table 2 includes the effectiveness for reboiler, evaporator, condenser and air-cooled absorber, at the design 

point, required to determine the tubes length of absorber, and condenser, the number of baffles of the 

evaporator and the height of the reboiler. The effectiveness for these devices is evaluated when the chiller 

operates at any off-design condition.  Conversely, for simplicity, the effectiveness of both internal heat 

exchangers (solution and refrigerant heat exchangers) is assumed to be constant in every operating 

condition. In addition, both the ammonia refrigerant mass fraction and the refrigerant quality at the exit of 
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evaporator are fixed values to limit the refrigerant temperature glide. ew refers to the weight of the liquid 

entrainment per unit weight of vapor flowing in the distillation column 

Table 2. Chiller parameters 

Performance constrictions Design point 

xm,ref 0,99 Coupling fluids temp. change Miscellaneous 

Qout evap 0,92 Tcf abs[C] 1,5 �̇�𝑒𝑣𝑎𝑝[kW] 7,5 

ew 0,05 Tcf cond [C] 5 Tamb [C] 35 

Internal heat 

exchanger 

effectiveness 

shx 0,5 Tcf evap [C] 5 Tcf evap out [C] -5 

rhx 0,85 Tcf desb [C] 5  

 
A lumped steady state model has been developed based on the application of global mass, species and 

energy balance and heat transfer equations and heat exchange effectiveness. The effectiveness of the 

evaporator, 𝜖𝑒, is defined as (Kim et al. 2008). 

𝜖𝑒 =
𝑡𝑒𝑖−𝑡𝑒𝑜

𝑡𝑒𝑖−𝑇𝑒
  (eq. 1) 

where T and t refer to the temperature of the working fluid and the secondary fluid, respectively. The 

subscripts i and o refers respectively to the inlet and outlet of the condenser. Therefore, the temperature at 

the evaporator outlet is calculated as  

𝑇𝑒 = 𝑡𝑒𝑜 + Δ𝑇𝑐𝑓 𝑒𝑣𝑎𝑝 (1 −
1

𝜀𝑒
)  (eq. 2) 

being Δ𝑇𝑐𝑓 𝑒𝑣𝑎𝑝 the temperature increase suffered by the chilled water as it flows past the evaporator. 

Similarly, the temperature at the condenser outlet, Tc, may be calculated as  

𝑇𝑐 = 𝑡𝑐𝑖 +
Δ𝑇𝑐𝑓 𝑐𝑜𝑛𝑑

𝜀𝑐
 (eq. 3)  

where the effectiveness of the condenser, 𝜖𝑐, is defined as 

𝜖𝑐 =
𝑡𝑐𝑜−𝑡𝑐𝑖

𝑇𝑐−𝑡𝑐𝑖
  (eq. 4) 

being Δ𝑇𝑐𝑓 𝑒𝑣𝑎𝑝 the temperature increase suffered by the air coolant as it flows past the condenser. In Eqs. 

(1) and (2), the refrigerant stream is the lowest heat capacity since it undergoes phase change. Note that 

𝑡𝑐𝑖 = 𝑇𝑎𝑚𝑏 + Δ𝑇𝑐𝑓 𝑎𝑏𝑠
   (eq. 5) 

where Tcf abs refers to the increase of the air coolant temperature as it flows past the absorber. The ammonia 

mass fraction of both the concentrated, xm CS, and the diluted solution, xm DS, is obtained from the reboiler 

and absorber effectiveness,  𝜖𝑔, 𝜖𝑎, expressed respectively as, 

𝜖𝑔 =
𝑇𝑔𝑜−𝑇𝑔𝑖

𝑡𝑔𝑖−𝑇𝑔𝑖
  (eq. 6)  

𝜖𝑎 =
𝑇𝑎𝑖−𝑇𝑎𝑜

𝑇𝑎𝑖−𝑡𝑎𝑖
  (eq. 7) 

where the lowest heat capacity is the working stream due to its lower mass flow rate. The temperature of 

the working fluid at the outlet and inlet of each device is obtained assumed saturated state.  

Diluted and concentrated solution flow rates are obtained from the Eqs. (8)-(9) based on mass and species 

balance in the absorber 

�̇�𝑠(𝑥𝐶𝑆 − 𝑥𝐷𝑆) = �̇�𝑟 𝑥𝐶𝑆
  (eq. 8) 

�̇�𝐷𝑆 + �̇�𝑟 = �̇�𝐶𝑆
  (eq. 9) 

where the refrigerant flow rate,  �̇�𝑟
,is evaluated as 

�̇�𝑟 ≈ 𝑄�̇�

ℎ𝑐
𝑓𝑔

  (eq. 10) 

 
M. Palacios Lorenzo et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

803



 
 

 
 

 

In addition, the heat transfer rate for absorber or condenser, �̇�, is determined with the energy balance, Eq. 

(11), at the component 

�̇� + ∑ �̇�𝑘 ∙ ℎ𝑘𝑘 = 0  (eq. 11) 

where the solution mass flow rate is denoted by �̇�𝑘. The subscript k refers to each one of the flows involved 

in the device. Finally, the mass flow rate of the coupling fluids for evaporator, (chilled water), absorber and 

condenser (air coolant) are determined. 

To determine the reboiler heat transfer rate, the set consist of the reboiler, the purification system and the 

solution heat exchanger have been modelled. The commercial chiller includes an adiabatic tray type 

distillation column. Negligible benefit is expected from the rectification section due to its low efficiency 

(Fernández-Seara et al., 2003). Accordingly, the rectifying section of the distillation column is avoided in 

the model. Vapor generated in a lower tray experiences liquid-vapor contact with colder solution from the 

upper tray. The coupled heat and mass transfer process leads to a temperature reduction and purification of 

the vapor. The liquid flow leaving the tray is assumed to be at thermodynamic equilibrium. Conversely, the 

ammonia molar fraction of the vapor leaving the i-tray, �̅�𝑣,𝑖 , is obtained calculating the Murphree vapor 

plate efficiency, eM. In that way,  

 
�̅�𝑣,𝑖 = �̅�𝑣,𝑖−1(1 − 𝑒𝑀) + 𝑒𝑀�̅�𝑣 𝑒,𝑖   (eq. 12) 

where �̅�𝑣 𝑒,𝑖, refer to the molar fraction of the vapor leaving the i-tray at thermodynamic equilibrium. The 

Murphree vapor plate efficiency is obtained as 

𝑒𝑀 = 6.8 (𝑁𝑅𝑒
𝑁𝑆𝑐

)
0.1

(𝑁𝐷𝑔
𝑁𝑆𝑐

)
0.115

  (eq. 13) 

where 𝑁𝑅𝑒
, 𝑁𝑆𝑐

, 𝑁𝐷𝑔
 are dimensionless groups depending on some thermodynamic properties of the liquid 

(L, L, L, diffusivity of the liquid light key component, evaluated with the Wilke-Chang expression 

(Coker, 2010), vapor velocity and geometrical characteristics of the column (fractional free area, 𝐴ℎ 𝐴𝑡⁄ , 

and weir height, hw). The effect of the liquid entrainment in the Murphree vapor plate efficiency has also 

been considered by using the Fair method (Coker, 2010). The reboiler Murphree efficiency is assumed to 

be 1. The vapor purification process is eventually completed by partial condensation in the liquid-cooled 

rectifier. 

Conservation equations for mass, species and energy in every tray are added to the equation set (14)-(25), 

being reboiler and rectifier considered as additional trays. 

Tray without feed: 

�̇�𝐿,𝑖+1 + �̇�𝑉,𝑖−1 = �̇�𝐿,𝑖−1 + �̇�𝑉,𝑖+1  (eq. 14) 

𝑥𝐿,𝑖+1�̇�𝐿,𝑖+1 + 𝑥𝑉,𝑖−1�̇�𝑉,𝑖−1 = 𝑥𝐿,𝑖−1�̇�𝐿,𝑖−1 + 𝑥𝑉,𝑖+1�̇�𝑉,𝑖+1 (eq. 15)  

ℎ𝐿,𝑖+1�̇�𝐿,𝑖+1 + ℎ𝑉,𝑖−1�̇�𝑉,𝑖−1 = ℎ𝐿,𝑖−1�̇�𝐿,𝑖−1 + ℎ𝑉,𝑖+1�̇�𝑉,𝑖+1 (eq. 16)  

Reboiler: 

�̇�𝐿,1 = �̇� 𝐷𝑆 + �̇�𝑉,1  (eq. 17) 

𝑥𝐿,1�̇�𝐿,1 = 𝑥𝐿,𝑖−1�̇�𝐷𝑆 + 𝑥𝑉,1�̇�𝑉,1  (eq. 18) 

ℎ𝐿,1�̇�𝐿,1 + �̇�𝑟𝑒𝑏𝑜𝑖𝑙𝑒𝑟 = ℎ𝑃𝑆�̇�𝐷𝑆 + ℎ𝑉,1�̇�𝑉,1  (eq. 19) 

Feed tray: 

�̇�𝐿,𝐹 + �̇�𝐿,𝑖+1 + �̇�𝑉,𝑖−1 = �̇�𝐿,𝑖−1 + �̇�𝑉,𝑖+1  (eq. 20) 

𝑥𝐿,𝐹�̇�𝐿,𝐹 + 𝑥𝑉,𝑖−1�̇�𝑉,𝑖−1 = 𝑥𝐿,𝑖−1�̇�𝐿,𝑖−1 + 𝑥𝑉,𝑖+1�̇�𝑉,𝑖+1  (eq. 21) 

ℎ𝐿,𝐹�̇�𝐿,𝐹 + ℎ𝑉,𝑖−1�̇�𝑉,𝑖−1 = ℎ𝐿,𝑖−1�̇�𝐿,𝑖−1 + ℎ𝑉,𝑖+1�̇�𝑉,𝑖+1  (eq. 22) 

Rectifier: 

�̇�𝑉,𝑖−1 = �̇�𝑅 + �̇�𝐶  (eq. 23) 

𝑥𝑉,𝑖−1�̇�𝑉,𝑖−1 = 𝑥𝑅�̇�𝑅 + 𝑥𝑟𝑒𝑓�̇�𝑟𝑒𝑓  (eq. 24) 

�̇�𝑟𝑒𝑐𝑡 + ℎ𝑉,𝑖−1�̇�𝑉,𝑖−1 = ℎ𝑅�̇� 𝑅 + ℎ𝐶�̇�𝑟𝑒𝑓  (eq. 25) 
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where R, C and ref subscripts refer to reflux and vapor refrigerant coming into the condenser, respectively. 

Subscript DS refers to the diluted solution coming out to the reboiler.   

2.1. Solution method 

The previous formulation may be used in two different ways, namely in the design process of the chiller 

and as a tool to analyses its off-design performance. In the design process, the value of Tcf abs, Tcf cond , 

Tcf desb and Tcf  evap are fixed, what lets to determine the length of the condenser and absorber tubes, Lcond, 

Labs, the reboiler heigh, hreboil, and the number of baffles of the evaporator, Nbaffles. In that way, the whole 

geometry of the chiller may be determined. Chiller performance at off-design conditions may be analysed 

then, but now Tcf abs, Tcf cond , Tcf desb and Tcf  evap  are unknown magnitudes. The solution method for both 

design chiller and analysis of off-design performances requires an iterative process to match assumed and 

calculated values for effectiveness of the external heat exchangers and for the temperature change suffered 

by the corresponding coupling fluid.  

Therefore, additional modelling for the external heat exchangers has been developed and implemented. All 

these models provide the temperature change suffered by the coupling fluid associated with each external 

heat exchanger. Then, mathematical models for the absorber, condenser, evaporator and reboiler, based on 

mass, and energy balance, and heat and mass transfer equations, have been developed and implemented. 

These models are of discrete type for the absorber, condenser and evaporator, and of lumped type for the 

reboiler. Specifically, the energy balance at the tube solid wall stablishes that  

�̇�𝑙,𝑜𝑢𝑡 = �̇�𝑐
  (eq. 26) 

In Eq. (26), �̇�𝑙,𝑜𝑢𝑡 is the heat flow from the bulk refrigerant to the wall,  

�̇�𝑙,𝑜𝑢𝑡 = 𝑈𝑜𝑢𝑡 ∙ (𝑇𝑏𝐿 − 𝑇𝑤) ∙ 𝑑𝐴𝑐  (eq. 27) 

where the overall heat transfer coefficient, 𝑈𝑜𝑢𝑡, is given by Eq. (28) 

𝑈𝑜𝑢𝑡 =
1

𝐷𝑤𝑜
2∙𝑘𝑤

∙ln
𝐷𝑤𝑜
𝐷𝑤𝑖

+
𝐷𝑤𝑜

ℎ𝑙𝑤∙𝐷𝑤𝑖

  (eq. 28) 

being Dwi and Dwo the inner and outer tube diameter, respectively. 𝑑𝐴𝑐 is the inner heat transfer area from 

the tube wall to the coolant. ℎ𝑙𝑤 refers to the heat transfer coefficient between the liquid phase and the inner 

tube wall.  In addition,  �̇�𝑐 is the heat flow transferred from the wall to the air coolant, which is calculated 

from Eq. (29) 

�̇�𝑐 = ℎ𝑡,𝑐 ∙ Δ𝑇𝑙𝑚 ∙ 𝑑𝐴𝑐  (eq. 29) 

being ℎ𝑡,𝑐 is the heat transfer coefficient between the wall and the air coolant and Δ𝑇𝑙𝑚 the logarithmic 

mean temperature difference, which is defined as 

Δ𝑇𝑙𝑚 =
(𝑇𝑤−𝑇𝑐𝑖)−(𝑇𝑤−𝑇𝑐𝑜)

ln
𝑇𝑤−𝑇𝑐𝑖
𝑇𝑤−𝑇𝑐𝑜

  (eq. 30) 

where the subscripts ci and co refer to coolant inlet and coolant outlet of the differential control volume, 

respectively.  Eq. (26) lets, known the bulk temperature of the liquid phase, 𝑇𝑏𝐿, to obtain  𝑇𝑐𝑜, and 

eventually, Tcf  for each external heat exchanger. 

2.1.1 Air-cooled absorber 

Bulk temperature of the liquid phase, TbL, is obtained by means of mass, species and energy balance at the 

vapor and liquid interface. Namely, mass balance at interface, which states than the mass transfer between 

the vapor and the liquid phases must be equal, can be expressed as Eq. (31), where a film model is used. 

Eq. (32) is obtained stating a balance energy at the liquid vapor interface (Fernández-Seara et al., 2002, 

2003; Sieres et al., 2007)   

𝑓1(𝑇𝑖 , 𝑧 ) = 0  (eq. 31) 

𝑓2(𝑇𝑖 , 𝑧 ) = 0  (eq. 32) 

In these equations, z refers to the ratio of ammonia to total molar flux through the interface and 𝑇𝑖  is the 

temperature interface. An iterative process leaves to calculate total and partial mass fluxes transferred 
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through the interface, �̇�,  �̇�𝑁𝐻3 and �̇�𝐻2𝑂. New vapor condition is calculated from mass and energy 

balance in the bulk vapor phase based on the differential control volume, which stablish that 

𝑑�̇�𝑣 = −�̇�  (eq. 33) 

𝑑(𝑥𝑣𝑏�̇�𝑣) = −�̇�𝑁𝐻3  (eq. 34) 

𝑑(ℎ𝑣𝑏�̇�𝑣) = −(�̇�𝑁𝐻3 ∙ ℎ𝑣,𝑁𝐻3 + �̇�𝐻2𝑂 ∙ ℎ𝑣,𝐻2𝑂 + �̇�𝑣) (eq. 35)  

Similarly, flow rate, temperature and composition of the liquid phase at the exit of the control volume may 

be obtained with mass balance in the bulk liquid, which states that 

𝑑�̇�𝑙 = �̇�  (eq. 36) 

𝑑(𝑥𝑙𝑏�̇�𝑙) = �̇�𝑁𝐻3  (eq. 37) 

𝑑(ℎ𝑙𝑏�̇�𝑣) = −(�̇�𝑁𝐻3 ∙ ℎ𝑙,𝑁𝐻3 + �̇�𝐻2𝑂 ∙ ℎ𝑙,𝐻2𝑂 + �̇�𝑣)  (eq. 38) 

2.1.2 Condenser and evaporator 

Bulk temperature of the liquid phase, TbL, is obtained by means of mass and energy balance at the solution 

biphasic side. 

2.2. Heat and mass transfer coefficients 

In the reboiler, the heat transport coefficient between the finned tube wall and the coolant is obtained from 

(Kay, 1984) and the heat transfer coefficient in the solution side is calculated from Táboas et al., (2007), to 

consider the mass transfer resistance though the liquid-vapor interface at solution side. The correlation 

proposed by Klimenko (Mills, 1999) is used between the biphasic refrigerant and the tube surface. In the 

evaporator, the heat transport coefficient between the tube wall and the coolant is obtained following the 

procedure described in VDI Heat Atlas (Wärmeatlas, 2010) for the shell-side heat transfer in baffled shell-

and-tube heat exchangers. In the condenser and in the absorber, the heat transfer coefficient between the 

liquid and the tube surface is calculated from the film wise condensation theory in a horizontal tube. In 

laminar regime, the heat transfer coefficient is obtained from the Nusselt equation for a smooth film 

(Wärmeatlas, 2010), ignoring the vapor shear stress effect. The increase in heat transfer due to the waviness 

of the film flow is considered with the Kutateladze and Gogonin equation (Wärmeatlas, 2010). In turbulent 

regime, the Yüksel and Müller equation (Wärmeatlas, 2010) has been used to calculate the heat transfer 

coefficient. Corrections proposed by Numrich equations (Wärmeatlas, 2010) have been applied to consider 

the effect of the shear stress at the condensate film surface, both in laminar and turbulent regime. The heat 

transport coefficient between the solid surface and the coolant for absorber and condenser has been 

evaluated by the EES software (7.75-5/8T type) (Kay, 1984). In the absorber, the heat transfer coefficient 

between the liquid and the liquid vapor interface is assumed to be equal to the heat transfer coefficient 

between the liquid and the tube wall. The heat transfer coefficient in the refrigerant vapor phase is obtained 

from Gnielinski (Wärmeatlas, 2010). The mass transfer coefficient is calculated by means of the Chilton 

and Colburn analogy (Wärmeatlas, 2010) from the heat transfer coefficient.  

2.3 Mathematical model validation 

The implemented mathematical model has been validated considering the COP and cooling capacity data 

provided by the manufacture. Note certain discrepancy between experimental data and predicted for chilled 

water temperature at -5 oC figure 2 (left) when the outdoor temperature is at 40 oC. This is attributable to 

the implemented model is no longer being adequate when the distillation column operates at weep mode, 

as it may happens when the chiller cooling capacity is very low. 

3. Results 

The air-coolant absorption chiller, powered by hot water flow, rejects thermal energy from the absorber-

condenser assembly to the ambient and so, it can capture energy from the flow water to be chilled in the 

evaporator. Therefore, the state of the coupling fluids, namely inlet temperature and mass flow rate of the 

feed water, coolant air and chilled water, determines the performance of the air-cooled absorption chiller. 

In this work, the inlet temperature of chilled water instead of the outlet temperature is adopted as chiller 

parameter due to its practical interest. Particularly, the velocity of the air-coolant flow exerts a major 

influence not only in the size of the absorber-condenser assembly but in the electrical consumption of the 

chiller.   
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Fig.2: Predicted and manufacture COP data versus outdoor temperature. Hot water mass flow rate: 3500 l/h. Chilled water 

mass flow rate: 2600 l/h. Hot water temperature: 160, 185 and 240 oC. Chilled water temperature: -5 oC (left), 0 oC (right). 

Several cases have been analysed, which characteristics are described in table 1. Firstly, case A is studied. 

Then, the role of the velocity air-coolant flow is analysed by comparing case B  

For each case studied, cooling capacity and COP has been provided by the manufacture, the value of all 

other significant parameters has been predicted with the implemented model.  

 
Table 3.- Description of the studied cases 

 Feed water 

flowrate 

(l/h) 

Chilled water 

flowrate (l/h) 

Air-coolant 

velocity 

(m/s) 

Chilled water 

outlet temp.  

(oC) 

Outdoor 

temp. 

range (oC) 

Feed water 

temp. range 

(oC) 

Case A 3500 2600 2 -5 10-40 160-210 

Case B 3500 2600 1 -5 10-40 160-210 

 
3.1. Analysis of the absorber size  

The refrigerant absorption in the absorber involves heat and mass transfer processes which rate are partly 

governed by the absorber thermal resistance, closely related to the air-coolant velocity The refrigerant 

absorption rate for a variety of working condition has been evaluated. Figure 3 presents the average 

refrigerant mass flowrate per absorber surface,  �̇�𝑟𝑒𝑓,𝐴𝑎𝑏𝑠
, when the size of the absorber is the minimum to 

assure the complete absorption of the refrigerant flow as it passes through the absorber. Similar values were 

found in water-cooled ammonia-water absorbers (Fernández-Seara et al., 2005). The figure shows that 

�̇�𝑟𝑒𝑓,𝐴𝑎𝑏𝑠
 behaves asymptotically as the air-coolant velocity increases. Therefore, results reveal the 

existence of a practical maximum for the air-coolant velocity beyond which no further reduction in the 

absorber size is expected. In this study, the maximum air-coolant flow velocity is set at 2 m/s for the finned 

surface used to model the absorber. 

 

  

Fig 3: Average refrigerant mass flowrate per solid absorber wall surface versus air coolant velocity. 

 

3.2 Case A 

Figure 4 left shows the evolution of the high-pressure level in case A. Note that this magnitude mainly 

increases as the outdoor temperature does, as expected. Interestingly, it is also increases as the feed water 
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temperature does. This is attributed to the rise in the cooling capacity, and so, in the thermal load of the 

absorber. The absorber load influences the condenser performance because they are configured in parallel.  

Figure 4 right shows the reflux ratio behaves as the high-pressure level does. This is due to when the high-

pressure level increases, the ammonia separation in the reboiler deteriorates as the solution vapor pressure 

rises.  

Figure 5 left presents the effective surface for the condenser, that is, the surface of the where mass transfer 

processes take place, normalized to its total surface.  The condenser effective surface is expected to decrease 

as the air-coolant mass flow rate increases, due to the heat and mass transfer rate enhancement. In addition, 

the condenser effective surface increases as the thermal load of the absorber-condenser assembly does, that 

is, as the cooling capacity increases (or/and the COP decreases). Note the condenser effective surface 

reaches its higher values when the cooling capacity does.  

As regard the electric COP, figure 5 right reveals that it is roughly governed by the outdoor temperature.   

 

 

    

Fig. 4: High-pressure level, in kPa (left). Reflux ratio (right). Case A 

 

 
 

      

Fig. 5: Condenser effective surface (left). Electric COP (right). Case A 

 

3.3 Case B 

Case B characterizes by the fact that the air-coolant velocity is one-half of that one in case A. The distinctive 

features between case A and B are the followings. Firstly, the high-pressure level has decreased as 

compared to case A, particularly when the thermal load of the absorber-condenser assembly is maximum.   

(Figure 6 left). This is a consequence of the decrease in the mass and heat transfer rate. In addition, the 

thermal load of the solution heat exchanger decreases (Figure 6 right), because of the high-pressure level 

decrease. 
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Figure 6: Decrease in the high-pressure level (left), and in the solution heat exchanger thermal load (right), when case B is 

compared to case A 

 

 

It is highlighted that the effective surface of the absorber-condenser assembly increases as the air-coolant 

velocity decreases due to the decay in the mass and heat transfer process (Figure 3). However, the air-

coolant mass flowrate increase due to the larger surface of the absorber-condenser assembly is surpassed 

by the decreases in the air-coolant velocity. Then, figure 7 left shows how the marginal air-coolant mass 

flow rate per absorber surface decreases in all working conditions. Finally, figure 7 left shows the increases 

experienced by the electric COP, particularly when the outdoor temperature is low.  

4. Conclusion 

In this work it is analyzed the effect of the air-coolant flow rate on the absorption chiller performances. 

With this purpose, a discrete mathematical model has been developed and implemented in Engineering 

Equation Solver Software, on the bases of mass, species and energy conservation balances. Results show 

that a moderate decrease of the air-coolant velocity may have a positive effect on the chiller performances 

due to leads to reduce the thermal load of the solution heat exchanger and, simultaneously, the high-level 

pressure. On the other hand, the electric COP increases due to the marginal decrease in theair-coolant mass 

flow rate per absorber surface. The drawback is the increase of the absorber size. 

 

 
         

Figure 7: Marginal decrease in the air-coolant mass flow rate per absorber surface, in percentage, (left) and electric COP 

increases (right) when case B is compared to case A 
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Experimental Investigation on Solar-Driven GAX-based 

Absorption Heat pump for Domestic Hot Water production 
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Université Grenoble Alpes, CEA, Liten, Campus INES, 73375 Le Bourget du Lac, France 
 

Abstract 

This paper presents a new development of NH3-H2O absorption heat pump designed with plate heat exchangers 

and market ready components in order to offer a compact machine easy-to-manufacture. An innovative 

architecture based on GAX (Generator Absorber Heat Exchange) cycle has been proposed for an optimal use 

of the internal heat of the cycle for absorption and desorption processes. A model has been built for design of 

a prototype with the production target of 25 kW of hot water (> 60°C) from a lower-temperature heat source 

of around 30°C. The prototype has been tested under various conditions. The thermal Coefficient Of 

Performance (COP) and the electrical coefficient of performance (ECOP) obtained at nominal conditions are 

respectively 1.52 and 130. Furthermore, the machine shows its capacity to operate over a wide conditions 

range, especially in term of the inlet temperature of the heat source from 110°C to 170°C. 

Keywords: Absorption heat pump, Ammonia/water, GAX, prototype 

 

Nomenclature 

   Subscripts 

CP Specific heat  [J/kg.K] A Absorber 

DX Concentration difference between rich and poor solution [-] abs absorption 

DT Temperature glide [K] C Condenser 

EK Kinetic energy  [J] des desorption 

EZ Potential energy  [J] el electric 

h Enthalpy  [J/kg] E Evaporator 

ṁ Mass flow  [kg/s] G Generator 

P Pressure  [bar] in input 

Q Heat exchange rate  [W] m motor 

T Temperature  [K] out output 

x Ammonia concentration  [-] sat saturation 

W Work  [W] sp poor solution 

   sr rich solution 

Acronyms  v vapour 

COP Coefficient Of Performance [-] w water 

ECOP Electrical coefficient of performance [-]   

1. Introduction 

In France, the residential and industrial sectors account for 23Mtoe of electric consumption, while the natural 

gas consumption attests on 24Mtoe (IEA database). In general, these two sectors are responsible of the 43.2% 

of the French total final consumption, and a great part of this share is converted into heat. In the residential 

sector, the 78% of the consumption is dedicated to space heating and cooling through systems that are fed for 

58% with fossil fuels (https://www.ceren.fr/). Industry is as well dependent on fossil fuels (61% of the total 

consumption) for heat generation, with even a small share of the electricity consumption (18%, i.e. 21 TWh in 

2013) used for thermal production. During the processes, about the 25-60% of the heat is lost to the 

environment, for a total amount of 8.56 Mtoe of waste heat (https://www.ademe.fr/). However, this rejected 

heat is available at different temperature levels: almost a third is available at >100°C and can be re-used on site 

International Solar Energy Society EuroSun2022 Proceedings

 

© 2022. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientiic Committee
doi:10.18086/eurosun.2022.08.10 Available at http://proceedings.ises.org 811



or for feeding heating networks; the second third, between 40°C and 100°C, can be enhanced in temperature 

by heat pumps; the remaining third is rejected at a temperature < 40°C and is hardly exploitable. The challenge 

is saving the medium-and-low-temperature heat from being wasted, increasing the overall process performance 

and reducing the Greenhouse Gas (GHG) emissions. In this context, one of the most adapted solutions is 

represented by the absorption heat pumps, which use natural fluids and allow upgrading low-temperature 

sources to a higher temperature level using heat as fuelling. In addition, such systems can also be configured 

in reverse mode to produce cooling, addressing both industrial and residential needs. 

To operate, absorption machines need a heat source that can be indifferently gas, renewable heat (solar, 

geothermal, biomass) or waste heat, with an increased economical end environmental interest in the two last 

cases. Concerning heating, absorption heat pumps can effectively contribute to lower the global energy 

consumption for both residential and industrial sectors, thus reducing the GHG emissions in accordance with 

the European Energy-Climate Framework 2030 and the international goals for limiting the global warming.  

As absorption cycles require two fluids for operating, refrigerant and solvent, many possibilities of coupling 

exist in the literature according to Sun J. et al. (2012). The most diffused are ammonia-water and water-lithium 

bromide due to their interesting thermophysical properties. This last couple has historically been chosen for air 

conditioning, and in the last decades, it found application even in some heat pumps [Aprile M. et al. (2016), 

Dai E. et al. (2018) and Wang J. et al. (2019)]. Despite its good efficiency, especially in multi-stage systems, 

H2O/LiBr has two important drawbacks: a limited operating field, by both crystallization risk and water 

freezing temperature, and an important cost. Ammonia-water couple avoids these problems, being suitable to 

operate in large temperature fields and having a lower cost, as ammonia is a common product. For the pursuit 

of the work, NH3/H2O will be the chosen fluid couple. 

Amongst the different ammonia-water absorption cycles, the Generator-Absorber heat eXchanger (GAX) cycle 

is the most interesting due to its flexibility and increased performance compared to the single stage cycle. This 

cycle can effectively operated as a chiller, down to -40°C, or as a heat pump, even above 70°C with high 

efficiency. Despite that, few GAX heat pumps exist on the market and most of them base on expensive and 

bulky heat exchangers in the form of distillation columns.  

According to the literature, Aprile M. et al. (2016) tested an industrial gas-driven, GAX heat pump that 

produces 20 kW of hot water at 60°C or 45°C (evaporator temperature TE,in=10°C) with Coefficient of 

Performances (COP) of 1.6 and 1.73 respectively. Dai E. et al. (2018) tested an industrial 55 kW absorption 

heat pump that can produce 55°C hot water with an optimal COP of 1.63 at TE,in=20°C and generator 

temperature TG,in=200°C. The other heat pump present in the literature is a prototype made by Wang J. et al. 

(2019), where the main heat exchangers consist in tailored-made shells-and-tubes exchangers, thus not 

compact. The best performance obtained is COP = 1.51 with TE,in=15°C and TG,in=193°C. According to these 

works, the development of GAX heat pumps is particularly interesting for high-temperature waste heat 

recovery and, due to the COPs above 1.5, even the case of fuelling with fossil sources (gas, biomass, etc.) 

becomes environmentally and economically attractive. 

In this paper, a novel GAX architecture is presented, together with the related numerical model. The prototype 

is designed, fabricated and tested according to this architecture using only commercially available components, 

such as plate-type heat exchangers in order to improve the compactness, the amount of charge (ammonia) as 

well as the minimize the constraint related to high pressure. During the experimental investigations in the 

laboratory test rig, a particular attention has been given to the operating conditions, which have been varied to 

test the response of the system in different situations. The experimental results are then discussed to analyse 

the impact of the main parameters, such as the generator temperature, the evaporator temperature and the 

solution flow rate.  

2. Cycle description 

As introduced before, NH3/H2O is chosen for the study due to its favourable properties. In addition, this fluid 

couple is particularly interesting from an industrial point of view, being ammonia a well-known element used 

in plenty of domains, thus largely available and cheap. In this sense, the components of the GAX heat pump 
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that is further proposed are chosen amongst commercial parts, as plate heat exchangers and pressurized tanks, 

to demonstrate the viability of such absorption systems. 

 

Figure 1: Scheme of GAX prototype architecture 

Detailing the architecture, the GAX heat pump cycle shown in Figure 1 features a novel architecture where the 

vapour generation process is discretized via different components, three heat exchangers (GAX2, generator 

and rectifier) and three pressurized tanks (N21, N22 and N3). This approach is quite the opposite of the standard 

one, which involves a single element for both heat and mass transfers. A similar case can be made about the 

absorber too.   

2.1 Working principle 

As this study concerns a heat pump, the absorber and the condenser are cooled in series to maximise the cooling 

fluid output temperature. After preliminary simulations, the cycle is found to perform better if the absorber is 

entered first. In heat pump mode, the useful effect consists in the heat delivered to the cooling fluid, while the 

high-temperature heat entering the generator acts as the driving power. The heat flux entering the evaporator 

is seen as a free input.  

For a convenient description, the heat pump cycle is roughly divided into three subcycles according to the 

different fluids: refrigerant, rich solution and poor solution. 

 Refrigerant subcycle 

Rich solution diphase flows coming from GAX2 and generator enter the two separation tanks N21 and N22 

respectively: there, the vapour separates by gravity from the liquid solution. Due to the difference in the 

saturation pressures, the liquid is richer in water and the vapour is richer in ammonia, but it is generally not 

pure. Therefore, the vapour is sent to the rectifier to be enriched in ammonia. The purification occurs through 
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the refrigerant cooling, which causes a partial condensation of the fluid: the water-rich condensate is 

recirculated to the poor solution line. In parallel, the purified refrigerant is firstly condensed, then subcooled in 

the precooler before throttling, and finally vaporized in evaporator. After that, the vaporous refrigerant flows 

through the low-pressure side of the precooler and reaches the GAX1, where the absorption reaction with the 

poor solution begins. 

 Rich solution subcycle 

The rich solution is obtained as the product of the absorption reaction, which begins in the GAX1 and ends in 

the absorber. There, the ammonia-water mixture presents the highest richness in ammonia and its 

thermodynamic state is subcooled liquid, which allows protecting the pump. This last component increases the 

pressure of the rich solution that is subsequently delivered to the GAX1 (12) to be warmed. In this first heating 

phase, desorption might already occur. The desorption process continues in the rectifier and in the GAX2, as 

the rich solution recovers the available internal heat of the other fluid lines. Being diphasic after the GAX2, a 

first phase separation is performed in the N21 tank to avoid sending some vapour in generator inlet. Here, the 

remaining rich solution is heated to the highest temperature to continue desorption process. The two-phase 

fluid undergoes a second and final phase separation in the N22 tank, resulting in the poor solution and some 

additional refrigerant vapour at the outlets. 

 Poor solution subcycle 

After phase separation in the N22 tank, the poor solution features the lowest richness in ammonia in the cycle 

and the highest temperature too. A first heat recovery occurs towards the rich solution in the GAX2. Then, the 

poor solution is mixed with the condensate, increasing ammonia richness and decreasing the temperature. The 

resulting solution is throttled before entering the GAX 1 (25). There, the ammonia vapour coming from the 

refrigerant subcycle (37) is absorbed by the poor solution and, as the absorption reaction is exothermic, heat 

generation occurs. The internal recovery is realized by the rich solution (13). The complete absorption in GAX1 

is limited by the temperature level of the rich solution used for the cooling. Thus, the reaction is continued in 

the absorber where further absorption is done by cooling with a colder external source. 

 GAX effect  

The GAX cycle is particularly interesting when a large temperature overlap between the generator and absorber 

occurs: in this case, absorption excess heat is partially available at a temperature that allows the rich solution 

desorption in GAX1. In GAX2 and rectifier, the desorption continues thanks to the internal heat recovery from 

the poor solution. Taking advantage of this temperature overlap decreases the input heat in the absorber and 

the generator, improving the global performance and reducing the absorber and generator components size. 

2.2 Comparison with literature architectures 

Only little experimental work has been done on GAX systems configured as heat pumps. Aprile M. et al. (2016) 

tested an absorption heat pump manufactured by the Robur Company in Germany, Dai E. et al. (2018) tested 

one manufactured by the Vicot Company in China, and only Wang J. et al. (2019) tested a self-made prototype.  

The main difference between the proposed architecture and the existing ones consists in the vapour generation 

system and the absorption system. An immediate finding can be made about the rich solution circuit, which 

shows a different path: instead flowing first through the rectifier and then through the GAX, in the proposed 

version it encounters first the GAX1, then the rectifier, and finally the GAX2. This variation results from the 

pinch analysis of the system fluid lines and optimizes the internal heat recovery. 

A more technical aspect concerns the heat exchangers technology. In the literature, the technologies used for 

the components where absorption takes place (GAX1 and absorber) vary according to the authors : two 

separated falling film heat exchangers tubes in tubes type [Aprile M. et al. (2016) and Wang J. et al. (2019)] 

or shell-and-tubes exchangers, which allows piling the two units to form a single component [Dai E. et al. 

(2018)]. However, all authors choose the same technology for the desorption block : Generator, GAX2 and 

rectifier are shell-and-tubes exchangers, which allows piling the three units where the ammonia vapour flows 

in counter-current respect to the solution, being cooled and rectified all along as in a distillation tower. 

Therefore, the refrigerant vapour is already purified when exiting the generation column and the condensate 

resulting from rectification is directly recirculated in the underlying sections. Since the vapour generation and 
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separation occur simultaneously, the generation block is sized taking into account the two process. The novel 

architecture proposed in this work avoids dealing with this point: as the heat and mass transfers and the phase 

separation occur separately, each component is optimally sized to its function.  

Another aspect to be considered is the system manufacturing. Generally, these distillation-column-like 

elements consist in a cylindrical vessel where the different sections are heated or cooled by coil exchangers. 

Such assembly requires a complex manufacturing and, due to the low heat transfer coefficient of coil 

exchangers, it presents a considerable volume that cannot be split without losing all the advantages of a coupled 

vapour generation and separation. Differently, the proposed architecture involves many smaller units that can 

be distributed in the space, thus allowing a more rational positioning inside the system and an easy 

maintenance. 

3. Modelling approach 

To determine the most efficient solution for the novel GAX ammonia-water cycle, many architectures have 

been modelled and then implemented in the software EES (Engineer Equation Solver, http://www.fchart.com/) 

to be numerically studied. EES internally provides NH3/H2O mixture thermodynamic properties, which are 

calculated through the correlations proposed by Ibrahim O.M. and Klein S.A. (1993). By specifying the heat 

and mass efficiencies of the components and integrating the hypothesis listed in Table 1, the model returns the 

thermodynamic conditions of the state points of the cycle and the global performances. 

Table 1: Hypothesis of the model for the prototype design 

The system is at steady state; Adiabatic components and pipes; 

ΔEK and ΔEZ are negligible Ideal heat sources and sinks; 

Pressure drops are negligible; Pump has ηel = 0.9 and ηm = 0.8; 

Saturated fluid at separation tanks outlet; The heat transfer efficiency is 0.8; 

The approach temperature in heat exchangers is 

5°C; 

Evaporator temperature glide is 5°C; 

Absorption efficiency is 0.8 and desorption efficiency 

is 1 according to Boudehenn F. et al. (2014); 

The model is established considering each component as a control volume, thus is 0D: the internal dynamics 

are excluded from the study, as the behaviour of the component is considered as a whole and included in the 

relative efficiency. Even if simple, this approach is reliable for the scope, as it has been largely demonstrated 

in previous works [Herold K. E. et al. 1996].  

For each control volume, mass and energy conservation equations have been defined: 

𝑇𝑜𝑡𝑎𝑙 𝑚𝑎𝑠𝑠 𝑐𝑜𝑛𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛 →  ∑ �̇�𝑖𝑛 − ∑ �̇�𝑜𝑢𝑡 = 0 
Eq. 1 

𝑅𝑒𝑓𝑟𝑖𝑔𝑒𝑟𝑎𝑛𝑡 𝑚𝑎𝑠𝑠 𝑐𝑜𝑛𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛 →  ∑ �̇�𝑖𝑛 𝑥𝑖𝑛 − ∑ �̇�𝑜𝑢𝑡 𝑥𝑜𝑢𝑡 = 0 
Eq. 2 

𝐸𝑛𝑒𝑟𝑔𝑦 𝑐𝑜𝑛𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛 →  ∑ �̇�𝑖𝑛 ℎ𝑖𝑛 − ∑ �̇�𝑜𝑢𝑡 ℎ𝑜𝑢𝑡 + ∑ �̇� − ∑ �̇� = 0 

 

Eq. 3 

In the last equation, Q and W are the heat and work fluxes exiting the system boundary. Signs respect the 

traditional convention. 

The evaporator temperature glide is defined as 𝑇36 − 𝑇35. 

Finally, the Coefficient Of Performance (COP) of a generic heat pump is defined as the ratio between the heat 

rejected to the external cooling fluid at the condenser and the energy input in the compressor. In the case of 

absorption cycles, a heat rejection occurs also in the absorber, as the absorption reaction is exothermic. This 

heat being recuperated by the external cooling fluid, it becomes a part of the useful effect. The energy input 
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changes too: in fact, besides the electric energy consumption, an additional and more consistent high-

temperature heat consumption is necessary to power the system. Generally, it is good practice to distinguish 

the type of COP between electrical (ECOP) and thermal (COP) for the continuation, as heat consumption 

largely prevails on the electric). In particular, doing techno-economic analysis one of the two parameters is 

often negligible while the other drives the decision.  

𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑎𝑙 𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 𝑂𝑓 𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 → 𝐸𝐶𝑂𝑃 =
useful energy

electric cost
=

QA + 𝑄𝐶

Wel,pump

 

 

Eq. 4 

𝑇ℎ𝑒𝑟𝑚𝑎𝑙 𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 𝑂𝑓 𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 → 𝐶𝑂𝑃 =
useful energy

heat cost
=

QA + 𝑄𝐶

𝑄𝐺

 

 

Eq. 5 

According to simulations, the best performance considering both COP and ECOP is obtained for the 

architecture given in Figure 1. This model has also been used to size all the components of the prototype.  

4. Experimental system 

4.1 Prototype 

The sizing conditions are reported in Table 2. The generator inlet temperature is set at 170°C, corresponding 

to the optimal numerical COP. The target of the machine is to produce 25 kW of hot water (> 60°C) from a 

lower-temperature heat source (∼ 30°C).  

Table 2: Prototype sizing point 

Parameters Value Measure Unit 

Generator inlet temperature 170 °C 

Absorber inlet temperature 30 °C 

Evaporator inlet temperature 35 °C 

Target hot fluid outlet temperature > 60 °C 

Target heating capacity 25 kW 

Using these values as model inputs, the characteristic parameters of the components have been defined. Then, 

each element has been identified on the market, purchased and assembled. To respect the technological 

readiness asset, only industrial brazed/welded plates heat exchangers are implemented, as those last 

components are standardized and produced in series. Instead, the piping and separation tanks, even if they are 

well known industrial elements, must be designed and singularly manufactured to fit the operating conditions. 

In addition, as the ammonia/water mixture is very corrosive, a special care is taken by selecting only resistant 

components, mostly made in stainless steel. Considering the material costs of the assembly without 

instrumentation, the pressurized tanks (36%) and the piping (25%) represent a great share, while the plate heat 

exchangers affect for a littler amount (13%). A picture of the prototype is shown in Figure 2.  

Three stainless steel tanks are used to separate refrigerant vapour and liquid solution at the outputs of generator, 

GAX2 and rectifier. Two other tanks are provided as fluid storages: one to store the poor solution before 

pumping, in order to avoid pump cavitation during the start-up phase; the other one to store the refrigerant after 

the condenser. These two last tanks allow the heat pump to be operated over a wide temperature range. 

However, the system is filled with relatively low quantities of water and ammonia, 1.4 kg of water and 2.4 kg 

of ammonia. Finally, the GAX1 heat exchanger features an original, double distributor system for the poor 

solution and refrigerant inlet, allowing liquid and gas flows to be uniformly distributed into each channel. 
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4.2 Characterization 

Experimental tests were performed at the INES (French National Institute for Solar Energy) facility in a test 

rig that allowed providing adjustable temperatures and powers for the external fluids. The fluid chosen for all 

external circuits is pressurized water. The heat pump operating field during the tests is reported in Table 3.  

Table 3: GAX heat pump operating range during experimental test. Data refers to external-side fluid for Evaporator, 

Absorber, Condenser and Generator and to the internal-side fluid (rich solution) for the Pump. In the case of the Pump, both 

upstream and downstream pressures are indicated. 

  Evaporator Absorber Condenser Generator Pump 

Inlet 

temperature 

[°C] 

Nominal 34.6 29.5  170 41 

Minimal 25 29.5  110 35 

Maximal 50 29.5  170 47 

Pressure [bar] 

Nominal 9 10.5 23.4 23.6 10.5/23.6 

Minimal 7.5 7.5 19 19 7.5/19 

Maximal 13 13 24 24 13/24 

Power [kW] Maximal 13.4 16 14.6 18.9 0.2 

Mass flow 

rate [kg/h] 

Minimal 1700 320 320 950 

Maximal 865 865  

4.3 Measurement apparatus 

The prototype is instrumented with high-precision sensors in order to measure the parameters needed for a 

thorough comprehension of its functioning. Temperature sensors are positioned on the heat exchangers 

inlet/outlet. Pressure sensors are positioned on the high- and low-pressure solution and refrigerant circuits. 

Coriolis flowmeters are employed to measure mass flow, density and temperature of the internal fluids. Liquid 

level sensors are placed inside the pressurized tanks to measure the amount of the stocked liquid, thus 

describing the fluid distribution in the prototype. In addition, the level sensor in the storage tank upstream the 

pump has a protection function, as it shuts off the pump when the stocked liquid level is too low. 

Type and uncertainty of the instrumentation are described in Table 4. 

Table 4: Instrumentation characteristics 

Parameters Sensors type Quantity Uncertainty (+/-) 

Figure 2: Front view of the GAX prototype 

Condenser 

Generator 

GAX1   GAX2 

Precooler   Rectifier 

Evaporator 

Absorber 

Pump 
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Heat transfer fluid temperature Pt100 8 0.1 K 

Refrigerant/Solution temperatures Thermocouples 25 0.3 K 

Refrigerant/Solution pressure 0-10 bar and 0-40 bar 4 0.2% full scale 

Refrigerant/Solution flow Mass flowmeter 3 0.20% 

External fluid flow Mass flowmeter 4 0.30% 

Density Mass flowmeter 3 2 kg/m3 

Liquid level Capacitance level sensor 3 0.50% 

4.4 Data processing 

Despite the number of sensors deployed across the system, many parameters cannot be directly measured and 

need to be calculated afterwards. In particular, it is the case of the flow rates in the poor solution and condensate 

lines, and the heat fluxes in the heat exchangers. The firsts are determined through total mass and refrigerant 

mass balances; the lasts require energy balances in addition. The heat flux can be properly calculated only on 

absorber, generator, condenser and evaporator where the measures are accurately done on external fluid. As an 

example, the absorber heat flux is defined:  

𝑄𝐴 = �̇�𝐴𝑐𝑃,𝑤(𝑇𝐴,𝑜𝑢𝑡 − 𝑇𝐴,𝑖𝑛) Eq. 6 

Where CP,w is the specific heat of water and �̇� is the heat carrier fluid flow. However, on internal heat 

exchangers where there are absorption or desorption reactions, the heat flux cannot be calculated as it is 

impossible to know the enthalpy of the fluid precisely. 

4.5 NH3 concentration 

Determining the ammonia concentration of the solution is an essential point to qualify the functioning of the 

system. Therefore, ammonia fractions are calculated from measured density, temperature and pressure through 

reverse correlations based on Ibrahim O.M. and Klein S.A. (1993). The maximum error is ±2.5%.  

5. Experimental results  

5.1 Performance comparison to state-of-the-art systems 

To facilitate the comparison of absorption chillers performances, the COP is generally showed in relation to 

the Carnot COP, a conventional parameter that characterizes the operating conditions of the system. The 

definition of the Carnot COP can be found in the literature [Boudehenn F. et al. (2014)]. This same logic can 

be applied to heat pumps, although a modification of the formulation is required.  

On the presented prototype, the useful effect occurs throughout the absorber and the condenser as the 

absorption and condensation heat is released to the external fluid, which heats up to the TAC,out temperature. 

Considering the heat fluxes, the First Law of Thermodynamics gives:  

𝑄𝐺 + 𝑄𝐸 + 𝑄(𝐴+𝐶) = 𝑊 Eq. 7 

With the mechanical work provided by the pump being negligible compared to the energy fluxes. Then, under 

the hypothesis of cycle reversibility, the Second Law Thermodynamics can be written as: 

𝑄𝐺

𝑇𝐺,𝑖𝑛

+
𝑄𝐸

𝑇𝐸,𝑖𝑛

+
𝑄(𝐴+𝐶)

𝑇𝐴𝐶,𝑜𝑢𝑡

= 0 
Eq. 8 

Where TAC,out represents the temperature of the useful heat production, TG,in represents the high-temperature 

heat source that feeds the generator and TE,in represents the low-temperature heat source that interfaces with 

the evaporator. From Eq. 16 and Eq. 17, the Carnot COP for heat pumps can be derived as: 

𝐶𝑂𝑃𝐶𝑎𝑟𝑛𝑜𝑡 =
𝑇𝐺,𝑖𝑛 − 𝑇𝐸,𝑖𝑛

𝑇𝐺,𝑖𝑛

.
𝑇𝐴𝐶,𝑜𝑢𝑡

𝑇𝐴𝐶,𝑜𝑢𝑡 − 𝑇𝐸,𝑖𝑛

 
Eq. 9 
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In Figure 3, the experimental COPs of the presented prototype and other different GAX heat pumps are reported 

for comparison, giving an overview of the ammonia-water heat pumps global panorama. The current work 

prototype shows the same performance of Wang J. et al. (2019)’s prototype. Better performances are obtained 

by Aprile M. et al. (2016) and Dai E. et al. (2018), which have both chosen commercial systems for their 

studies.  

 

Figure 3: Comparison of thermal COP as function of the Carnot efficiency 
 

Some general considerations can be done about the working fields of the presented systems. Dai E. et al. (2018) 

concentrate in a narrow area corresponding to a precise Carnot COP, varying their performance mainly 

depending on the absorber inlet temperature. Instead, Wang J. et al. (2019) and Aprile M. et al. (2016) systems 

cover a wider area, with COP trends that seem reaching a plateau after a certain Carnot COP. The current work 

shows a significantly large Carnot COP field, with average performances higher than Wang’s et al. prototype 

and maximum COP in line with Dai E. et al. (2019)’s results.  

Finally, observing the point distribution, a denser area is visible at Carnot COP next to 4.0. Many tests have 

been performed around this condition as it coincides with the sizing point of the system. The rest of the 

measured points are relatively scattered, which is due to working in a wide field of solution flow rates and 

temperatures. A summary of the operating conditions and the performances at the nominal point and at the 

maximum-power point is reported in Table 5. 

Table 5 : Operation conditions and performances at the nominal and maximum-power points 

 TE,in TA,in TG,in TC,out M12 QG QA+C COP COPCarnot 

Nominal 35 30 170 60 100 16 25 1.52 4.0 

Max QC+A 49.4 29.3 150 60 113 18.6 32 1.72 7.7 

5.2 Comparison at nominal conditions 

A focus on the performance at sizing conditions is reported in Figure 4. The generator, evaporator and absorber 

inlet temperatures are respectively 170°C, 35°C and 29.5°C, while the outlet target temperature is 60°C. To 

attend this value, the absorber and condenser external fluid flowrates are varied between 570 kg/h and 700 

kg/h. Instead, the external flow rates in generator and evaporator are kept constant at respectively 950 kg/h and 

1700 kg/h to guarantee a proper temperature pinch. The rich solution flowrate is approximately 100 kg/h. As 

the average useful heat power produced in the absorber/condenser is 23.7 kW (13.6/10.1 kW), and as the 

average heat input in the generator is 15.6 kW, then the resulting COP is 1.52. 

Dai et al. (2018)    + Wang et al. (2019)     
 Aprile et al. (2016)
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Figure 4: Numerical and experimental COP as function of the Carnot efficiency with focus on the prototype nominal 

conditions 

 

Figure 4 allows comparing the numerical COP obtained from the numerical model with the experimental 

observations. In general, the measured performances are 10% lower than the simulated values. This might be 

due to different reasons: an improper configuration of the absorber, constraints in the prototype operation due 

to a limited thermo-mechanical resistance of the components and a reduced control of the rectification in some 

operating conditions. Nevertheless, if the numerical performances are in line to those of Dai E. et al. (2018), 

they remain lower than those of Aprile M. et al. (2016). A possible explication can be found in the technology 

chosen for the vapour generation. Both literature authors utilise tubes-and-shell exchangers, because this 

solution allows different sections to be stacked together creating a single exchange volume where refrigerant 

vapour and liquid solution are in counter-current, which favours heat and mass transfers. Instead, the adoption 

of plate heat exchanger technology allows having a more compact and easy-to-manufacture system, but with a 

lower mass transfer efficiency. Aste F. and Phan H.T. (2022) numerically compared these two technologies 

and observed that there is an impact of up to 20% in the COP for GAX systems. An interesting compromise 

has been introduced by Wirtz M. et al. (2021), who proposed a plate heat exchanger where the generation and 

rectification sections are stacked. This concept takes advantage of the refrigerant vapour and liquid solution 

counter-current flow, yet remaining compact. 

5.3 Effects of operating conditions 

As the experimental campaign was carried through the conditions reported in Table 3, the impact of different 

parameters on the system performance has been evaluated. In particular, the study concerns the influences of 

the solution flowrate, the generator temperature and the evaporator temperature.  

Some preliminary observations can be presented with reference to Figure 5. The target temperature for the hot 

water production (TC,out=60°C) is reached for most points, despite the wide field of working conditions. 

Moreover, the hot water outlet temperature seems being stable at different system heat duty (from -50% to 

+30% nominal power), meaning that off-design operation is feasible. 

 

Figure 5 : COP and the outlet hot water temperature as functions of the heating capacity  

Dai et al. (2018)    + Wang et al. (2019)     
 Aprile et al. (2016)
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Nevertheless, the COP strongly depends on the operating conditions, which reflect onto the absorber and 

condenser heat duties, with a sharp decrease below the nominal value (25 kW). Besides, in Figure 6 the ECOP 

has an almost linear tendency with reference to the increase of the useful heat production QA+QC. The highest 

heating power, 33kW, the best COP of 1.72 and the best ECOP of 170, are reached at 150°C, 30°C and 49.4°C 

respectively as generator, absorber and evaporator inlet temperatures. 

 

Figure 6 : Electrical COP (ECOP) as a function of the heating capacity 

 

 Rich solution flow variation 

The impact of rich solution flow rate (ṁ12) is studied at the nominal temperatures of Ta,in=29.4°C, 

Tg,in=169.8°C and Te,in= 34.5°C. Figure 7(a) shows that an increase in the rich solution flow rate leads to an 

increase in powers output of all heat exchangers, except for the evaporator. Despite the augmentation in the 

refrigerant vapour flow ṁ32, its exchanged heat does not follow the same trend. The evaporator appears to be 

limited by its size, since a decrease of the temperature glide is observed, as shown in Figure 7(b), even when a 

control target is set at 5K. In addition, we observed that the increase of the exchanged power in the absorber is 

smoother than in the generator (Figure 7(a)). A possible explanation is that the mass transfer by absorption 

process in GAX1 and in the absorber deteriorates with an increase of liquid fraction at the outlet of the 

evaporator due to lower temperature glide. Indeed, a numerical calculation shows that at measured ammonia 

concentration of 96%, 80% of the refrigerant exits as vapour with a 5K glide at the evaporator outlet, while 

only 45% exits with a 1K glide.  

 
(a) Heating capacity  

 
(b) Mass flow of the refrigerant flow and the 

temperature glide 

Figure 7: Rich solution flow variation impact on different parameters with Tg,in=169.8°C, Ta,in=29.4°C, Te,in= 34.5°C 

 Generator temperature variation 

The inlet temperature of the hot fluid at the generator is a relevant parameter because a flexibility in this sense 

would allow an easier management of the energy source and an increased working period. For a given solution 

flowrate, absorber temperature and evaporator temperature, Figure 8(a) shows a COP increase with the 

generator temperature. This is in line with the observations about ammonia concentration in the solution. 

Indeed, increasing the temperature lead to increases in the capacities of absorption and desorption represented 
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by DXabs=X12-X24 and DXdes=X12-X22. In the order of magnitude, the heat production in the absorber and 

condenser is linked to DXabs while the heat consumption in the generator is linked to DXdes. Therefore, the ratio 

between DXabs and DXdes would represent the performance. As shown in Figure 8(b), its tendency with the 

generator temperature is in agreement with that of the COP. 

 

(a) COP 

 
(b) DX 

Figure 8: Generator temperature variation impact on different parameters with Ta,in=29.4°C, Te,in=34.6°C, MSR=106 kg/h  

The inlet evaporator temperature is representative of the low-temperature source that feeds the cycle. However, 

it is not necessary the ambient that would provide the input heat: for example, low-temperature waste heat 

could be used for this task, with positive effects on the cycle performances. 

 
(a) COP 

 
(b) Solution concentration 

Figure 9: Evaporator temperature variation impact on different parameters with Ta,in=29.4°C, Tg,in=169.8°C, MSR=106kg/h 

According to the expectations, increasing Te,in leads to a better COP, as illustrated in Figure 9(a). In particular, 

if the refrigerant evaporation can occur at higher temperatures, then higher pressures are allowed in the low-

pressure side of the system. Operating at higher pressure is advantageous for the absorption reaction, as the 

equilibrium ammonia fraction of the rich solution increases with the pressure. As a result, the vapour generation 

flow rate (ṁ32) increases with the evaporator temperature (while the poor solution mass flow rate ṁ24 

decreases due to a fixed pump flow rate), as shown in Figure 9(b), leading to higher COP. 

6. Conclusions 

This paper presents a new architecture GAX NH3-H2O absorption heat pump designed with plate heat 

exchangers in order to offer a compact machine easy-to-manufacture. An innovative architecture has been 

proposed with the particularity of using an internal heat exchanger (GAX1) at two level of pressure: in one 

side, absorption occurs at low pressure and the heat produced is transferred to other side where the desorption 

at high pressure can be initiated. The  desorption process is internally carried out by heat recovery in the rectifier 

and the solution heat exchanger (GAX2). A model has been developed for design and performance simulations. 

Based on the numerical results, a prototype has been built with a production target of 25 kW of hot water (> 

60°C) from a lower-temperature heat source of around 30°C. At nominal conditions 

(Te,in/Ta,in/Tg,in)=(35/30/170)°C, the machine produces has a thermal coefficient of performance (COP) of 1.52 
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ṁ_32 ṁ_24 

 
H.T. Phan et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

822



and an electrical coefficient of performance (ECOP) of 130. In favourable conditions, the maximum COP and 

power output are 1.72 and 32 kW, respectively. The tests show the capacity of the machine to operate in a wide 

range, especially in term of the inlet temperature of the heat source from 110°C to 170°C, with average 

performances in line with level of the literature. However, the experimental COPs are 10% lower than the 

simulated values. This might be due to different reasons: such as an improper configuration of the absorber 

and a limited control of the rectification in some operating conditions. These observations will be taken into 

account for further improvement of the prototype. 
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Abstract 

Heat pumps can employ renewable electrical energy to generate domestic heat without the use of fossil fuels. Hybrid 
heat pumps aim at utilizing different low-temperature heat sources. In this study, a hybrid heat pump is developed 
which can draw ambient energy from either a ground source heat exchanger or an air source heat exchanger 
depending on their corresponding temperature levels. To fully exploit the energetic potential, additional operation 
modes are enabled. These include efficient parallel operation of both ambient heat sources, novel defrosting 
interconnections as well as active regeneration of the soil. A novel two-compressor refrigerant cycle is developed. 
The hybrid heat pump is tested in a laboratory under realistic conditions and the refrigerant cycle behavior is 
analyzed. The single-source operation results promise comparable efficiencies with conventional ground source heat 
pumps. Switching between the single source operation mode requires a procedure to not loose refrigerant mass in the 
unused part-cycle. The PID controller of the air refrigerant part-cycle expansion valve is not optimized and leads to 
minor fluctuations on evaporation pressure, superheating temperature and heating power. Parallel operation shows 
high efficiency at low ambient temperatures while requiring low heating power from the heat sources. The 
evaporation pressures are properly separated and stable. Further operation modes like defrosting and active 
regeneration of the ground heat source still need to be tested.  

Keywords: hybrid heat pump, novel refrigeration cycle, parallel operation, experimental investigation 

1. Introduction 
Heat pumps are heat generators for both space heating (SH) and domestic hot water (DHW). Most heat pumps operate 
with electrical energy and can therefore be operated renewably by employing renewable electrical energy sources 
like wind turbines and photovoltaics. Differently from direct electric heaters, heat pumps can deliver a larger amount 
of heat energy than electrical energy consumed. This is due to the utilization of low-grade thermal energy from 
ambient heat sources like air, ground water or the soil. A so-called refrigerant cycle is needed to utilize these low-
temperature sources. An ideal refrigerant cycle is a reverse Carnot cycle. Its efficiency is dependent on the boundary 
conditions, namely the temperature levels of the heat source 𝑇𝑇so and the heat sink 𝑇𝑇si. The maximum theoretically 
possible efficiency is described by the reverse Carnot efficiency ηcarnot: 

𝜂𝜂carnot = 𝑇𝑇si
𝑇𝑇si−𝑇𝑇so

     (eq. 1) 

In practice, a heat pump’s efficiency is calculated as the ratio between the heating power �̇�𝑄heat and the electrical 
power 𝑃𝑃el and is called the coefficient of performance (COP): 

COP = �̇�𝑄heat
𝑃𝑃el 

     (eq. 2) 

Commonly, COPs vary between 2 and 6 depending on the temperature levels of the heat source and heat sink (SH or 
DHW) (John Cantor Heat Pumps, n.d.; Naldi, et al., 2014; Natural Resources Canada, 2022). The heating power 
�̇�𝑄heat is calculated via the mass flow �̇�𝑚, the specific heat capacitance 𝑐𝑐𝑝𝑝, and the temperatures of inlet and outlet 
flow, 𝑇𝑇in and 𝑇𝑇out respectively: 

�̇�𝑄heat =  �̇�𝑚 ∗ 𝑐𝑐𝑝𝑝 ∗ (𝑇𝑇out − 𝑇𝑇in)   (eq. 3) 

Air source heat pumps (ASHP) are heat pumps with an air source heat exchanger (ASHX) as the heat source, ground 
source heat pumps (GSHP) are connected to ground source heat exchangers (GSHX), usually via a brine cycle. While 
ASHPs usually have lower investment costs, the annual efficiency is generally lower than that of a GSHP, since the 
soil is a large heat storage and is usually on a higher temperature level during winter. An increased source temperature 
leads to an increased efficiency according to equation 1. 
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Superheating temperature 𝑇𝑇sup is a major criterium for a properly operating refrigerant cycle. Superheating of the 
refrigerant is necessary at the inlet of the compressor. Superheating temperature is an increase of the refrigerant 
temperature at compressor inlet 𝑇𝑇comp,in above the evaporation temperature 𝑇𝑇evap. Fluid parts would damage the 
compressor and reduce the service life significantly. Therefore, the expansion valves control the mass flow through 
the evaporator to allow superheating of the refrigerant. Superheating temperature is then defined as: 

𝑇𝑇sup = 𝑇𝑇comp,in − 𝑇𝑇evap    (eq. 4) 

The fluids within refrigerant cycles are called refrigerants. They change their phase between liquid and gaseous, 
absorbing or dissipating heat accordingly. They need to evaporate and condensate at usable temperature ranges and 
require high specific vaporization capacities for compact component design. There is a strong need for new 
refrigerants due to formerly employed fluids being either damaging to the ozone layer and current ones having high 
global warming potentials when released. A Europe-wide phase down of harmful refrigerants is pursued (EU, 2014). 
While natural refrigerants like propane (R290) are promising regarding the environmental impact as well as 
thermodynamically, their flammability still prevents broad usage. A large number of mixtures is currently on the 
market, weighing up environmental impact and safety of use. 

Research is going on to combine several heat sources within one single heat pump. These are commonly referred to 
as hybrid heat pumps (HHP). One research group employed two separate GSHXs together with an air-based 
regenerator as the heat source for a HHP.  The system was optimized for an office building and the cooling load was 
dominant. The heat pump purely operated with the GSHXs, while the air-based regenerator supported in keeping 
these at low-enough temperature levels for passive cooling. The two GSHXs were operated serially for heating, 
cooling or being allowed to regenerate (passively or actively via the ASHX). Still, they found a decrease of 47 % in 
borehole sizing when compared to a single ground-source heat pump system. (Allaerts, et al., 2014) 

Another project analyzed a HHP with an air and a ground heat source. The heat pump could switch between either 
heat source and deliver heating power to an office building. They found comparable efficiencies to a GSHP while 
having half the area for a horizontal GSHX. The interconnection did not allow parallel operation of both heat sources 
or novel defrosting methods. Only passive regeneration of the GSHX was possible. (Corberan, et al., 2018) 

Within the research project Hybrid Heat Pump+, funded by the Federal Ministry for Economics and Climate Action, 
Germany, parallel operation of two heat sources was identified as a major innovation. The basic scheme can be seen 
in Figure 1. 

  
Figure 1: Scheme of the initial idea of a refrigerant cycle with two heat sources, two compressors and two expansion valves. This 

allows separated evaporation pressures (blue and green) to supply one condensation pressure (red). 

An ASHX as well as a GSHX was chosen. Both heat sources can be designed at lower power, since peak loads can 
be supplied by both heat sources in parallel. Also, flexible variation of the load on the sources helps managing the 
energy content of the GHSX while preventing freezing. To allow efficient parallel operation, an interconnection 
using two compressors needs to be developed. Further operation modes were to be realized: First, defrosting of the 
ASHX using the GSHX is more efficient, since reverse cycle defrosting always draws energy from the heating system 
heat exchanger (HSHX). Second, active regeneration of the GSHX during times of comparatively high ambient air 
temperatures can reduce the necessary area of the GSHX even further compared to previous research results. These 
required additional valves and control algorithms.  
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For an evaluation of these operation modes, a prototype needs to be built and experimentally investigated. The novel 
refrigerant cycle operation is analyzed. Of special interest are superheating temperatures of the refrigerant within the 
heat sources, stability of the expansion valve controls and refrigerant amount within the operating part-cycle. Based 
on the efficiency findings during single-source operation, a comparison of the COPs with a conventional heat pump 
line is drawn. This allows evaluation of the impact of the increased complexity of the refrigerant cycle on single 
source operation. Parallel operation can be analyzed first regarding the refrigerant cycle stability concerning 
superheating, refrigerant amount and overall stability of the operation. Also, the parallel operation COP as well as 
the power needed from the GSHX can be compared to the single source operation. 

2. Methodology 
An interconnection was designed based on a refrigerant cycle with two heat sources and two compressors connected 
to a single HSHX. The implications on the refrigeration cycle had not been analyzed before and were a major 
evaluation point for the experimental investigation. Additional valves and components can influence the single-
source operation. In parallel operation, it was unknown how the superheating of the refrigerant after the evaporators 
and the expansion valves will behave. Also, the refrigerant mass needed to be supervised closely to avoid a lack 
during certain operation modes or when switching from one operation mode to another.  

Apart from the single source and parallel operation of both sources, the interconnection was required to allow several 
further operation modes:  

• Defrosting using reverse cycle mode, where the ASHX is defrosted using the HSHX as the heat source. 

• Defrosting of the ASHX using the GSHX as the heat source. 

• Active cooling using either the ASHX or the GSHX as the heat sink for the HSHX. 

• Active regeneration of the GSHX, both serially to heating as well as parallel to ASHP operation. 

The HHP was manufactured by the industry partner ratiotherm GmbH & Co. KG and implemented into a thermal 
test bench, where the boundary conditions could be set. Testing for the single source operation modes was done 
based on the standard DIN EN 14511 (DIN e.V., 2019). This is the commonly used standard for heat pump efficiency 
testing in Europe and allows for comparable results. Market-available heat pumps from the same manufacturer were 
used for a comparison of the single-source operation. This allows a determination of the impact of the additional 
components within the refrigerant cycle on the efficiency. 

The parallel operation mode of both heat sources was tested at low ambient temperatures. Since this operation mode 
is supposed to cover primarily peak loads, both compressors are supposed to run at full speed at design ambient 
temperatures according to (DIN e.V., 2020). For the location of the test bench, Ingolstadt yields a design ambient 
temperature of 𝑇𝑇a,design = −13.3 °C. At highest possible load, the total efficiency was measured and compared to 
the extrapolated single source operation efficiencies of the HHP. Internal sensors of the HHP allowed a supervision 
of the superheating and the control of the expansion valves. For this control, a temperature sensor was located at the 
inlet of the compressor. The evaporation temperature is commonly determined by the evaporation pressure along 
with a lookup table of the specific refrigerant.   

For all experiments, the refrigerant amount was supervised. A large refrigerant collector was included in the 
interconnection to buffer the necessary refrigerant amount. However, if refrigerant is locked out of the operated part-
cycle into a non-operated part-cycle by valves, a lack of refrigerant mass can impact the efficiency significantly. Two 
methods were used to detect this behavior: 

• A flow sight glass within the refrigerant cycle, commonly placed in front of the expansion valve, allowed a 
 determination of the refrigerant’s state at this point. Usually, the refrigerant is supposed to be fully liquid at 
 this point. Gas bubbles are an indicator for too low refrigerant amount within the currently operated part-
 cycle of the HHP. 

• The evaporation pressure got reduced when the amount of refrigerant was lowered. This could help when 
 comparing different experiments with each other for example after an operation mode switch (e.g., from 
 ASHP operation to GSHP operation and back). If the evaporation pressure is reduced, this is an indicator 
 for a loss of refrigerant mass to the non-operated part-cycle. 
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3. Thermal Test bench 
A thermal test bench was used to emulate the ambient conditions during the testing of the HHP. It consists of a 
hydraulic test bench, sensors and actuators as well as a control program written in LabVIEW on a connected PC. The 
hydraulic part has a heat source and a heat sink. The heat source is supplied by electric heaters and can deliver the 
heat via a brine cycle to the heat pump. This allows source temperatures below water freezing point. The heat sink 
is a water-based cycle connected to a cooling machine.  

Both hydraulic cycles can control the volume flow and the temperature return flow. The volume flow is controlled 
by a flow valve. The current volume flow is measured continuously and a PID controller withing the LabVIEW 
control program changes the opening of the flow control valve accordingly. The temperature return flow to the heat 
pump is controlled by a mixing valve, comparing the currently measured return temperature to the setpoint. Similar 
to the volume flow control, a PID controller is implemented in the LabVIEW control system. Pipe lengths between 
the controlled components and the measuring sensors lead to delays especially when operating with low volume 
flows.  

Insulated tubes connect the test bench to the HHP. They lead to an additional delay when changes to the setpoints 
occur. To avoid major impacts of these delays, static tests are conducted. 

To allow ASHP tests, there is also a climate chamber where the ASHX was placed. The climate chamber is supplied 
by an air conditioning system and an exhaust in flow-through connection. Sensors allow control of the temperature 
and the relative humidity in the climate chamber. Since the ASHX extracted additional heat from the climate 
chamber, the setpoints of the air conditioning system needed to be adjusted. Again, static tests are beneficial to avoid 
complex control challenges. 

The LabVIEW program as well as the monitoring system of the HHP store the measurement data continuously. This 
allows evaluation of the experiments using MATLAB. 

4. Results and Discussion 
This chapter is divided into three parts: First, the designed interconnection is shown and explained. Second, the 
experimental results for single source operation are discussed. Third, parallel operation is analyzed. 

4.1. Designed interconnection of the HHP 
The HHP was designed as a split heat pump, which means the ASHX is within a different casing than the compressors 
and connected via refrigerant-filled pipes. This allowed usage of existing parts from the industry partner as well as 
simple connection to the test bench’s climate chamber. To tackle the challenge of the refrigerant phase-down, a novel 
blend was used. R-454B has a significantly lower GWP than common refrigerants for heat pumps, but has an 
ASHRAE classification of A2L (Chemours, 2021). This means it is flammable. Refrigerant sensors had to be added 
to the test bench facilities to reduce risks. 

To allow the additional operation modes, several components had to be added. These included magnetic valves, one-
way valves as well as several manual ball valves as two-directional flow valves. For a full automation of the heat 
pump, the manual valves need to be substituted. A large refrigerant gatherer was included to buffer the refrigerant 
amount needed for different operation modes. Additional heat exchangers were added: a high-temperature heat 
exchanger for a second heating system on an increased temperature level was included into the GSHP branch. An 
economizer was added into the ASHP branch, which is increasing the efficiency by transferring heat from the 
condensated high pressure refrigerant flow into the superheated refrigerant flow before the compressor (Jin, et al., 
2016). These heat exchangers were constructive adjustments from the industry partner to be able to use existing parts. 
Further operation modes are possible, but within this paper, the focus lies on these aforementioned ones. The full 
interconnection is shown in Figure 2.  
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During GSHP operation, HX1 is the GSHX and the refrigerant is compressed by Comp1. HX4 is the high temperature 
heat exchanger and currently not used. Through the ball valve V3, the refrigerant reaches the HSHX HX3 and 
condenses. Through one-way valves and the refrigerant gatherer along with filters and the sight glass, the liquid 
refrigerant reaches the expansion valve E1. After the pressure reduction, the refrigerant is fed into HX1, closing the 
cycle. 

ASHP operation uses Comp2, HX2 and E2 respectively. Different valves need to be opened to allow the refrigerant 
cycle, namely the manual ball valve V2 and the magnetic valves V7 and V9. The economizer HX5 is used here. 

Parallel operation is the combination of both previous operation modes, ASHP and GSHP. Both compressors are run 
as well as both expansion valves and the aforementioned valves have to be opened accordingly. 

Defrosting can be done using a reverse cycle principle. By operating Comp1 and opening the ball valve V2 and the 
magnetic valves V5 and V6, heat can be taken from HX3 on a low pressure and the refrigerant condenses within the 
ASHX HX2. In this case, E4 acts as the controlling expansion valve. 

The second defrosting mode is using the GSHX HX1 as the heat source and Comp1 as the compressor. Opening the 
magnetic valve V5 and controlling with the expansion valve E1 closes the cycle. 

Active regeneration of the GSHX HX1 can be done by using the Comp2 to compress the evaporated refrigerant from 
the ASHX HX2.  Through the magnetic valves V6 and V7, the refrigerant reaches HX1. The ball valve V1 leads the 
refrigerant to the refrigerant gatherer and the magnetic valve V9. E2 acts as the expansion valve. 

4.2. Single source operation 
The single source operations were measured according to (DIN e.V., 2019). The standard defines source and sink 
temperatures, tolerances and test durations. The test bench cannot fulfill all the requirements (e.g., temperature 
sensors and electricity meter exceeded tolerances). But the measurement points regarding source and sink 
temperatures were followed, so the measurements for both the air source as well as the ground source operation were 
based on this standard.  

For the evaluation, the COP was calculated using equation 2. Over the duration defined in the aforementioned 
standard, the heating power using equation 3 as well as the electrical power of the compressor were measured. The 
division lead to the COP.  

Figure 3 shows the results for the single source operations and compares these with a market-available heat pump of 
the industry partner ratiotherm. As expected, lower sink temperatures 𝑇𝑇si lead to higher efficiencies COP. With 
increasing source temperatures (ambient air temperature and brine temperature respectively), the COP increases as 

Figure 2: Interconnection of the novel HHP including all components. Sensors are not shown. Both ground source as well as heating 
system are shown schematically. 
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well. The comparison is done with heat pumps from the Max-line of ratiotherm (ratiotherm GmbH & Co. KG, n.d.). 
They contain several similar components like the heat exchangers, but different compressors and most notably a 
different refrigerant. Another factor is, that the HHP COPs do not include peripheral power for pumps, ventilators 
and electrical components. While these generally play a minor role compared to the compressor, this lowers the total 
electrical consumption and therefore increases the COP. These are the major reasons for the improved COP of the 
HHP compared to the market-available Max-line heat pumps. It can, however, be said, that the HHP does not suffer 
from the additional complexity of the hydraulic refrigerant cycle to a large extent. 

 
Figure 3: Experimentally derived COPs of the HHP. Different heating temperatures 𝑻𝑻𝐬𝐬𝐬𝐬 are shown in red and blue. Dashed lines show 

the HHP measurement results, the full line the comparison with heat pumps from ratiotherm’s Max production line. The 
measurement points are interpolated using monotone piecewise cubic interpolation (Fritsch and Carlson, 1980). 

During the measurements of the air source operation, a significant fluctuation of the COP was detected. This was a 
result of significant fluctuations of the evaporation pressure. This in turn is a result of fluctuating superheating 
temperature 𝑇𝑇sup, which is again a result of fluctuating expansion valve opening. This behavior is shown in figure 4. 
The expansion valve was not controlled appropriately, fluctuating between 21 and 37 % PWM opening degree. The 
most likely reason is improper PID parameters within the HHP software. This needs to be considered when analyzing 
further operation modes. 

A shift of the refrigerant mass was detected as well. When switching between the single source operations, a 
significant lack of refrigerant occurred. This could be seen in both the sight glass before the expansion valve as well 
as in decreasing evaporation pressures compared to previous experiments in the same operation mode. To avoid this, 
all valves had to be opened when switching between the operation modes, allowing the refrigerant to spread in the 
whole refrigerant cycle instead of gathering in the evaporators. Since this procedure took time and even had to be 
repeated occasionally, a more careful analysis and a proper procedure still needs to be developed to tackle this 
difficulty. 

4.3. Parallel operation 
As discussed, parallel operation was tested in low ambient air temperature conditions to be able to cover peak loads. 
Due to a mechanical issue with the air source compressor (Comp2 in figure 2), full loads were not possible anymore 
without overloading the inverter and an error stopping the operation. Therefore, the test was conducted at lower 
inverter frequency 𝑓𝑓 = 50 % and increased ambient air temperature 𝑇𝑇a = −10 °C instead of at full load at the design 
ambient temperature 𝑇𝑇a,design = −13.3 °C. Theoretically, parallel operation therefore could deliver more heating 
power, but the general behavior regarding refrigerant amount and superheating temperature should remain the same. 
If possible, this should be examined in future tests. 

Figure 5 shows the heating and electrical power as well as the COP during parallel operation. Over the shown 
duration, the average COP was 3.43. To compare this with the single source operation, the air source operation 
needed to be extrapolated and resulted in a COP of 2.69. The brine source operation yielded a COP of 3.71 at similar 
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boundary conditions. While the latter is better than the parallel operation, parallel operation is more efficient than 
the air source operation. The main benefit is the omission of any other peak load heat generators: In practice, electrical 
heating rods are often used to cover peak loads, adding an electrical efficiency of 1. The parallel operation of the 
HHP is significantly more efficient in these low temperature ambient air conditions. The second benefit is a 
significantly lower load on the GSHX. While the HHP extracted about 3.7 kW from the brine cycle, the single source 
operation would need 5.8 kW to cover the same heating power of about 8 kW, which the HHP delivers during this 
experiment. This is a reduction to about 64 %. 

 
Figure 4: Graph of the air source operation focusing on evaporation temperature and superheating. The fluctuations derive from an 

improper PID controller for the expansion valve.  

 

  

Figure 5: Overview of the parallel operation at ambient temperature 𝑻𝑻𝐚𝐚 = −𝟏𝟏𝟎𝟎 °𝐂𝐂, brine temperature 𝑻𝑻𝐛𝐛𝐛𝐛𝐬𝐬𝐛𝐛𝐛𝐛 = 𝟎𝟎 °𝐂𝐂 and sink 
temperature 𝑻𝑻𝐬𝐬𝐬𝐬 = 𝟑𝟑𝟑𝟑 °𝐂𝐂. 

 

11:00 11:10 11:20 11:30

time Feb 22, 2022   

-15

-10

-5

0

5

10

15

Te
m

pe
ra

tu
re

 / 
°C

3.3

3.4

3.5

3.6

3.7

3.8

C
O

P 
/ -

Air source operation

  

12:00 12:10 12:20 12:30 12:40

time Mar 31, 2022   

2

3

4

5

6

7

8

9

10

Po
w

er
 / 

kW

3.1

3.2

3.3

3.4

3.5

3.6

3.7

3.8

3.9
C

O
P 

/ -
Parallel operation

  

 
T. Reum et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

830



 

The fluctuations of the COP and the heating power during parallel operation were significant. As seen in the single 
source operation, the issue lies within the control of the expansion valve within the ASHX part-cycle. Figure 6 shows 
the behavior of evaporation temperature and superheating of both part-cycles. While the operation was stable for the 
GSHX part-cycle, the values fluctuated for the ASHX part-cycle. This is a fundamental issue with the expansion 
valve control and not of the parallel operation.  

The refrigerant amount was found to be no issue, since both part-cycles are actively taking part in the operation. No 
lack of refrigerant was detected, even during switching to and from parallel operation. 

 
Figure 6: Graph of the parallel operation focusing on evaporation temperatures and superheating. The fluctuations of the air source 

part-cycle are based on an improper PID controller of the expansion valve. 

5. Conclusions and Outlook 
The developed interconnection for the HHP is significantly more complex than traditional heat pumps. Not only two 
compressors and expansion valves need to be controlled, the number of valves is a challenge not only economically 
but also for the control strategy. Whether the full list of operation modes is necessary and ecologically as well as 
economically feasible needs to be determined further. 

First tests with the HHP in single source operation showed promising results. Even though the complexity of the 
refrigerant cycle is increased and additional components are placed in the refrigerant flow, the efficiency was 
comparable with market-available heat pumps. Detailed analysis including the electric power consumption of the 
periphery as well as optimization of the PID control of the air source operation expansion valve need to follow. One 
more challenge was detected: The refrigerant amount was not easily available to the other single source operation 
when changing the heat source. Further investigation of this behavior and development of a proper control strategy 
might further increase the complexity of the HHP control. 

Parallel operation of both heat sources proved to be possible. The evaporation pressures were separated during 
operation and the expansion valves controlled independently. The efficiency was promising: It was an improvement 
compared to air source operation, while – expectedly – not reaching efficiencies of brine source operation. However, 
the heating power was significantly increased over the single source operations. Also, the power extracted from the 
GSHX could be reduced to almost 64 % by parallel operation at this specific measurement point. The issue with the 
air source part-cycle expansion valve fluctuating could be seen in this operation mode as well, leading to an overall 
fluctuating heating power and COP. No issue with the shifting refrigerant amount was observed. 

The remaining operation modes need to be analyzed in detail. The refrigerant amount issue needs to be evaluated 
and possible control strategies to be developed. For an energetic evaluation, an annual simulation using models 
derived from the experimental data and an optimal control strategy needs to be conducted. These are further steps to 
tackle the challenges of the novel HHP. 
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Abstract 

Theoretical investigations based on TRNSYS simulations are carried out for an electric driven air heat pump in 
combination with different concepts of thermal activation of the building mass and a water storage in small single-
family buildings. Building mass and water storage are acting as thermal battery for local produced photovoltaic 
electricity. Several different heat pump characteristics and control strategies in combination with a low energy 
house (new built or after renovation) and different heat capacities (concrete or screed and different water storage 
volumes) are investigated. Using PV with 7,362 kWh electricity gain per year the household grid electricity 
consumption of 3,058 kWh/a can be reduced by 35% resulting in 1,987 kWh/a. Additionally the air heat pump 
grid electricity consumption of 3,169 kWh/a as reference case can be reduced by only 15% (without any thermal 
activation) resulting in 2,676 kWh/a grid consumption. When using building mass and water storage as thermal 
battery for the photovoltaic - heat pump system, up to 60% less grid electricity consumption resulting in 1,251 
kWh/a grid electricity consumption can be achieved. Photovoltaic self consumption for household and heat pump 
electricity on the other side can be increased from 22% in the reference case up to 46% in the best case, thus more 
than doubling. In fact the heat storage effect in the screed of the floor heating system or the concrete ceiling is in 
the range of about 30 kWh per day which is in the same magnitude of the potential of a 800 liter water storage. 
Operating cost can be reduced by ca. 30% using existing thermal mass just by simple advanced control strategies. 

Keywords: heat pump, photovoltaic, thermal battery, single-family house, building mass activation 

 

1. Introduction 

Electrical driven air heat pumps in combination with thermally activated building systems (TABS) and 
conventional hot water tanks as thermal energy storage (TES) can be used as thermal batteries for electricity 
produced by a photovoltaic (PV) system with the goal to realize a maximum of PV self-consumption and 
minimized electricity grid consumption respectively. 

Within the national research project “Energieschwamm”, it was investigated how an air heat pump system in 
combination with different building types with different designed TABS (thermal activation of the building mass) 
can act as a thermal battery when supplying space heating and domestic hot water to the building with different 
control strategies (Heinz et al., 2022). The project was based on a set of theoretical simulations in combination 
with some field measurements in real buildings and the experience of the recent research project TheBat (Thür et 
al., 2018). 

An air heat pump can be operated in different ways like: a) power controlled depending on availability of 
photovoltaic electricity, b) with or without using a desuperheater for domestic hot water (DHW) preparation, c) 
charging a TES up to different temperature levels or up to different volumes or d) heating the building to room 
temperatures with more or less hysteresis of the set room temperature. Within this study it is investigated, which 
operation modes, parameter settings and design parameter are best to achieve high PV self consumption and low 
electricity operating cost in combination with no additional investment cost beside some adaption of the controller 
setup. Household electricity as a realistic load profile created with the Load Profile Generator (Pflugradt, 2016, 
2018) is taken into account, but no strategies like load shifting or use of an electric battery for improvement of 
PV self consumption is used (see Fig. 1, left). In general, always the PV electricity first is used to serve the 
household electricity, only the remaining excess PV electricity is further used for heat pump operation. Also the 
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DHW tap-profile (see Fig. 1, right) created with DHWcalc (Jordan, 2005) in all simulations is the same, e.g. no 
optimization of tappings in point of time is done. 

 

Fig. 1 Load profile as 24h-lines for 365 days for household electricity (left) and DHW tapping (right) in 3 minute time steps. 

2. System description 

Simulations are done for a single family house (based on the IEA SHC Task44 reference building) with low energy 
standard (RES45: 45 kWh/m2a nominal space heating demand) at central European climate in Innsbruck, Austria. 
Different thermal active mass variations of floor heating (FH) or concrete ceiling activation (CCA) with different 
heat capacities and different configurations of the TES were investigated. 

In Fig. 2 the potential heat capacities of the different components used in this study as “thermal battery” are shown. 
Air itself to store heat is useless as well known. The screed of the floor heating system with 0.08 m thickness in a 
140 m2 single-family house has about the same potential (31.12 kWh) as the 0.8 m3 water tank (37.22 kWh), 
where the concrete ceiling with 0.2 m thickness as a potential has a threefold capacity (93.38 kWh) compared to 
0.08 m screed and 0.8 m3 water tank. The “dynamic” heat capacity during operation, which finally really can be 
activated, is strongly depending on several boundary conditions, as the most important are: a) stratification and 
temperature level in the water tank, b) u-value and temperature difference between heating water and 
screed/concrete, c) available power of PV and heat pump, d) length of period how long excess PV electricity is 
available, e) actual DHW demand and heating load of the building, etc. 

 

Fig. 2 Characteristic figures of the different materials used as thermal mass in the RES45 building. 
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In Tab. 1 the main characteristic figures of the reference building and the PV - heat pump system are shown. 

In Fig. 3 the hydraulic scheme of the PV - heat pump system and the main control settings are shown. The heat 
pump is operated in a) standard mode or b) PV-overheating mode. PV-overheating mode is possible when excess 
PV electricity is available with sufficient power to run the heat pump in space heating mode or in DHW mode. 
Based on technical data of the heat pump at any time a theoretical “dummy heat pump” is calculated in parallel 
based on the actual boundary conditions (air temperature, set space heating flow temperature, bottom tank 
temperature) for minimal possible compressor speed. If the resulting electricity consumption is less than the 
available PV excess electricity, the heat pump starts operation in PV-overheating mode, first priority in DHW 
mode or second priority in space heating mode. 

Tab. 1 Characteristic key figures of the reference building RES45 and the heat pump system. 

Name Value Unit 

Space heating 
consumption 

6,726 kWh/a 

Treated floor area 140 m2 

Room set temperature 
@standard control 

21 °C 

Room max. temperature 
@PV-overheating control 

24 °C 

Domestic hot water 
consumption 

@Tap-Temp.: 45°C 

2,980 kWh/a 

Household electricity 
consumption 

3,058 kWh/a 

PV system 40 m2 

PV gain 7,231 kWh/a 

PV tilt angle 45 deg 

PV azimuth South - 

Heating season Oct 1st – March 31st - 

Air - water heat pump 
A2/W35 

5.92 kWth 

Water storage tank 0.8 m3 

 

The air heat pump has a condenser and a desuperheater. During space heating mode the water mass flow is split 
by a controlled 3-way valve after the condenser in order to have a controlled mass flow passing the desuperheater 
to reach a set outlet temperature of 53°C in standard mode or 62°C in PV-overheating mode, which is fed into the 
TES at the top for DHW preparation. Condenser outlet temperature is controlled by the compressor speed to reach 
the set temperature according to the heating curve depending on the ambient temperature. The total water mass 
flow passing the condenser is directly coupled to the compressor speed. The heat pump starts, when the TES outlet 
temperature (out 4) falls below the actual set space heating flow temperature for more than 15 minutes. The heat 
pump stops when the bottom sensor of the water tank exceeds the set space heating flow temperature by the 
hysteresis of 4K in standard mode or when the bottom sensor of the water tank exceeds 54°C in PV-overheating 
mode. 

For heating the TES for DHW the total water mass flow passes condenser and desuperheater in series and is 
controlled to reach the set outlet temperature of 53°C in standard mode while the compressor runs at a fixed speed. 
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In PV-overheating mode the compressor speed is controlled to consume the excess PV-power (within minimum 
and maximum limits) and the water mass flow is controlled to reach the set outlet temperature of 62°C. The heat 
pump starts, when the upper temperature sensor (below “in 1”) falls below 46°C at any time. During defined time 
windows (in this study: 5-7 and 17-19 or 11-16) the heat pump starts when the lower temperature sensor (above 
“in 3”) falls below 46°C. The heat pump stops in all cases when the lower temperature sensor (above “in 3”) of 
the water tank exceeds the set temperature of 52°C in standard mode or 61°C in PV-overheating mode. 

DHW is prepared via an external heat exchanger unit (fresh water unit) by a speed controlled pump to reach the 
set tap temperature of 45°C in all cases of DHW flow rates. 

Space heating loop is fed from the water tank via a mixing valve with controlled flow temperature according to 
an ambient temperature depending heating curve (see Fig. 4). The flow temperature is controlled in three different 
modes: a) standard mode, b) PV-overheating with flow temperature reinforced by +3K or c) PV “Boost” 
overheating with flow temperature reinforced by +10K. Space heating mass flow is individual controlled for each 
of the 10 thermal zones. The flow rate is constant according to the design value for each zone and just switched 
on or off based on a special control concept of the space heating controller to reach the set room temperature of 
21°C in standard mode. In PV-overheating mode the control valve of each zone is open as long as the PV-
overheating set room temperature of 24°C is reached. Additionally as a basic setting for each zone it can be defined 
if PV-overheating in general shall take place or not, e.g. no PV-overheating of the parents sleeping room. 

 

Fig. 3 Hydraulic scheme of the PV – heat pump system with a combi buffer storage as TES and a fresh water unit for DHW 
preparation @45°C and 10 space heating loops for 10 individual thermal zones in the RES45 single-family house. 

 

Fig. 4 Heating curve for space heating depending on ambient temperature for a) standard mode, b) PV-overheating with +3K flow 
temperature, c) PV “Boost” overheating with +10K flow temperature. 
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3. Results - Virtual 24h-day for one year 

Simulation results first are presented in a qualitative way to show principle effects of different system behavior. 
In Fig. 5, Fig. 6 and Fig. 7 electric energies of the whole year are summed up for each hour resulting in one virtual 
“day” of the air heat pump system with a 40 m2 PV system. Grid electricity consumption for household (HH) and 
heat pump (HP) is negative on the y-axis and the use of PV electricity for household (HH) and heat pump (HP) 
and remaining PV feed in (PV feed in) is positive on the y-axis. 

In Fig. 5 the left graph shows the reference system without PV and with standard control system. For DHW 
preparation two time-slots are defined from 5 h to 7 h and 17 h to 19 h, which is a typical standard setting with 
the goal to be sure to have sufficient DHW during the typical peak tapping periods in the morning and in the 
evening. Therefor at 5 h and at 17 h a clear peak of electricity consumption from grid of the heat pump can be 
observed.  

In Fig. 5 the right graph shows the result when the 40 m2 PV system is added, but without any changes of the 
control strategy of the system. First, the PV is used to serve for household electricity (HH from PV) as much as 
possible, but still around two third of household electricity consumption is covered by the grid and a huge amount 
of PV electricity (about 85%) is available. From 7 h to 13 h a small additional fraction of PV production (7%) can 
be used for the heat pump, mainly for space heating, therefor still 78% of PV production must be fed into the grid. 
The two time slots for DHW preparation hardly can use PV electricity because of luck of sunshine at that time. 

 

Fig. 5 Virtual 24-hour day of the whole year for the reference case without PV system (left) and with PV system (right) but without 
any changes of the control strategy. 

In Fig. 6 the left graph shows already a significant change when just the time slots for DHW preparation is shifted 
to only one time slot from 11 h to 16 h. At 17 h the grid consumption of the heat pump for DHW preparation has 
completely disappeared and only very little space heating operation remains. At 5 h the grid consumption for 
DHW preparation also disappears almost completely. At 11 h the major part of DHW preparation takes place and 
at that time around two third can be covered by PV. Since 455 liter of the 800 liter tank are reserved for DHW, 
the daily consumption easily can be covered by only one defined time slot for DHW preparation. There is no need 
to define two time slots at very disadvantageous points in the early morning and late afternoon. 
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Fig. 6 Virtual 24-hour day of the whole year for the system with PV system but DHW time slot changed to only one from 11 h to 
16 h (left) and the system with overheating the 800 liter water storage (but no overheating of the building) in DHW mode or space 

heating mode at any time whenever excess PV is available at high enough power. 

 

Fig. 7 Virtual 24-hour day of the whole year for the system with PV system with overheating the 800 liter water storage and 
overheating of the building with an extra lift of +3K of the flow space heating temperature (left) and an extra lift of +10K of the 

flow space heating temperature at any time whenever excess PV is available at high enough power. 

In Fig. 6 the right graph shows a further significant improvement, when the control concept allows the heat pump 
to overheat the 800 liter water storage in DHW mode or space heating mode at any time (but no overheating of 
the building), whenever excess PV is available at high enough power. Even though the DHW time slots are defined 
again from 5 h to 7 h and 17 h to 19 h, what can be observed at 5 h with slightly higher HP grid consumption 
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compared to the left graph.In Fig. 7 the left graph shows the next step of significant improvement, when the 
control concept allows the heat pump to overheat beside the 800 liter water storage also the building at any time, 
whenever excess PV is available at high enough power. Overheating the building takes place with an extra lift of 
+3K of the flow space heating temperature and is allowed until the room temperature reaches 24°C as a maximum, 
but only if excess PV electricity is available. 

In Fig. 7 the right graph shows almost no further improvement anymore, when overheating of the building takes 
place with an extra lift of +10K of the flow space heating temperature and again until the room temperature reaches 
24°C as a maximum. 

In general, when comparing the four graphs above (Fig. 6 and Fig. 7), it can be observed, besides less operation 
of the heat pump with grid electricity, a significant shift of the air heat pump operation more and more to day time 
instead of operation during night time. This leads not only to much more air heat pump operation powered by the 
PV electricity, but also to operation during daytime periods with significant higher ambient air temperature with 
higher COP, even though the flow temperatures during PV-overheating modes are higher compared to standard 
DHW or space heating modes (see also Fig. 9). 

4. Overall Efficiency 

In Fig. 8 as the results of the effects discussed before the electricity balance for several variants of floor heating 
systems and screed thickness (above the line) and concrete ceiling (below the line) with different space heating 
flow temperatures for overheating is shown. 

In each bar from the left to the right the following electricity energies are shown: grid consumption for household 
electricity (HH grid), PV self consumption for household electricity (HH PV), grid consumption for heat pump 
operation (HP grid), grid electricity savings for the heat pump in comparison to the reference system shown in the 
first bar (Grid savings), PV self consumption for heat pump operation (HP PV) and finally the remaining excess 
PV electricity which is fed into the grid (PV FeedIn). 

 

Fig. 8 Electricity Balance for several variants of floor heating systems and screed thickness (above the line) and concrete ceiling 
(below the line) with different space heating flow temperatures for overheating. 

Within the green bar (HP PV) the Grid savings are mirrored to show at the right the remaining part of (HP PV), 
which in fact is the amount of additional electricity consumption of the heat pump, which is needed to cover the 
additional heat losses due to the overheating of the water storage and the building respectively. Therefore, just 
overheating the 800 liter water storage causes 6% [=(1805+1561)/(2676+493)] additional electricity consumption 
for the heat pump to cover the additional heat losses just of the water storage (see second bar: TES 800 / FH 080). 
When additionally the building is overheated with “+3 K” in the case of floor heating, the additional annual 
electricity consumption is 246 kWh (= 2058+1357-2676-493) or 8%, just 2%-points higher (see third bar: 
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BUI+TES / FH 080 +3K). However, the grid savings can be increased from 871 kWh to 1319 kWh by 51%. In 
other words, the grid consumption (HP grid) of the heat pump can be reduced to 50.7% in comparison to the 
reference case: from 2676 kWh to 1357 kWh. 

If the overheating takes place with “+10K” instead of “+3K” the grid saving can further be increased from 
1319 kWh to 1425 kWh or by 8%. But the additional electricity consumption significantly increases from 8% to 
12%, which is +50% relatively. In terms of operating cost Fig. 14 further down will show that the economic 
advantage is only very little. 

Also doubling the screed thickness from 0.08 m (FH080) to 0.16 m (FH160) does not improve the result 
significantly. Surprising is the fact, that concrete core activation with 0.2 m thickness (CCA 200) with threefold 
theoretical thermal capacity as potential compared to 0.08 m screed (see Fig. 2) has even worse results of grid 
savings: 1276 kWh for (BUI+TES / CCA 200 + 3K) compared to 1319 kWh for (BUI+TES / FH 080 + 3K). With 
Fig. 12 an explanation will be given for this effect. 

As mentioned already in the chapter before, due to the PV-overheating the operating conditions for the heat pump 
can change significantly in both directions: beneficially or disadvantageous. As shown in Fig. 9, based on different 
definitions of seasonal performance factors (SPF) the system behavior and the heat pump itself can be analyzed. 
For electricity consumption in general the overall consumption of the heat pump including fan of evaporator but 
excluding the water pump is used. There is just to differentiate between Pel.sys and Pel.grid. Where Pel.sys counts all 
electricity consumption of the heat pump but Pel.grid counts only the electricity delivered from grid. 

SPFuse is a clear indicator of the overall system performance because as useful heat beside the constant DHW 
demand always the reference space heating demand is used. Therefore, due to the additional overheating losses 
of all other variants the reference system (FH 080) shows the highest SPFuse. 

 

Fig. 9 Differently defined seasonal perfomance factors for several variants of floor heating systems and screed thickness (above the 
line) and concrete ceiling (below the line) with different space heating flow temperatures for overheating (according to Fig. 8). 

For the heat pump itself the SPFHP.use shows already interesting effects in overheating cases (SPFHP.use anyway is 
highest in the reference case “FH080”: 3.35). As more as the floor heating is used for overheating SPFHP.use is 
increasing slightly. Just using the TES leads to SPFHP.use of 3.24 (TES 800 / FH080) where overheating with “+3K” 
leads to SPFHP.use of 3.25 and “+10K” leads to SPFHP.use of 3.28. PV-overheating of the water storage stops at 
54 °C, where the space heating flow temperature including overheating of “+3K” or even more “10K” leads to 
about 32°C and 38°C respectively at ambient temperature of 0°C. Therefore overheating the floor heating in 
average leads to lower condenser outlet temperatures than overheating the water storage. In the case “+10K” more 
heat can be stored in the screed what additionally leads to the effect that the heat pump has less operating hours 
during cold night with significant lower evaporator temperature. Nevertheless due to the overheating losses SPFuse 
is lowest in case “+10K”. 
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SPF definitions using only the grid electricity consumption (Pel.grid) gives an indication how big is the PV 
contribution in comparison including all heat losses (SPFgrid) or just for the heat production of the heat pump itself 
(SPFHP.grid). For example the system PV-overheating the water storage plus the floor heating screed with “+3K” 
(BUI+TES / FH 080  + 3K) in comparison to the reference system with PV but without any adaption of the control 
strategy (FH 080) shows SPFgrid of 3.62 and 7.14 respectively, which is a difference of factor 2. This fits to the 
result in Fig. 8 showing a heat pump grid electricity consumption (HPgrid) of 50.7% of the PV-overheating system 
compared to the reference system. 

Due to PV-overheating additional heat losses of the building and the water storage take place which causes a 
negative effect. In Fig. 10 is shown how big this effect in comparison to other possibilities of energy storage 
technologies is. The blue circles “Strategies” show how big is the effect of “Effective Use” (which is equal to the 
reduction of grid electricity consumption) in comparison to the “PV electricity use” which is directly used to 
operate the air heat pump. In average around 80% of “PV electricity use” in the end leads to “Effective Use” in 
terms of grid electricity savings. 

As an alternative, the excess PV electricity could be fed into the grid and “stored” in a pumped storage hydro 
power station und consumed by the air heat pump later for standard operation. Assuming 75% efficiency of the 
pumped storage hydro power station and 5% electricity grid losses in total an efficiency of around 70% can be 
expected, which is shown by the red circles “GridStorage”. 

Another option is the installation of a chemical battery in the house. A battery with 1 kWh capacity typically can 
store around 250 kWh per year in terms of full-cycles. Therefore, a battery with 5 kWh capacity would lead to 
annual “Effective Use” of 1250 kWh per year, which is in the same range as the two other options called 
“Strategies”and “GridStorage”. BUT: for the battery a severe investment is needed and the lifetime is quite limited 
and for storing in the pumped storage hydro power station quite a significant fee has to be paid per kWh. The 
building mass and the water storage as a “thermal battery” are available anyway and therefore do not cause any 
additional investment cost nor operation cost and also maintenance cost are negligible. 

 

Fig. 10 Comparison of PV self consumption efficiency “Strategies” with pumped storage hydro power station “GridStorage” and 
chemical battery “5 kWh Batt.” 

5. System behaviour in detail 

Overall evaluations have shown significant effects and grid electricity savings on an annual basis. Details how the 
effect of PV-overheating works can be observed in Fig. 11 and Fig. 12 where the simulation results of five days 
(Jan 4th – 9th) are shown in detail. 

First clear to see is the replacement of space heating power of the water flow into the floor heating screed from 
night and early morning hours (90h to 102h, red lines) mainly to the sunny afternoon the day before (86h to 90h, 
blue lines) in Fig. 11. This is the result of storing heat in the screed with an amount of approx. 23 kWh as indicated 
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in Fig. 12. Similar behavior can be observed two days later but with slightly less PV power resulting in just 
12 kWh storing heat in the floor heating screed. In comparison the day between with almost no PV production 
(96h to 120h) causes almost the same behavior of the heating system from late afternoon until late morning (112h 
to 128h). 

  

Fig. 11 left: Evolution over time of PV production power (rosa solid line) in combination with space heating power of the water 
flow (lower curves) and room air temperatures (upper curves: living room dotted line, parents sleeping room solid line) for the 

reference system (red) and the system with PV-overheating (blue); 

Fig. 12 right: The cumulative curve of space heating energy from floor to room air (EnergyToRoom, dotted line) and of space 
heating energy of the water flow (EnergyToBTA, solid line) showing the storage effect of overheating for the reference system 

(red) and the system with PV-overheating (blue). 

Second also clear to see is, that the room temperature evolution shows minimal higher peak room temperatures 
during sunny days due to overheating but significant higher room temperatures lasting until after midnight. 
However, “significant higher room temperatures” has to be interpreted carefully, since the difference is just around 
0.5 K!  

Therefore, solar radiation into the room and internal loads due to electricity household consumption and persons 
being in the rooms have much more significant influence than the PV-overheating control concept. 

Based on Fig. 11 and Fig. 12 it can also be explained, why the increase of screed thickness or concrete ceiling 
activation does not result in significant additional savings of grid electricity consumption and increase of PV self 
consumption. Even during a very sunny day the potential to store heat in the building mass is limited due to the 
following facts: a) around noon a significant part of excess PV electricity is used to overheat the water storage for 
DHW, b) the time window with sufficient excess PV power to run the heat pump beside overheating the water 
storage is limited, especially in the winter period and c) the heating power of the heat pump is limited according 
to the standard design rules and it is not economic to install a more powerful heat pump just to be able to use some 
kWh PV excess electricity more. 

An overview of the resulting room air temperatures only during the winter season (Oct 1st – March 31st) is shown 
in Fig. 13 with box-plots showing the median (red line) and 50% of the data in the blue box. The “+3K” PV-
overheating strategy also here shows just marginal increase of the room air temperature: just 0.3K increase of the 
median and the maximum does not reach 24°C (beside some whiskers). The “+10K” PV-overheating strategy 
shows significant increase of the room air temperature in all cases of creed thickness or concrete ceiling, but still 
within potentially acceptable limits. However, the energetic benefit of the “+10K” PV-overheating strategy is as 
limited as the economic, what will be shown in the next chapter. 
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Fig. 13 Room air temperature for several variants of floor heating systems (FH) and different screed thickness and concrete ceiling 
(CCA) with different space heating flow temperatures for overheating. 

6. Operating Cost 

Final discussion is done based on Fig. 14, for the economic point of “operating cost” only, since there are no (or 
just marginal) differences in investment cost of the different simulation variants related to the goal of increasing 
the system performance based on simple control strategies.  

 

Fig. 14 Final operating cost of electricity (cost of grid minus PV feed in remuneration) including household electricity for several 
variants of floor heating systems and screed thickness (above the line) and concrete ceiling (below the line) with different space 

heating flow temperatures for overheating. 

Operating cost are defined as cost of grid electricity (0.18 EUR/kWh) for the heat pump and the household 
electricity consumption minus the remuneration (0.05 EUR/kWh) for the excess PV fed into the grid and sold to 
the utility. This financial assumption was taken in 2018 based on the actual situation at that time. 

The reference system without PV has overall cost of 1,120 EUR per year, as Fig. 14 shows. After installation of 
the 40 m2 PV system, cost savings due to PV self-consumption result in 839 EUR per year (75%) minus 283 EUR 
remuneration leading to 564 EUR per year for refinancing the PV system. Using the “+3K” PV-overheating 
strategy (BUI+TES / FH 080 + 3K) the remaining operating cost are 397 EUR per year and the saved amount for 
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refinancing increases to 723 EUR per year, which is significantly 28% more. As it can be observed, all variants 
of screed thickness or concrete ceiling from an economic point of view are in the same range. Just using the 0.8 m3 
water storage (TES800/FH080 and TES/CCA200) already has a significant effect, of course mainly due to the 
fact that only with the water storage the DHW demand can be covered and especially in the summer period almost 
100% of the DHW demand can be covered by the PV heat pump system. 

7. Conclusions 

For a PV air heat pump system in a single-family house designed as a low energy building the grid electricity 
consumption can be halved compared to a PV – air heat pump system without overheating control concept. Several 
boundary conditions and parameters were studied concluding that the standard screed thickness (0.08 m) of a floor 
heating system with about +3K increased space heating flow temperature during PV-overheating already results 
in around 30% additional operating cost savings compared to a standard control concept. 

PV self consumption just for heat pump operation can be quadruplicated. Including household electricity 
consumption for the entire system still the PV self consumption can be doubled. This is roughly the same effect 
as a chemical battery typically can achieve (with typical design of: 5 kWh capacity for a 5 kWp PV system), but 
much more cheaper since no investment cost occur for the “thermal battery”, which is anyway in the house. 

Even though the room air set temperature during PV-overheating is increased from 21°C to 24°C, the finally 
resulting room air temperature as mean value in the winter period just increases by 0.3K. The peak temperatures 
during day shows almost no increase but the period from late afternoon to after midnight stays at about 0.5K to 
max 1K higher after a sunny day. 
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Abstract 

A Multi – Effect Desalination system with a capacity of 10 m3 has been designed, erected and tested to convert 

seawater into potable water using solar energy. This solar desalination will produce drinking water for a small 

community. The steam is flashed initially from a flash chamber of the desalination plant, using hot water from a 

solar flat plate collector field and fed to the first stage of the multi-stage evaporator. The average hot water outlet 

temperature from the collector field is in the range of 60oC - 65oC. In a multi-stage evaporator, seawater is sprayed 

parallelly to produce water vapor. This water vapour loses heat and forms condensate by losing the latent and 

sensible heat through the tube surface. The brine and condensate is carried to the last stage of the multi-effect 

desalination (MED) system. It is observed that during peak production of potable water, maximum temperature 

difference between inlet and outlet of cooling water is 10oC in the condenser. Experimental studies on the solar 

MED system are made to understand the performance of the system using solar energy alone. The solar MED 

system with a maximum production rate of 1.008 m3 h-1 is observed during peak sunshine hours. The distillate 

TDS is tested and is in the range of 1 ppm - 5 ppm. 

Keywords: Multi - Effect Desalination, Solar energy, Sea water, Ejector 

 

1. Introduction 

Water naturally occurs and is a basic need for all forms of life. Among the total water availability in the world, 

2.5% of water is potable for drinking. The scarcity of potable water is increasing day by day due to the increase 

in population and increase in industrial activities. The conversion of sea or brackish water into potable water will 

meet the demand through desalination techniques. Converting sea or brackish water into potable water is an 

energy-intensive process and can be made viable using accessible renewable energy sources like solar energy, 

geothermal, ocean thermal gradient, etc.  

Among the available forms of renewable energy, solar energy is abundantly, distributed form and freely available 

throughout the year. There are different techniques of desalination using solar energy. Solar still is one of the 

oldest and most famous techniques in desalination. The detailed experimental studies are carried out on single 

sloped solar still (Mani, 1982a, 1982b). The researchers have developed a vacuum-based desalination system to 

commercialize desalination technology. In 1991, Low and Tay developed and tested the vacuum based 

desalination process using sea water (Low and Tay, 1991). Later, this experiment is extended using waste heat 

from a steam turbine for desalination (Tay et al., 1996).  

In the desalination system, vacuum pump plays a significant role in maintaining the system's vacuum pressure. 

The vacuum pump will consume high-grade energy. The researchers later started working for alternate solutions 

and found an ejector to maintain the desalination system's vacuum pressure. Lot of simulations and experimental 

trials have been conducted for different configurations of ejector to replace vacuum and reduce the electrical 

power cost (Arun et al., 2017; Parveen Banu and Mani, 2019). Simulation studies for desalination systems have 

been validated with experimental results for a lab-scale desalination test rig (Kudish et al., 2003).  

In this paper, experimental studies have been carried out at Vivekananda Kendra, Kanyakumari, India [Latitude : 

8.08oN and Longitude : 77.53oE], by designing, fabricating, erecting and testing a solar multi - effect desalination 

plant with a capacity of 10 m3 per day. This paper presents the design details and experimental performance of the 
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plant.  

2. Principle of operation 

Figure 1 shows the schematic view of the Solar Multi - Effect Desalination (MED) system. The system consists 

of solar flat plate collector (FPC) field, flash chamber, multi - effect evaporator (MEE), condenser, solar 

photovoltaic power plant, ejector, hot water recirculation pump, brine pump, distillate pump, MED pump and 

seawater intake pump. The ejector is used for the creation of a vacuum in MED to maintain the system at the 

saturation state. The pressurized hot water from solar FPC field enters the flash chamber. Hot water is flashed to 

steam at saturation pressure of the flash chamber, and the remaining water is recirculated back to the solar FPC 

field. The generated steam is sent to the first stage of MEE by pressure difference.  

The sea water is sprayed and flashed in MEE over the tubes of MEE, where it gets vaporized by taking heat of 

condensation. Also, due to flashing at the corresponding evaporator pressure, steam flows to the next stage of the 

evaporator in MEE. The condensed steam and the remaining brackish sea water are collected at the distillate box 

and brine box, respectively and are sent to the next stage of MED by manometric effect. This process continues 

till the distillate reaches the condenser. At the condenser, incoming sea water is used to condense the steam and 

reduce the temperature of distillate from the last stage of MEE. The condensed water is sent to the distillate storage 

tank by pump and the brackish seawater collected at the last stage of MEE is pumped back to sea. The entire Solar 

MED plant is powered by a solar photovoltaic power plant with a battery backup of half an hour. The MED plant 

is operated solely using solar energy.  

 

Fig. 1: Schematic diagram of Solar Multi - Effect Desalination (MED) system 

3. Design of the system 

Solar MED plant layout diagram is shown in Fig. 2. The plant component details are narrated below. 

3.1. Solar flat plate collector field 

Solar flat plate collectors are used to raise the water temperature from 60oC to 70oC at a varying flow rate ranging 

from 26,800 kg hr-1 to 29,800 kg hr-1. A large area of solar collector field is required to raise the water temperature. 
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Based on Eq. 1, the total number of solar flat plate collectors required to raise the temperature of water from 60oC 

to 70oC is 315 (Duffie and Beckman, 2013). The area required for the solar flat plate collector field is 630 m2. The 

specification of a single flat plate collector is given in Table 1. 

�̇� 𝐶𝑝 ∆𝑇 = 𝐼𝜂𝑁   (eq. 1) 

where, �̇� = Mass flow rate of solar FPC (kg hr-1) ; Cp = Specific heat of water (J kg-1 K-1) ; ΔT = Temperature 

difference between inlet and outlet of solar FPC (oC) ; I = Incident Solar Radiation (W m-2) ; η = Efficiency of 

solar FPC (%) ; N = number of collectors. 

The collector field is installed in such a way that every seven collectors are connected in series to form an array. 

The array arrangements will enhance heat transfer. There are 45 arrays in parallel, and they are arranged in seven 

rows in parallel. A ball valve operates each row to ensure a uniform flow rate in all the rows. The entire field is 

oriented to face south with an inclination angle of 8o to maximize solar energy falling on the collectors. 

Tab. 1: Details of solar flat plate collector 

Area 2 m2  ± 0.1 m2 

Absorber Material Copper 

Fin Material Aluminium 

Reflector Aluminium foil 

Max. pressure 6 bar 

Collector box Extruded aluminium 

L : 2050 mm x B : 1040 mm x H : 100 mm ± 0.2 mm 

Back insulation Rockwool 

3.2. Flash chamber 

The hot water from solar FPCs is fed into the flash chamber. The hot water is made to flash using upward spray 

flashing mode (Goto et al., 2008). At saturation pressure of the flash chamber, hot water is flashed to steam. The 

remaining water is sent back to the solar field for recirculation using a solar hot water pump. The steam is sent to 

the first stage of the MED system by a difference in vacuum pressure. 

Based on Eq. 2, the efficiency of the flash chamber is computed  

𝐹𝐶 =
𝐻𝐼𝑁

𝐿  − 𝐻𝑂𝑈𝑇
𝐿

𝐻𝑂𝑈𝑇
𝑉  − 𝐻𝑂𝑈𝑇

𝐿    (eq. 2) 

where, FC = Flash chamber efficiency (%) ; 𝐻𝐼𝑁
𝐿  = Flash chamber inlet liquid enthalpy at temperature and pressure 

(J kg-1) ; 𝐻𝑂𝑈𝑇
𝑉  = Flash chamber outlet flashed vapour enthalpy at pressure and corresponding saturation 

temperature (J kg-1) ; 𝐻𝑂𝑈𝑇
𝐿  = Flash chamber outlet unflashed liquid enthalpy at pressure and corresponding 

saturation temperature (J kg-1). 

3.3. Multi-Effect Evaporator (MEE) 

In the first stage of MEE, seawater is sprayed over the tubes of each evaporator using spray nozzle parallelly. The 

water from the spray nozzle gets atomized and absorbs the heat of condensation from the tube wall. At saturation 

pressure of each effect of MEE, water gets flashed, and the remaining concentrated brine solution is sent to the 

next effect of MEE by manometric effect. The condensed steam is collected and carried to the next effect by 

manometric effect. This process is continued until the distillate reaches the condenser and the brine solution is 

ejected from the system using the brine solution pump. 

3.4. Condenser 

The distillate and flashed steam from the last stage of MEE is condensed in the condenser by using incoming 

seawater at the flow rate of 20.6 m3 h-1. The condensed distillate is pumped to the distillate tank using a distillate 

pump. During the process of flashing in the flash chamber, water level reduces and part of the distillate is 
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redirected to the flash chamber outlet (or) suction of solar recirculation pump as makeup water to the solar heating 

system. During the condensation process, most of the seawater is sent back to sea, which acts as a sink and the 

remaining seawater is sent to the spray nozzles of MEE in parallel mode at the rate of 1.2 m3 h-1. 

3.5. Ejector 

The ejector system is used to maintain vacuum pressure of the MED system during operation. In ejector, primary 

stream is admitted with a given flow rate of seawater. The non-condensable gases from the condenser of the MED 

system is entrained through the secondary stream of the ejector. The ejector is powered by seawater at the primary 

stream. 

Based on Eq. 3, the entrainment ratio of the ejector is computed (Arun et al., 2019)  

𝐸𝑛𝑡𝑟𝑎𝑖𝑛𝑚𝑒𝑛𝑡 𝑟𝑎𝑡𝑖𝑜 =
�̇�𝑠

�̇�𝑝
   (eq. 2) 

where, �̇�𝑠 = Mass flow rate of secondary stream (kg h-1) ;  �̇�𝑝 = Mass flow rate of primary stream (kg h-1). 

3.6. Pumps 

In the solar MED system, six pumps as shown in Table 2 are used to run the plant. 

Tab. 2: Details of pumps 

Sl.No. Pump Make Details 

1. Solar recirculation pump Grundfos Power – 10 hp / 7.5 kW 

3 Phase ; 380-415 V ; 50 Hz 

Max. discharge – 30 m3 h-1  

2. Brine pump Grundfos Power – 1.5 hp / 1.10 kW  

3 Phase ; 380-415 V; 50 Hz 

Max. discharge – 5.8 m3 h-1 

3. Distillate pump Grundfos Power – 0.37 kW / 0.5 hp 

3 Phase ; 380-415 V; 50 Hz 

Max. discharge – 1.8 m3 h-1 

4. Ejector pump PSG Power – 3.7 kW / 5 hp 

3 Phase ; 380 V ; 50 Hz 

Max. discharge – 24 m3 h-1 

5. MED pump Kirloskar Brothers Ltd Power – 5.5 kW / 7.5 hp 

3 Phase ; 415 V ; 50 Hz 

Max. discharge – 25.6 m3 h-1 

6. Seawater intake Johnson Pump Power – 2.2 kW / 3 hp 

3 Phase ; 415 V ; 50 Hz 

Max. discharge – 40 m3 h-1 

3.7. Solar Photovoltaic panels 

The pumps of solar MED plant require 20 kW of power to run the plant. The installed solar photovoltaic power 

plant is 20 kW with a battery backup of half an hour. Batteries are used to start and run the motors at lower solar 

radiation in the morning and evening hours. Inverters are used to convert DC to AC current. The specification 

details of solar photovoltaic panels, batteries and inverters are shown in Table 3.  
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Tab. 3: Details of solar PV panels and subsystems 

Sl.No. Materials Numbers Details 

1. Solar Photovoltaic Panels 100 PV panel capacity – 200 W 

Type of PV cell –  monocrystalline 

silicon cell 

2. Batteries  14 Type of battery – Tubular battery   

Voltage – 12 V 

A.H. capacity – 75 Ah 

3. Inverters 3 Capacity – 10 kWh [Two Nos.] 

Capacity – 3 kWh  

 

 

Fig. 2: Schematic diagram of Solar Multi - Effect Desalination (MED) system 
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4. Experimentation 

Solar MED plant components are successfully designed, fabricated, erected and integrated at the project site at 

Vivekananda Kendra, Kanyakumari, India. The solar thermal FPC field is tested for pressure up to 4 bar in order 

to check leakage. Entire MED plant is tested under vacuum pressure up to 30 mbar to check vacuum leakage.  

Calibrated bourdon type pressure gauges are installed at the inlet of solar FPC field, sea water inlet and primary 

stream of ejector. Calibrated bourdon type vacuum gauges are used at flash chamber, each effect of MEE and 

condenser of MED plant. Temperatures of solar MED plant are measured at different locations using calibrated T 

- type thermocouples. Calibrated orifice plates are used at solar FPC field inlet, brine discharge, distillate discharge 

and seawater inlet and are used to measure differential pressure across the orifice plates using digital differential 

manometer. Using the measured differential pressure readings, flow rates are calculated. Level indicators are 

installed at flash chamber, distillate line and bine line in order to maintain the level during operation of the plant. 

Solar radiation and wind speed are measured using calibrated pyranometer and anemometer respectively. The 

details of measuring instruments used for experimentation are shown in Table 4. 

Tab. 4: Accuracy and range of measuring instruments 

Sl.No. Instrument Accuracy Range 

1. T type thermocouple ± 0.1 oC -60 oC to 120 oC 

2. Pressure gauge ± 1% FS 0 to 10 bar 

3. Vacuum pressure gauge ± 1% FS 0 to -1 bar 

4. Differential pressure manometer (digital) ± 0.5% FS 0 to 200 psi 

5. Pyranometer ± 10 W m-² 0 to 1999 W m-2 

6. Anemometer  ± 3% 0 to 30 m s-1 

 

Seawater is drawn from the sea, 20 m away from the desalination plant. Sand and other particles are made to settle 

in the settling tank and collected in collection seawater tank. The collected seawater is sent to the plant by MED 

pump. Before entering the condenser, fine meshes are kept to avoid chocking of fine particles at the spray nozzles 

of MEE. During experimental days, sea water flow rate is maintained at 20.6 m3 h-1 with the pressure of 0.8 bar.  

The entire MED plant is kept below 150 mbar using an ejector. In solar FPC, water is circulated until it reaches 

the required temperature. The average temperature of water is maintained between 65oC - 70oC. The water is 

flashed and sent to the first stage of MEE by pressure difference. The remaining water in flash chamber is 

recirculated to the solar FPC field using solar recirculation pump. Seawater is sent to each stage of MEE from the 

spray nozzles. The sprayed seawater forms steam by taking the heat of condensation and flashing, and carries to 

the next stage of MEE by differential pressure. The condensed steam and brine water are carried to the next effect 

by using manometric effect and continues till it reaches the last effect of MEE. The brine water from the last effect 

of MEE is pumped back to the sea using brine pump. The steam and distillate water from the last effect of MEE 

are condensed in the condenser and pumped to distillate tank using a distillate pump. During condensation, the 

ejector rejects the non-condensable gases (NCGs). The level of distillate, brine and flash chambers are monitored 

continuously for effective operation. 

5. Results and discussion 

Solar MED plant is tested for different operating conditions on different days. This paper discusses a typical 

operation condition for a given single day. The plant is operated between 8:00 h to 17:00 h of IST. 

5.1. Experimental investigation of collector performance 

Solar flat plate collector (FPC) field performance curves are shown in Fig. 3. It is observed that the temperatures 

of inlet and outlet increase initially and later decrease. This is due to the incident solar radiation falling on solar 

FPC. The maximum hot water outlet temperature is realized in the range of 74oC - 76oC with solar radiation 
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variation in the range of 1050 W m-2 - 1100 W m-2. The average differential temperature between inlet and outlet 

of the collector field is maintained above 10oC with solar radiation variation in the range of 900 W m-2 - 1100 W 

m-2. At least solar radiation, the collector filed is able to maintain the temperature difference in the range of 6oC - 

8oC. 

The solar flat plate collector field's efficiency is calculated and shown in Fig. 3. The collector field's efficiency is 

low during the initial period due to the cold start of solar FPC with water. As solar radiation increases, efficiency 

of the solar FPC field increases and later decreases when solar radiation decreases.  

 

Fig. 3: Performance of solar flat plate collectors 

5.2. Experimental investigation of Flash chamber performance 

Figure 4 shows the performance of flash chamber. It is observed that the temperatures of flashed steam, hot water 

inlet and outlet of flash chamber increase and later decrease. This is due to varying hot water inlet temperature 

from solar field. The hot water from solar FPC is flashed to steam at saturation pressure of flash chamber. The 

maximum steam temperature is realized in the range of 60oC - 65oC at the corresponding flash chamber pressure 

of 0.13 bar - 0.18 bar. 

The efficiency of flash chamber is calculated and is shown in Fig. 4. Initially the temperature of hot water is lower 

and does not match with the saturation pressure of flash chamber. So, the efficiency of flash chamber is lower and 

increases as time progresses. After reaching the flashing point of hot water, the flash chamber efficiency is in the 

range of 65% - 75%. The decreasing trend in the efficiency of flashing is due to lower hot water temperature of 

the flash chamber. 
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Fig. 4: Performance of Flash Chamber 

5.3. Experimental investigation of Multi-stage evaporator performance 

Multi Effect Evaporator performances are studied based on the temperatures of flashed steam, brine water, 

distillate water and non - condensable gases (NCGs) in each effect. 

Steam temperatures of the first and the last effects of MED at the corresponding pressure are shown in Fig. 5. It 

is observed that the steam temperatures of all the effects are initially at lower temperatures. This is due to cold 

start of the system. As time progresses, the steam temperatures are in the increasing trend till reach peak production 

rate and later decrease due to decrease in chamber pressure of MEE. 

 

Fig. 5: Variation of steam parameters in MED 

Brine water temperatures of all the effects in MED are shown in Fig. 6. The temperature profiles of brine water 

increase initially and later decrease. It is also observed that the brine water temperature in the first effect is higher 

when compared to the other effects. This is due to sea water's temperature after the steam generation at saturation 
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pressure of the chamber. The average brine water temperature from the last effect of MEE is in the range of 45oC 

- 47oC, with chamber pressure in the range of 0.09 bar - 0.13 bar.  

 

Fig. 6: Variation of brine parameters in MED 

Distillate water temperatures of all the effects in MED are shown in Fig. 7. The temperature profiles of distillate 

water increase initially and later decrease. It is also observed that the distillate water temperature in the first effect 

is higher when compared to the other effects. The average distillate water temperature from the condenser is in 

the range of 40oC - 45oC.  

 

Fig. 7: Variation of distillate parameters in MED 

Non – Condensable Gases (NCGs) temperatures of all the effects in MED are shown in Fig. 8. The temperatures 

of NCGs increase initially and later decrease. 
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Fig. 8: Variation of NCGs parameters in MED 

5.4. Experimental investigation of condenser performance 

Figure 9 shows the performance of the condenser. In the condenser, sea water inlet flow rate is maintained at 20.6 

m3 h-1 with a pressure of 0.8 bar. The average sea water inlet temperature is 30oC. It is observed that the average 

outlet temperature of sea water is in the range of 40oC - 43oC. During this period, the maximum outlet flow rate 

of distillate is observed, when the average condenser differential temperature is in the range of 10oC - 13oC. The 

average distillate water flow rate during the production period is l.04 m3 h-1.  

 

Fig. 9: Variation of parameters in condenser 

 5.5. Experimental investigation of ejector performance 

The entrainment ratio of the ejector is studied for the performance of ejector of the solar MED plant as shown in 

Fig. 10. It is observed that the entrainment ratio of the ejector increases initially. Due to the initial starting 

condition, NCGs are accumulated at the condenser. As time progresses, distillate water production increases along 
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with NCGs in the condenser. The entrainment ratio is maintained as constant at peak production rate of distillate. 

Later, the entrainment ratio decreases due to less distillate production rate.  

 

Fig. 10: Variation entrainment ratio 

5.6. Quality analysis of water 

The quality of distillate water is tested in terms of Total Dissolved Salts (TDS) and the unit of TDS is ppm. The 

distillate TDS from the plant is tested every 15 minutes of time interval on all the experimental days. Figure 11 

shows the variation of distillate TDS from the plant. It is observed that the distillate TDS is 20 ppm initially and 

as time progresses, the average quality of distillate TDS is realized in the range of 1 ppm - 5 ppm.  

 

Fig. 11: Variation of distillate TDS in the desalination system 
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6. Conclusions 

Solar Multi-Effect Desalination plant components are integrated and tested using sea water at Vivekananda 

Kendra, Kanyakumari, India. Solar MED plant performance is studied by varying the flow rate of solar flat plate 

collector field and keeping plant inlet sea water flow rate and vacuum pressure at condenser as constant on all the 

experimental days. The solar flat plate collector performance is studied and observed that the maximum efficiency 

of solar FPC is in the range of 30% - 35%. The maximum hot water outlet temperature from solar FPC is realized 

in the range of 70oC - 76oC. During the operation of the plant, vacuum pressure is maintained by using an ejector. 

The average entrainment ratio is in the range of 0.3 - 0.35 during peak operational hours. The desalination plant 

produces 6,400 liters per day using solar energy. The maximum production rate of 1.008 m3 h-1 is observed during 

peak sunshine hours. The distillate TDS is tested and is in the range of 1 ppm - 5 ppm. 
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Abstract 

In this paper, a non-intrusive technique was developed to measure falling film thickness and temperature 

simultaneously based on the image processing techniques. This non-intrusive technique is used to study the heat 

and mass transfer characteristics. The enhanced heat and mass transfer of falling film over the tube will be used 

in the desalination system for distillate water production. The A high speed camera and a high speed infra-red 

camera are used to record falling film formation and temperature respectively over a horizontal plain tube at the 

rate of 10,000 fps by simultaneous triggering. The recorded images are processed using image processing software 

packages to determine film thickness and temperature profile at different circumferential angles ranging from 0o 

to 180o with tube impingement height of 5 mm. Film thickness over the horizontal plain tube is taken at different 

flow rates in the range of 0.6 lpm to 2 lpm. Measured film temperatures and film thicknesses are compared with 

the literature data. It is observed that the error band for falling film thickness is in the range of ±3.20% to ±8.29% 

for different falling film Reynolds numbers. Also, the error band for falling film temperature is in the range of 

±0.08% to ±1.57%, when compared with calibrated thermocouples. 

Keywords: Film thickness, Film temperature, Horizontal plain tube, Image processing 

1. Introduction 

A falling film is a common and effective mode of heat transfer application in many industries, such as desalination 

for potable drinking water, refrigeration for cooling and cold storage, Ocean thermal energy conversion (OTEC) 

for power generation, dairy farms and so on. The most common and widely used type of heat transfer is in multi-

effect desalination (MED) application for producing fresh water on a large commercial scale (Al-Shammiri and 

Safar, 1999; Khawaji et al., 2008; Nair and Kumar, 2013; Ophir and Lokiec, 2005). In order to enhance the 

effective heat transfer using the falling film method, a proper and accurate measuring technique needs to be 

developed to measure thin film thickness over the horizontal tubes in the evaporation of the MED system (Chen 

et al., 2015; Xu et al., 2004). 

Researchers have developed numerical models to determine film thickness at different circumferential angles. In 

1916, Nusselt numerically modelled film thickness measurement by considering thermophysical properties, fluid 

flow rate and acceleration due to gravity (Nusselt, 1916). Later, researchers found that there was a lacuna in 

Nusselt’s numerical model to determine film thickness. In 2012, Hou et al. found that the diameter of the pipe and 

impingement height between pipes will play a major role in determining the film thickness. So, authors modified 

the Nusselt’s equation by giving the ratio of impingement height between pipes and diameter of the pipe with 

constant values based on their experimental trials (Hou et al., 2012; Nusselt, 1916). 

Many researchers have attempted to measure film thickness by intrusive and non–intrusive methods. In intrusive 

methods, Hou et al. 2012, measured the film thickness using displacement micrometer measurement with the tube 

impingement height ranging from 10 mm to 40 mm with Reynolds numbers ranging from 150 to 800. The working 

fluids used for their experiment were pure water and seawater. They observed that Nusselt's numerical model gave 

a relatively reasonable prediction of the film thickness around the upper perimeter of the tube; but a poor prediction 

around the lower perimeter (Hou et al., 2012). Zhang et al. 2020, measured falling film thickness over a horizontal 

corrugated tube using a displacement micrometer. They used pure water, maintained at 20oC, as working fluid 

with Reynolds numbers ranging from 150 to 1000 and observed that the film thickness of the corrugated tube 
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increases with the increase of the film Reynolds number, which is the thinnest for circumferential angle ranging 

from 90o to 120o. The film thickness decreases by increasing the tube spacing, increasing the tube diameter and 

corrugation radius (Zhang et al., 2020). 

Researchers have started developing non-intrusive methods to evaluate the characters of the liquid film. In 2019, 

Jayakumar et al. have measured the falling film thickness using an air-coupled ultrasonic transducer for plain 

horizontal tube. They used drinking water, maintained at 25oC, as the working fluid for different Reynolds 

numbers ranging from 130 to 350. They measured the film thickness for the circumferential angle ranging from 

40o to 130o. They observed fluctuation in film thickness with increase in flow rate and this technique can also 

process film thickness data with better accuracy in minimal time (Jayakumar et al., 2019). Later in 2021, Maliackal 

et al. measured the falling film thickness using a laser interferometric technique. They used drinking water, which 

was maintained in the range from 70oC to 90oC, as the working fluid for different Reynolds numbers ranging from 

350 to 900. They used an optical shadow graph technique to evaluate the falling film thickness around the 

circumference of a horizontal tube. Mach Zehnder Interferometer (MZI) was utilized to visualize the isotherm 

formation. The film thickness was measured at the circumferential angles ranging from 10o to 170o and observed 

that the film thickness variation around the tube circumference shows an increasing trend with increase in 

Reynolds number, but a change in trend with varying feed inlet temperatures (Maliackal et al., 2021). In 2022, 

Maliackal et al. were able to measure the film interface temperature (Maliackal et al., 2022a, 2022b). The 

characteristics of falling film of a horizontal tube is purely depend on liquid film temperature and thickness. Based 

on the work carried out by the researchers using non-intrusive techniques, a simultaneous measurement is 

developed for the different film characteristics. 

This work presents a novel image processing technique for simultaneous measurements of falling film thickness 

and temperature of a horizontal plain tube of a falling film evaporator of a Multi-Effect Evaporator of desalination 

system. 

2. Principle of operation 

Experimental setup consists of a uniform water distributor tank, measuring tube and dummy tubes in a horizontal 

arrangement, constant temperature water bath, ultrasonic type flow meter and recirculation pump. The uniform 

water distributor tank is of dimension 60 mm x 50 mm x 150 mm (height x width x length). A baffle is provided 

at the height of 40 mm from the bottom of the uniform water distributor tank. A slot opening of 1 mm at the top 

of the uniform water distributor tank is provided for uniform sheet flow to simulate the flow conditions of the 

evaporator in the desalination plant. 

The working fluid for the experiment is taken as drinking water. The water temperature is maintained using a 

constant temperature water bath. Water is pumped to the uniform water distributor tank from the constant 

temperature bath. Water flows through the distributor tank's slot and flows over the first three consecutive dummy 

tubes, measurement tube (fourth tube) and dummy tube (fifth tube) as shown in Fig. 1. The first three dummy 

tubes are used for flow stabilization and for uniform film formation over the measurement tube. The fifth dummy 

tube is used to avoid splashing of water before it collects in the water collection tank. The tube dimension, spacing 

and other characteristics are given in Table 1. At the bottom, water gets collected in the collection tank and flows 

back to the constant temperature water bath tank. The operating conditions for the experimental study are given 

in Table 2. The flow rate and working fluid temperatures before and after the measurement tube are continuously 

monitored using a calibrated ultrasonic flow meter and T - type thermocouples respectively. T - type 

thermocouples are inserted through the body of the experimental setup and touches the water without disturbing 

the film formation. Figure 2 shows the photographic view of falling film experimental setup.  

Tab. 1: Tube characteristic. 

Tube material Copper 

Tube Diameter (ID) 25.4 mm 

Tube thickness 0.2 mm 

Effective tube length 150 mm 

Number of dummy tubes 4 

Number of dummy catch tube 1 
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Ambient Temperature  28oC 

Tab. 2: Experimental operating conditions. 

Working fluid Drinking water 

Operating working fluid flow rate 0.6 – 2 lpm 

Operating working fluid temperature 60 oC 

 

Fig. 1: Schematic diagram of falling film experimental setup. 

 

Fig. 2: Photograph of falling film experimental setup. 

 
T. Kannappan et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

860



 

3. Falling film thickness and temperature 
measurement 

Figure 3 shows the flow process for the mean film thickness and temperature measurements at each 10o 

circumferential angle of plain horizontal tube. After stabilization of film formation over the measuring horizontal 

tube, non – flickering light is positioned. The position of non-flickering light is kept in such a way that reflection 

of light from mirror, falling film and other surfaces should be minimal. Phantom VEO 1310L high-speed camera 

is made to focus the film formation from the mirror with surface finish of λ/10 and FLIR X6901sc high-speed 

infra-red camera is made to focus the film falling over the horizontal tube. After aligning non-flickering light, 

high-speed camera and high-speed infra-red camera, trial shots are recorded to check the focus and aligning. On 

completion of this process, high-speed camera and high-speed infra-red camera are triggered simultaneously to 

capture the film formation and temperature of falling film over the horizontal tube respectively. 

 

Fig. 3: Process flow chart for film thickness and temperature measurements. 
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After simultaneous capturing, random images of high speed camera are selected for post processing. An in house 

MATLAB program is developed to remove unwanted noises like reflection of light and to identify liquid film 

flow. Figures 4a and 4b show the raw images of high speed camera without flow and with flow respectively before 

post processing. Figures 5a and 5b show the images of high speed camera without flow and with flow respectively 

after post processing for the flow rate of 1 lpm corresponding to Reynolds number of 1008.94. 

  
Fig. 4: Raw image of high speed camera (a) without flow and (b) with flow. 

  
 

Fig. 5: Processed image of high speed camera (a) without flow and (b) with flow. 

An in house ImageJ macro program is developed to identify the circumferential angle and generate radial intensity 

profile for without flow and with flow processed images. Figures 6a and 6b show the radial intensity profile for 

without flow and with flow processed images respectively. The macro program is developed for each 

circumferential angle of the plain tube ranging from 10o ≤ θ ≤ 170o to obtain film thickness data.  

After acquiring film thickness, the selected frames of high speed camera and the corresponding frames in high 

speed infra-red camera are used for the post processing using FLIR software. ImageJ macro program and 

MATLAB program are developed to identify the circumferential angle and to obtain film temperature. Figure 7 

shows the temperature gradient around plain tube using FLIR software. 

(a) (b) 

(b) (a) 
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Fig. 6: Radial intensity profile for (a) without flow and (b) with flow of processed images at 80o circumferential angel. 

 

Fig. 7: Temperature gradient around plain tube using FILR software. 
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4. Empirical relations and Error analysis 

4.1. Empirical relations 

The falling film thickness (δ) over horizontal tube empirical Eq. 1 is given by Nusselt (Nusselt, 1916). 

𝛿 = (
3𝜇𝑙Γ

𝜌𝑙(𝜌𝑙−𝜌𝑔)𝑔 sin 𝜃
)

1
3⁄

   (eq. 1) 

Where, μl – Liquid Dynamic viscosity [kg.m-1.s-1] ; Γ – Film flow rate per unit length on one side of the tube 

[kg.m-1.s-1] ; ρl – Liquid Density [kg.m3] ; ρg – Vapor Density [kg.m3] ; g – Acceleration due to gravity [m.s-2] ;  

θ - Circumferential angle 

In Nusselt’s Eq. 1, falling film momentum effect was not taken into account. Therefore, Hou et al. has modified 

the Eq. 1 by considering diameter of the tube and impingement height, and the modified equation is given in       

Eq. 2. 

𝛿 = 𝐶 (
3𝜇𝑙Γ

𝜌𝑙(𝜌𝑙−𝜌𝑔)𝑔 sin 𝜃
)

1
3⁄

(
𝑆

𝐷
)

𝑛
  (eq. 2) 

Where, S – Impingement height [m] ; D – Tube diameter [m] ; n – Refractive index  

C =  {
0.97540,   0o < θ ≤ 90o

0.84978,   90o < θ ≤ 180o     ; n =  {
−0.16670,   0o < θ ≤ 90o

−0.16479,   90o < θ ≤ 180o 

Reynolds number (Re) for falling film around the horizontal tube is given in Eq. 3. 

𝑅𝑒 =
4Γ

𝜇𝑙
      (eq. 3) 

4.2. Error analysis 

A standard error mean analysis is carried out for all data sets for each circumferential angle (θ). Mean film 

thickness (δmean) and mean film temperature (Tmean) are computed by Eq. 4 and Eq. 5 respectively. 

𝛿𝑚𝑒𝑎𝑛 =
∑ 𝛿𝑖=1

𝑁
𝑖=1

𝑁
      (eq. 4) 

𝑇𝑚𝑒𝑎𝑛 =
∑ 𝑇𝑖=1

𝑁
𝑖=1

𝑁
      (eq. 5) 

The standard deviation (SD) for the data sets is computed by Eq. 6.  

𝑆𝐷 = √
∑ (𝛿𝑚𝑒𝑎𝑛−𝛿𝑖)2𝑁

𝑖=1

𝑁−1
     (eq. 6) 

The standard error mean (SEM) analysis is computed by Eq. 7.  

𝑆𝐸𝑀 = 𝛿𝑚𝑒𝑎𝑛 ±
𝑆𝐷

√𝑁
     (eq. 7) 

5. Results and discussion 

Experimentation is carried out to determine the falling film thickness and temperature. The circumferential angle 

of falling film thickness and temperature are measured simultaneously, in the range 10o ≤ θ ≤170o and 10o ≤ θ ≤ 

180o, respectively, with an increment of 10o. 

5.1. Comparison with numerical correlation  

Figure 8 shows the variation of falling film thickness around the circumference of the plain tube for the flow rate 

of 2 lpm, which corresponds to the Reynolds number of 1981.82. The momentum effect of liquid film from 80o 

of plain tube circumferential angle is accounted as in Eq. 2. The surface tension force of liquid film plays an 

important role in the shift in minima from 90o to 110o circumferential angle of the plain tube. The film thickness 

at circumferential angels in the range of 0o to 20o and 160o to 180o of plain tube are higher and so, the liquid film 

has to slide over the vertical wall, reducing the momentum transfer. These regions are known as impingement 

zones and have the maximum error in the range of ±10.57% to ±12.27% for the film thickness. The average error 
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is in the range of ±1.77% to ±6.00% for the circumferential angles ranging from 30o to 150o. The present study 

for the circumferential angle at 80o with variation of Reynolds numbers for plain tube is compared with the 

experimental results carried out by Jayakumar and Mani, 2022 for plain tube with varying Reynolds numbers as 

shown in Fig. 9. The temperature of working fluid is maintained at 25oC for Reynolds number ranging from 356 

to 715, which corresponds to the flow rate of 0.72 lpm to 1.43 lpm. It is observed that the maximum error for the 

present study is in the range of ±3.2% to ±8.29%. The local heat transfer coefficient (h) with unit W.m-2.oC-1 for 

different circumferential angles of plain tube is computed from Eq. 8 and plotted as shown in Fig. 10.   

ℎ =
𝑘𝑒𝑓𝑓

𝛿𝑚𝑒𝑎𝑛
        (eq. 8) 

Where, keff – effective thermal conductivity [m] ; δmean – Mean film thickness [m]  

 

Fig. 8: Comparison of film thickness along circumferential angle with literature data. 

 

Fig. 9: Comparison of falling film thickness with different Reynolds numbers with literature data. 
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Fig. 10: Comparison of heat transfer coefficient along circumferential angle with literature data. 

5.2. Effect of Reynolds number 

Figure 11 shows the variation of falling film thickness around the circumference of the plain tube as a function of 

feed Reynolds number. The range of feed Reynolds number for typical MED operation is 448.213 ≤ Re ≤ 1981.82. 

All the film thickness measurements are taken for complete wetting and taken as the effective length of plain tube 

and steady flow rate. It is observed that the falling film thickness variation around the circumferential angle of 

plain tube shows a strong correlation with Reynolds number variation.  

 

Fig. 11: Variation of falling film thickness with circumferential angle for different Reynolds numbers. 

5.3. Effect of feed inlet temperature 

Figure 12 shows the variation of falling film temperature around the circumference of the plain tube for the 

Reynolds number of 1981.82 which corresponds to 2 lpm. The average feed inlet temperature of test tube is 60oC. 
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All the temperature measurements are taken for complete wetting of the effective length of plain tube. The 

temperature data at 0o, 45o, 135o and 180o circumferential angles are measured using calibrated thermocouples. 

The error band of High Speed Infra-Red (HSIR) data is in the range of ±0.08% to ±1.57% when compared with 

calibrated T - type thermocouple. Figure 13 shows the variation of falling film temperature around the 

circumference of the plain tube as a function of feed Reynolds number.  

 

Fig. 12: Variation of falling film temperature with circumferential angle. 

 

Fig. 13: Variation of falling film temperature with circumferential angle for different Reynolds numbers. 
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film thickness follows the Hou et al., 2012 empirical model with the error band of ±1.77% to ±6.00% at non - 

impingement zones. Also, the present study of film thickness is compared with Jayakumar and Mani and has error 

band of ±3.20% to ±8.29% for different Reynolds numbers. The error band for falling film temperature is in the 

range of ±0.08% to ±1.57%, when compared with calibrated thermocouples.  
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Abstract 

The main objective of IEA SHC Task 62 is to increase the use of solar thermal energy in industry, to develop new 

collector technologies and to open up industrial and municipal water treatment as a new area of application with 

high market potential for solar thermal energy. The nexus between solar thermal energy and water treatment 

enables the development of new and innovative technology combinations and the change to a sustainable, 

resource- and energy-efficient industry. For the best possible integration of solar energy in waste water treatment 

integration concepts incorporated into a decision-making tool provide a basis information platform for decision-

making and system integration.  

Keywords: Solar waste water treatment; industry; energy efficiency; resource recovery 

 

1. Introduction 

Based on data available, the industrial sector in EU member states accounts for ~21 % of the waste water demand, 

with only 36% of this amount being treated (5,293 million m3 of industrial waste water generated vs. 1,927 million 

m3 of industrial waste water being treated) (Alabaster et al., 2021). The collection and treatment of waste water 

plays an essential role within the transition towards circular value chains in industry, thus efforts need to be taken 

to increase treatment capacities. Within this transition, wastewater purification and recovery technologies take an 

essential role in augmenting water and valuables from wastewater streams without placing an excessive strain on 

limited energy supplies. The efficient supply of energy, the best possible integration of renewable energy sources 

and the recovery of resources in the sense of circular economy need to go hand in hand. Within this background 

the use of solar process heat represents a large, but so far largely untapped potential in industry. Innovative and 

concrete solutions are required for the long-term and successful introduction of solar thermal energy. The 

integration of solar process heat to supply technologies for water treatment and purification represents a new field 

of application with great technical and economic potential for solar energy. The efficient interaction, the nexus 

between solar energy and water, opens up new and innovative approaches to solutions, which are dealt with within 

the framework of the International Energy Agency’s Solar Heating and Cooling Task 62 (IEA SHC Task 62). 

2. IEA SHC Task 62: Targets 

IEA SHC Task 62 takes up selected focus areas and results from IEA SHC Task 49/IV (https://task49.iea-shc.org/) 

and research projects to address the opportunities, challenges and benefits of integrating solar energy into 

wastewater treatment in an industrial context. The main objectives are (1) to increase the use of solar thermal in 

industry, to (2) develop new collector technologies, and to (3) open up industrial as well as municipal water 

treatment as a new application area with high market potential for solar thermal. The nexus between solar thermal 

and water treatment enables the development of new and innovative technology combinations and the shift 

towards a sustainable, resource and energy efficient industry. By combining water treatment technologies with 

solar thermal collectors, an innovative and economically attractive overall solution can be created for the industry.  

2.1. Thermally driven water separation technologies and recovery of valuable resources 

One research focus of IEA SHC Task 62 is the combination of solar thermal collectors with technologies for the 

treatment of waste water to an innovative and economically attractive overall solution for industry. The use of 

thermally operated separation technologies such as membrane distillation in combination with solar process heat 

represents an energetically and economically promising alternative to conventional electrically operated 

separation technologies. Within the scope of the work, a technical and economic potential assessment for the use 

of solar-powered water treatment with a focus on membrane distillation will be carried out. The aim is to initiate 
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new implementations and define further research and development issues. 

2.2. Solar water decontamination and disinfection systems 

In addition to thermal technologies, IEA SHC Task 62 focuses on processing technologies that use direct UV 

radiation. New industrial application areas for these solar water decontamination and disinfection systems will be 

identified, and by identifying technical, economic and political barriers to new decontamination and disinfection 

systems in industrial water and wastewater management, ongoing work can be better tailored to the needs of 

industry, integration facilitated and the number of implementations increased. The simultaneous utilization of heat 

and UV light in one technology represents new areas of application for solar energy (UV, photocatalytic 

applications, etc.) in industry. 

2.3. System integration and decision support for end user needs 

The developed concepts for the integration of solar energy in waste water and process water treatment will be 

available in a decision support tool to stakeholders (industrial companies, plant planners, technology providers, 

etc.) as a tool to support decision making and detailed planning of overall systems (further combination with waste 

heat, other renewables, etc.). This can overcome barriers to implementation due to a lack of user know-how and 

facilitate the market penetration of solar-based separation technologies. 

3. Methodology 

To deliver system integration and decision support for end user needs within the Nexus of Energy & Water, the 

methodological approach is structured as follows: (1) Identification of suitable industrial sectors and processes as 

well as other application areas (e.g., municipal waste water treatment) for the use of solar-driven separation 

technologies and definition of their requirements (e.g., components, concentrations [mg/L], amounts [m3/day]). 

(2) Elaborating integration concepts, combining separation and purification technologies with energy supply from 

solar thermal technologies, other renewable energies and excess heat from industrial processes. (3) Setting up a 

decision-making tool based on Excel to identify most reasonable options for solar waste water treatment in 

industry from a technical and an economical point of view. 

4. Results 

4.1. Integration concepts 

The elaborated integration concepts describe, how solar thermal energy can be integrated in combination with 

thermal separation technologies like Membrane Distillation (MD), to provide the thermal energy demand in a 

renewable way. The integration concepts are modular. Each concept has at least one base module for the renewable 

process heat supply, like solar thermal (illustrated in Figure 1) or heat pump. Also, the possibility for waste heat 

integration is available.  

 

Fig. 1: Example for an integration concept combining solar thermal for the process heat supply of Membrane Distillation 

In addition to the base modules, there is a large number of auxiliary modules (e.g., charge, storage, discharge, 
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integration). Auxiliary modules enable the integration of renewable process heat modules to supply heat on 

process or system level and allow adaption of the concept depending on the specific requirements given. In Figure 

2 exemplary the heat supply for MD on process level is illustrated. The MD process module changes based on 

requirements like batch or continuous operation as well as internal heat recovery (HR) realized.  

 

Fig. 2: Integration for MD supply on process level (batch mode with/without heat recovery, continuous mode with/without heat 

recovery) 

4.2. Decision-Making process 

4.2.1 Decision-making tool 

To support the decision-making process, the integration concepts are part of the decision-making tool. The tool 

shows industrial companies (e.g., food and beverage industry, galvanic industry) and (municipal) waste water 

treatment plant operators which options/integration concepts are available to them for solar water treatment under 

certain framework conditions (location, land availability, waste water requirements, etc.) and which represents 

the most technically viable variant. The tool is available as an Excel tool to give a wide application possibility. 

Depending on the input (data basis) of the water treatment task (waste water characteristics, waste heat 

characteristics, location of industry, etc.) and selecting the treatment target (e.g., concentration or separation of 

specific compounds) as well as selecting the technology, the tool performs calculations (mass and energy 

balances) to present rough performance values (energy demand, solar yield, collector area etc.) and give 

recommendations for the integration. The waste water calculations are based on integrating membrane distillation 

as treatment technology. In terms of the energy supply solar thermal or waste heat in stand-alone mode or in a 

combined energy system can be selected. The basis set-up of the tool is presented in Figure 3. 

 

Fig. 3: Structure of the decision-making tool 

4.2.1 Nomograms  

Based on the calculated results from the tool, nomograms for the solar thermal and/or waste heat driven waste 

water treatment have been created to assist in evaluating the dependencies of a renewable supplied energy 

system for MD. Following parameters are included to the nomograms: 
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• Country: As local conditions influence the renewable energy potential (f.i. irradiation), nomograms are 

available for different countries. In a first step European countries Austria (Vienna) and Spain (Madrid) 

have been evaluated. 

• Solar fraction [%]: The solar fraction is defined by the amount of energy provided by the solar thermal 

plant, referred to the total energy demand needed. 

• GOR efficiency [-]: The Gained output ration (GOR) is defined as the ration of the latent heat of 

evaporation of the produced water to the total heat supplied to the system.  

• Energy demand ext. [MWh/a]: The external energy demand given in MWh per year gives the remaining 

demand of energy needed for the MD process, depending on the solar fraction.  

Exemplary nomograms are shown in Figure 4 and 5. Calculations are based on location Vienna (Austria) and a 

system of MD supplied by solar thermal and used for concentrating (concentration factor of 2) waste water via 

separating water from a waste water stream at 80°C operating temperature.  

The total energy demand (calculated by the sum of the energy demand provided by solar thermal and energy 

demand external) to supply MD increases with an increased volume [L/h] to be treated. The energy demand of 

MD can be reduced, applying optimization like optimum operation conditions, module design and configurations 

etc. By reducing the energy demand an increase in GOR is possible. To show the influence of GOR on the whole 

systems energy demand, Fig. 4 illustrates that by keeping the solar fraction constant at 50% and increasing the 

efficiency of the waste water treatment system from GOR 0,5 to 2,5 an enormous reduction of the external energy 

demand is possible. 

  

Fig. 4: Structure of the decision-making tool 

Fig. 4. shows the correlation between the volume of waste water to be treated and external energy demand to be 

provided, depending on the given solar fraction at a constant GOR of 0,5. The external energy demand decreases 

by increasing the solar fraction – so the bigger the solar thermal plant the higher the coverage range of energy 

demand for MD.  
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Fig. 4: Structure of the decision-making tool 

5. Outlook 

The use of solar wastewater treatment by solar thermal energy supply represents a large, but so far largely 

untapped potential in industry. Integration concepts offer a good possibility to show planners, technology 

providers and end-users the different options for integrating solar thermal driven water treatment technologies.  

To further promote solar wastewater treatment, upcoming activities of the IEA SHC Task 62 include the 

completion of the decision-making tool, which is currently under validation, to show industrial companies which 

options/integration concepts are available for solar water treatment under certain conditions (energy demand, 

location, space availability, etc.) and which are the technically feasible variants. 
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Abstract 
The CAMPER-MOVE research project addresses the challenges arisen in connection with the transformation 
processes that a university campus is currently undergoing. Further to the recognition of undesirable 
developments and the development of effective counteracting strategies, the main objective of research project 
is the scientific monitoring, evaluation and optimization of the practical implementation of measures of a 
constructional-technical nature as well as supporting an economical user behavior. The experience to be gained 
in this process will be incorporated in further conceptual considerations to reduce energy consumption. 

Keywords: Sector Coupling, Waste Heat Utilization, Autonomous Power Supply, Energy Management, User 
Behavior 

1. Introduction 

Founded in 1828 as a technical educational institution, the Technische Universität Dresden (TUD) is today 
one of the largest and oldest universities in Germany. Due to its former orientation as a technical university, 
scientific and engineering disciplines still dominate the university today. This is reflected by a significant 
number of buildings with a high to very high proportion of laboratory/experimental space. The TUD is a classic 
campus university with a historic core campus, the main campus, south of the city center. In addition, the 
university also includes several sites away from the main campus, such as the Botanical Garden, the Forest 
Botanical Garden and the Faculty of Medicine. However, the majority of university buildings are located on 
the main campus.  

 

 
Fig. 1: Monument status of the buildings of the main campus of the TU Dresden 

More than 50% of the buildings need renovation, whereas a majority of the buildings are historic monuments, 
which poses particular challenges for the energy retrofitting and integrating renewables (Fig. 1). 
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In total, the main campus comprises 50 larger building complexes with a net floor space of approx. 390 000 m². 
In addition, a low-temperature local heating network of smaller size exists at the south end of the campus, 
which is used to transport waste heat from the university's largest data center to surrounding buildings (Fig. 2). 

 
Fig. 2: District heating network in the area of the main campus of the TU Dresden 

The cooling supply for the campus is provided by seven smaller local cooling networks as well as a number of 
decentralized small cooling generators. In total, cooling generators with a nominal capacity of approx. 25 MW 
are installed on the main campus, thus reaching the level of the heat supply. The cooling is mainly required for 
technological processes in laboratories and workshops, for cooling computer technology and for lecture hall 
air conditioning. 

The electrical power supply of the main campus is connected to the public power grid at two central transfer 
stations. From there, seven internal medium-voltage rings supply all buildings. This also enables the flexible 
redistribution of electricity generated on the campus, which is produced regeneratively with the help of PV 
systems (currently approx. 350 MWh/a). 

 

2. Analysis of energy consumption since 1998 
If one examines the development of land consumption over the past 20 years, one initially sees a fairly 
moderate increase in the main usable area of the university of about 36 % (Fig. 3). It must be taken into account 
here that in the wake of the political turnaround in 1990, various restructuring of academic departments and 
partial realignments took place. A more detailed analysis reveals a disproportionately strong increase in highly 
technical areas (laboratory, server room and technical areas) by approx. 70 %. In the recent past in particular, 
there has been a flurry of new construction activity. In particular, buildings were constructed for institutes of 
the natural sciences with a high level of technical equipment and numerous laboratories. In return, rented 
buildings were handed over and older buildings were partially demolished. 
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Fig. 3: Net floor space in m² without medical school (CAMPER, 2015 and CAMPER-MOVE, 2019) 

The university is aware of its pioneering role and ecological responsibility and regularly initiates energy 
efficiency measures in its existing buildings. Newly constructed buildings have a high level of structural 
thermal insulation. Despite the increase in space, the heat consumption of the university campus has thus been 
kept at an almost constant level over the years. A slight increase has only been recorded since 2016 (Fig. 4). 
Due to the fact that the campus buildings are predominantly supplied with district heating from Sachsen 
Energie, with a high CHP share from a highly efficient combined cycle power plant (CCPP), the heat 
consumption also has a lower impact on the greenhouse gas (GHG) balance. Nevertheless, heat demand is 
highly relevant, as it generates significant energy costs and causes significantly higher emissions in other 
neighborhoods (with less efficient heat supply). 

 
Fig. 4: DH consumption in GWh/a without medical school and weather-adjusted (CAMPER, 2015 and CAMPER-MOVE, 

2019) 
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If we look at district heating consumption differentiated by building, we see large individual differences. The 
bandwidth of the area-specific heat consumption ranges from approx. 30 to 400 kWh/(m²a), in individual cases 
even up to 700 kWh/(m²a). Taking into account the varying use and equipment of the buildings (depending on 
the assigned departments and shares of use/technology areas according to DIN 277-1 (2016)). Buildings with 
large laboratory and test areas, as well as the sports halls and the botanical garden (many greenhouses) have 
the highest area-specific heat consumption. In the case of completely or partially renovated buildings, the 
consumption of district heating decreases on average by 30 to 40%, which is partly due to the relocation or 
decommissioning of large-scale consumers (such as the refectory, test stands). On average, reductions and 
increases in building consumption offset each other. The area-specific DH consumption of the entire campus 
has been consistently in the range of approx. 100...120 kWh/(m²a) over the last 20 years, which corresponds 
to energy efficiency class C to D according to EnEV (2015). In view of the age and condition of the campus 
buildings, this represents a rather low consumption value. 

With the development of the local cooling supply, the district heating consumption increased temporarily due 
to the use of absorption chillers from 2006 to 2015 (Fig. 5). In the meantime, however, most of the systems 
have been converted to electrically driven compression chillers, so that the growing demand for cooling has 
since been reflected primarily in electrical energy consumption. In the past, there was an almost linear increase 
in electrical energy consumption (Fig. 6), which has more than doubled in the last 20 years. This development 
is driven by the growth in computing capacities (the first high-performance data center went into operation in 
2006) and laboratory facilities, new buildings with a high proportion of glass (solar loads), and increased 
occupational health and safety regulations, which result in higher requirements for cooling and ventilation of 
these usable areas and thus additional electrical energy requirements. The reduction in the consumption of 
electric power due to the onset of the COVID pandemic can be seen (highlighted in red). 

 
Fig. 5: Electric power consumption in GWh/a without medical school (CAMPER, 2015 and CAMPER-MOVE, 2019) 

In light of these findings, consumers of, in particular, electrical energy were examined in more detail (Fig. 6). 
In this regard, laboratories, cooling generators and data centers are the main consumers. The increase in the 
distribution of technical equipment in university buildings (with laboratory and computer technology), in 
conjunction with stricter safety and comfort requirements in the faculties of natural sciences and engineering, 
creates a growing demand for cooling and ventilation. 
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Fig. 6: Electricity consumption by use (CAMPER-MOVE, 2019) 

 

3.1. Current data from 2019 and 2020 
Figure 7 shows the currently verified final energies. On the left side the values from 2019 and on the right side 
those from 2020 are plotted. Furthermore, the gasoline equivalent of the mobility is also plotted to have a 
comparison. The first influences of the COVID pandemic can be seen. Due to the use of mobile working, the 
consumption of electrical energy has slightly increased, while the heat consumption has remained almost 
constant. The share of self-generated electric energy in the years was about 0.57% which corresponds to an 
energy of about 360 MWh per year. 

 

Fig. 7: Final energy in GWh/a without medical school (left: 2019; right: 2020) (CAMPER-MOVE, 2019 and Richter, et al., 
2017) 

For comparison with Fig. 7, the GHG emissions are plotted in Fig. 8. A clear difference can be seen here. 
While the final energies were at a similar level, the GHG emissions are different. Electricity consumption 
causes significantly more emissions than heat consumption and attempts by far the highest emissions. Heating 
energy (mainly from district heating) is ecologically less harmful. Mobility causes many times more emissions 
than heating. The differences between the two years are due to changes in the respective GHG factors.  

Electric heat
5% Lighting

9%

Ventilation
9%

Miscellaneous
10%

Office 
equipment

11%
Data centers

13%

Cooling
15%

Labs
28%

0

10000

20000

30000

40000

50000

60000

70000

Heat
(especially DH)

Electric energy Mobility
(Gasoline-Eq.)

Fi
na

l e
ne

rg
y 

in
 M

W
h/

a

Power generation 
by PV:  
358 MWh, 0,56% 
(2019) 

363 MWh, 0,57% 
(2020) 

 
M. Arendt et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

879



 

Fig. 8: GHG emissions in tCO2Eq/a without medical school (left: 2019; right: 2020) (CAMPER-MOVE, 2019 and Richter, et 
al., 2017) 

Fig. 9 shows the energy costs for heat and electricity. The cost of electrical energy in 2020 was 13.8 million 
euros and the total annual cost of energy was 18.5 million euros. 

                                                

Fig. 9: Energy costs in million Euro/a without medical school (left: 2019; right: 2020) (CAMPER-MOVE, 2019) 

 

3. GHG emissions and mobility 
Figure 10 documents the percentages of the different energy sources in the final energy consumption and GHG 
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and of electricity were similar, i.e. just below 40% of the total. Approximately 22% of the final energy 
consumption can be attributed to the mobility (gasoline equivalent) of employees and students (commuting, 
business trips, vehicle fleet). Looking at the GHG balance, a different picture emerges: With 63%, electrical 
energy consumption accounts for by far the largest share of GHG emissions. Mobility accounts for 26% of the 
emissions, and only about 11% is linked to the supply of heat. In total, emissions of approx. 44 000 t CO2 
equivalents were reached. 
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Fig. 10: Final energy consumption in MWh/a (left) and GHG emissions in tCO2Eq/a (right) (CAMPER-MOVE, 2019 and 

Richter, et al., 2017) 

In the case of mobility, the high personal final energy consumption results primarily from employees’ private 
motorized transport including business trips by air (Fig. 11). In absolute terms, students’ final energy 
consumption for their commute to and from work is at a similarly high level. Yet, with approx. 36 000 students 
compared to approx. 8 000 employees and approx. 4 300 air travelers, this relates to a larger group of persons. 
Overall, the mobility behavior of students may be assessed quite positively already at this point. Thanks to the 
mandatory semester ticket, which is valid throughout the state, students rarely resort to private motor vehicles. 
However, also as a result of the semester ticket, proportionately fewer students than employees use bicycles or 
walk for their commute - despite short distances for these ways. In combination with the high number of 
students, this leads to a considerable final energy consumption for public transport. The fuel consumption of 
buses and cars is particularly problematic in terms of the local air pollution caused. Air traffic, on the other 
hand, has a strong impact on the global greenhouse effect. 

 
Fig. 11: Final energy consumption via mobility in MWh/a (Richter, et al., 2017)] 
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4. Energy supply strategies 
A significant number of remedying measures were identified for the university campus. If implemented in a 
consistent manner, these measures could lead to a significant long-term reduction in final energy consumption 
and greenhouse gas (GHG) emissions without impairing teaching and research. The analysis of the campus 
revealed serious differences in the development of consumption and the resulting environmental impact of the 
various energy sources (heat, electricity, mobility). Therefore, the research project will focus on the practical 
implementation of measures to effectively contribute to reducing the final energy consumptions and GHG 
emissions. The following main topics are considered: 

1. reducing the energy consumption of cooling supply 
2. increasing autonomous power supply through solar energy and sector coupling (power-to-cool, power-to-
mobility) 
3. enhancing the utilization of local, district and waste heat supplies at low-temperature levels (LowEx) 
5. furthering the development of the university energy management 
4. supporting an efficient user behavior (incl. mobility) 
6. monitoring and updating of development planning 

5. Summery 
With consistent implementation of a wide range of individual measures to reduce the useful energy demand in 
conjunction with an optimized, increasingly regenerative energy supply (centralized and decentralized), 
significant energy and GHG savings can be achieved for the TU Dresden campus. However, this requires 
significantly stronger efforts than before. In particular, a trend reversal must be brought about in electrical 
energy consumption. This can be achieved by the use of energy-saving computer technology and laboratory 
equipment as well as a demand-oriented operation of the equipment, the reduction of the cooling energy 
demand (e.g. through improved summer heat protection) as well as an efficient cooling generation, an increased 
solar power supply of the campus and an extended energy controlling / energy management. The reduction of 
the absolute heating energy demand can be achieved in spite of planned campus expansions, if existing and, if 
necessary, expanded campus-internal heating networks are put to extended use and process-related heat 
sources are consistently included. The mobility-related energy consumption and emissions caused by 
employees' commutes and business trips should not be neglected. New mobility concepts with appropriate 
incentives for ecologically advantageous user behavior are needed here. 

6. Outlook 
The next steps in the project processing are to analyze the data of all business trips of the TU Dresden from 
2017 until now. Here, the influence of the pandemic is particularly interesting and whether the behavior of 
business travel is gradually changing from less business travel by plane to more by train and the replacement 
of travel by using web meetings.  

Additionally, a further investigation will be started with the approach to check whether the introduction of 
modern radiator controllers can make a significant and minimal-investment contribution to the reduction of 
heating energy at the TU Dresden. 
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Abstract 

The University Campus of Kassel is supplied by a district heating subgrid using district heating (DH) and a gas 

combined heat and power (CHP) unit. To make the transition to a climate neutral heat supply possible, the network 

temperatures need to be lowered and local renewable energy sources need to be integrated into the DH network. 

Waste heat potentials can play an important role here. Therefore, waste heat potentials from a data center, chillers 

and compressor units were investigated. The data center and chillers show high potential for an integration into 

the DH network. Two of the chiller’s waste heat potentials can be used when their temperature level is risen by 

heat pumps. These could supply about 15 % of the heat needed in the subgrid. Even though the waste heat is 

economically competitive to district heating, the revenues from electricity sales of the CHP unit are high enough 

to make the heat demand scenario more expensive than with just CHP unit and DH. This stands in contrast with 

the transformation to a renewable energy system. With changing energy prices this dilemma might resolve itself, 

if the relation between gas and electricity price changes. 

Keywords: district heating, waste heat, heat pumps, chillers, University Campus 

 

1. Introduction 

On the University campus “Holländischer Platz” in Kassel a district heating subgrid supplies 20 buildings (19 

substations) with district heating from the local city network and a gas CHP unit. The buildings on campus include 

laboratories, lecture halls, office space and a library, as well as some student accommodation. The DH subgrid of 

Kassel University was built in the 1980s and therefore requires renovation. This offers the possibility for structured 

planning to achieve efficiency gains and lower greenhouse gas emissions. Currently, measures for temperature 

reduction in network and building temperatures are being developed. 

One approach to lower greenhouse gas emissions is the integration of waste heat sources into the energy supply of 

the DH network. The local district heating supplier plans to decarbonize the district heating network (Städtische 

Werke Energie + Wärme GmbH) additionally the city of Kassel plans to be climate neutral by 2030 (Stadt Kassel). 

The renewable energy sources inside the city are limited, therefore it is reasonable to identify potentials on the 

University campus. Essentially these are solar energy and waste heat potentials. The existing sources for waste 

heat at the University Campus are a data center, compressor units and chillers. In this paper it will be evaluated 

which sources can be used and weather this is profitable. If the integration of renewable sources should prove not 

profitable in present conditions, the focus should lie on the transformation to profitable conditions. 

2. Methodology 

2.1 Current heat supply 

As discussed before, the current heat supply of the subgrid at the University campus “Holländischer Platz” in 

Kassel consists of gas-powered CHP unit and district heating from the local city network. A current typical share 

of district heating is about 80 %, while the CHP unit makes out about 20 % (data from 2019). The share of the 

CHP unit is lower than possible since there were some breaks in operation. The network temperatures in the subgrid 

are rather high, 115 to 75 °C supply temperature and 65 C return temperature, as shown by the straight lines in 

Figure 1. The current and future return temperature (RT) and supply temperature (ST) are shown in dependence 

of the outdoor temperature. The supply temperature is dependent on the city network since currently no hydraulic 

separation between the subgrid and the city network exists. In future, the modification of the substation to achieve 
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hydraulic separation will be realized, additionally measures to reduce the supply and the return temperature are 

planned. The resulting estimated operating curves are shown by dashed lines. These two temperature levels are an 

important parameter that influences the efficiency of renewable energy sources and are used as a basis for further 

calculations. 

 

Figure 1:Operating curve of network temperatures 

 

Figure 2: Heat use profile subgrid 

 

Figure 2 shows the heat load profile from the year 2019 that had typical weather conditions and operation of the 

CHP unit. The heat load profile shows a well-defined seasonality with a peak demand of 4.8 MW and a heat 

demand in summer of around 0.4 MW. 

2.2 Selection of suitable waste heat sources 

As described before the waste heat potentials at the University campus “Holländischer Platz” consist of a data 

center, compressor units and chillers. The compressor units supply laboratories with compressed air, however the 

waste heat from these units proved to be unusable since the waste heat temperatures fluctuate strongly, due to start-

stop operation of the compressor units. The data center is the biggest available waste heat source, but only part of 

the potential waste heat can be utilized since the data center is currently air cooled. Additionally, the data center is 

still undergoing reconstruction and has not yet reached its peak demand. Therefore, the current analysis is focused 

on the chillers as a waste heat source. The chillers supply laboratories with cooling water and air conditioning 

systems. To determine the best integration of the waste heat potentials from the chillers, the following steps were 

taken: 

• measurements at condenser cooling circuits (several weeks in summer 2021) 

• rough calculation of energy efficiency ratios (EER) of chillers depending on cooling demand (whole 

year) 

• assessment of temperature level: possibility of direct use of waste heat?     

 → heat pump (HP) to raise temperature necessary? 

• estimation of seasonal coefficient of performance (SCOP) of a heat pump to decide on hydraulic 

integration 

• calculation of actual possible waste heat that can be used to substitute district heating and gas CHP 

 → possible share of waste heat 

To determine waste heat potentials and temperature levels, measurements were conducted for several weeks in 

summer at the condenser cooling water circuits of three different chillers. The temperature level in these circuits 

is around 35 to 40 °C, so a direct utilization is not possible, thus the temperature level needs to be raised by a heat 

pump. As described in (Rühling, K. et al. 2019) the integration of renewable energy sources, in this case heat 

pumps, into DH networks can be achieved by different configurations. They can reach from direct use in the 

building on the secondary side of the substation to direct feed-in into the district heating grid. Direct use of the 

waste heat can be limited when the potential is higher than the building demand, while the feed-in into the district 

heating network ensures maximum use of waste heat potential. The three chillers that were investigated all showed 
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significant waste heat potential, but for one of them the integration into the district heating network proved too 

difficult due to the local conditions. Therefore, two of the chillers remain as potential waste heat sources. Table 1 

shows some defining parameters as well as the chosen hydraulic configuration. 

Table 1: Heat pump integration and parameters 

 Heat pump 1 Heat pump 2 

Chosen hydraulic configuration feed-in into DH network 
direct use in building behind 

substation 

Source temperature 35 °C 40 °C 

Yearly waste heat potential (source) 372 MWh 1303 MWh 

Sink temperature supply temperature (95-76 °C) 80 °C 

SCOP 4.24 3.98 

Yearly waste heat potential (sink) 486 MWh 1195 MWh 

 

To calculate the SCOP, the following Equation 2-1 was used, it was deduced from operational data of standard 

heat pumps and high temperature heat pumps with hydrofluorocarbons and hydrofluoroolefin refrigerants  (Jesper, 

M. et al. 2021). In the case of a changing sink temperature, the mean value of the various COPs is the SCOP. 

𝐶𝑂𝑃 = 𝑎 ⋅ (Δ𝑇𝑙𝑖𝑓𝑡 + 2 ⋅ 𝑏)
𝑐
⋅ (𝑇ℎ,𝑜𝑢𝑡 + 𝑏)

𝑑
  (eq. 1) (Jesper, M. et al. 

2021) 

𝐶𝑂𝑃 Coefficient of performance 𝑎 1.4480⋅ 1012 

Δ𝑇𝑙𝑖𝑓𝑡  Temperature lift between source and sink 𝑏 88.730 

𝑇ℎ,𝑜𝑢𝑡 output temperature sink 𝑏 -4,9460 

  𝑑 0 

Once the decision for the integration of waste heat from two chillers was made, a profile for the hourly waste heat 

usage of the heat pumps was calculated based on an assumed future operating curve for the grid temperatures, see 

Figure 1 (dashed lines). To calculate the SCOP of the heat pumps, see Table 1, eq. 1 was used on an hourly basis 

and the average value represents the SCOP. 

2.3 Heat supply scenarios and additional renewable potentials 

In order to evaluate the integration of the waste heat sources, their combination with other heat sources, existing 

as well as additionally built, has to be assessed. Especially the CHP operation is an important factor, since it 

produces the highest amount of greenhouse gas emissions. District heating will provide the heat that can’t be 

generated by other sources. The main focus lies on the integration of the waste heat sources and other renewable 

energy sources. In addition to waste heat sources solar thermal potentials were investigated. They are the only 

other usable renewable heat source. However, most roof areas are already used for PV-plants or unsuitable due to 

constructive reasons. One large roof area could be identified, it has an area of about 1400 m² and could contain 

700 m² of flat plate collector area. 

To determine the best heat supply scenario, input data was fed into an energyPRO-model, where an hourly heat 

generation profile for each scenario is determined. The investigated scenarios relating to heat sources are: 

• DH + CHP (reference) 

• DH + CHP +HPs 

• DH + CHP + HPs + ST 

• DH + HPs + ST 

To determine which heat source is used when, the priority of heat sources needs to be defined. A high priority 
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means that the heat source will be used first and at maximum possible level. Only then the next source can generate 

heat as well. The use of this approach is that some heat sources have production costs e. g. for gas or electricity. If 

the heat sources exist in the scenario, their priority from high priority to low priority is as follows: Solar thermal 

energy, waste heat pumps, CHP and district heating. In addition to the variations in heat sources the temperature 

operation curve was varied between the current network temperatures and the future network temperatures.  

3. Results 

3.1 Contribution of heat sources to the heat supply over the course of a year 

To give some insight into the simulation results the scenario DH + CHP + HPs + ST with future network 

temperatures will be discussed in detail as an example. Figure 3 shows the share of energy sources when solar 

thermal and the waste heat pumps are integrated into the subgrid. The mayor part is still supplied by district heating 

(49 %) while the CHP plant reaches about a third (34,5 %) of the total supplied energy. The amount of solar 

thermal is limited by the available collector area and therefore supplies only a small portion (2.0 %) while the two 

waste heat pumps can supply 14,5 % of the required heat. 

 

Figure 3:Share of energy sources to supply the subgrid's heat demand (future network temperatures) 

 

The contribution of the heat sources to the heat demand over the course of a year is shown in Figure 4. Additionally, 

a sorted annual load curve is displayed in Figure 5. Both diagrams show that the heat demand in summer can be 

supplied largely by the renewable energy sources that therefore operate at base load. During summer the CHP unit 

is only active for short intervals to fill the storage, this can be seen very clearly in Figure 5 by yellow peaks above 

the total heat use line and empty spaces below. During the rest of the year the CHP unit operates continuously, 

whenever possible at nominal load and DH supplies the peak load for the subgrid. 
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Figure 4: Thermal output of energy sources over the year with waste heat integration (future network temperatures) 

 

 

Figure 5: Thermal output of energy sources sorted by total heat use (future network temperatures) 

 

3.2 Comparison of heat supply scenarios 

Figure 6 shows how the contribution of heat sources changes from scenario to scenario, in this example it is shown 

for future network temperatures. When waste heat sources are integrated into the network, the amount of heat 

generated by the CHP plant is reduced. If solar thermal energy is integrated additionally, it further replaces the 

CHP plant and to a lesser degree the waste heat provided by heat pumps. Without the CHP plant its former share 

is replaced by district heating. 
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Figure 6: Thermal output of heat supply scenarios (future network temperatures) 

 

3.3 Economic analysis 

The levelized cost of heat (LCOH) is composed of investment costs for the integration of heat sources and 

operation costs, such as energy or fuel costs and maintenance in relation to the generated heat. The approaches to 

estimate cost components are summarized in Table 2. To merge investment costs with operational costs annuities 

for the investment costs have been calculated with a weighted average capital cost (WACC) of 8 % and a period 

under review of 15 years. In the case of the CHP plant proceeds from the electricity have been deducted from the 

costs. The investment for the solar thermal system and the waste heat pump was reduced by 40 % due to subsidies 

from the “Bundesförderung für effiziente Wärmenetze” (BEW) (Bundesministerium für Wirtschaft und 

Klimaschutz 2022).  

 

Table 2: Approaches for cost components for LCOH calculation 

Cost category Cost approach (standardized to 

2021) 

Source 

Investment CHP retrofitting 200000 € 
(Building department University 

of Kassel 2022) 

Investment Solar thermal high 

temperature flat collector (rooftop) 
649.06 €/m2 (Heymann, M. et al. 2019) 

Investment HP (main component 

and integration) 

1649.1 ⋅ 𝑥−0.363 

𝑥 = thermal power output 
(Wolf, S. 2017) 

Maintenance CHP 6.33 €/operating hour 
(Building department University 

of Kassel 2022) 

Maintenance solar thermal 2.5 €/MWh own assumption 

Maintenance heat pump 2 €/MWhth (Große, R. et al. 2017) 

Price electricity (2021) 0.22 €/kWh 
(Building department University 

of Kassel 2022) 

Price district heating (2021) 0.085 €/kWh 
(Building department University 

of Kassel 2022) 

Price gas (2021) 0.05 €/kWh 
(Building department University 

of Kassel 2022) 
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Table 3 shows the calculated LCOH for each heat generation technology. The LCOH for the CHP plant is negative 

and its use therefore very profitable. The LCOHs for waste heat and solar thermal heat need to be evaluated in 

relation to the district heating price. The solar thermal LCOH of 11.5-14.4 €ct/kWhth is higher than the district 

heating price and solar thermal therefore not profitable with current energy prices. The waste heat pumps reach a 

LCOH of 6.4-8.2 €ct/ kWhth below the DH price and are therefore profitable in comparison. 

 

Table 3: LCOH by energy source 

LCOH energy 

sources in 

€/kWhth 

DH + CHP 
DH + CHP + HPs + 

ST 
DH + CHP + HPs DH + HPs + ST 

Operation 

curve 

present 

Operation 

curve 

future 

Operation 

curve 

present 

Operation 

curve 

future 

Operation 

curve 

present 

Operation 

curve 

future 

Operation 

curve 

present 

Operation 

curve 

future 

ST (after subsidies 

40 % of 

investment) 

- - 0.144 0.115 - - 0.144 0.115 

CHP fuel 0.093 0.093 0.098 0.098 0.098 0.098 - - 

CHP balance 

(costs minus 

profits) -0.061 -0.061 -0.056 -0.055 -0.055 -0.056 

- - 

Waste heat HP 1 

(after subsidies 40 

% of investment) 

- - 0.082 0.064 0.081 0.061 0.082 0.064 

Waste heat HP 2 

(after subsidies 

40 % of 

investment) 

- - 0.065 0.065 0.065 0.065 0.065 0.065 

Waste heat total 

(after subsidies 

40 % of 

investment) 

- - 0.069 0.065 0.069 0.063 0.069 0.065 

DH price 0.085 0.085 0.085 0.085 0.085 0.085 0.085 0.085 
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Figure 7: Annual costs and profits different scenarios 

 

 

Figure 8: LCOHs of different scenarios 
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In addition to the economic evaluation of the heat generation scenarios the environmental impact can be assessed 

by comparing greenhouse gas emissions. In this case the scope for greenhouse gas emissions focusses on the 

emissions generated by the energy sources used. The greenhouse gas emissions of the energy sources use a CO2-

equivalent of 202 g/kWh for gas, 0 g/kWh for green electricity (HPs) and 133 g/kWh for the local district heating 

network  (Building department University of Kassel 2022). Figure 9 shows the LCOH and CO2-equivalents for 

the heat generation scenarios with future network temperatures. Both parameters are contrary to each other, a low 

LCOH corresponds to a high CO2-equivalent and the other way around. This means that the current economic 

framework for renewable heat sources in this context does not reflect the environmental impact. Particularly the 

relation between gas and electricity prices has a big influence. 

 

Figure 9: LCoH and CO2e (future network temperatures) 

4. Conclusions and outlook 

Significant waste heat potentials from the chillers could be identified. Two of the waste heat sources can be used 

by raising their temperature level with heat pumps. Heat pump 1 can use the waste heat potential directly inside 

the building behind the substation while heat pump 2 would feed the waste heat directly into the district heating 

subgrid. The also investigated solar thermal potentials are not profitable under current conditions. The waste heat 

pumps are economically competitive to district heating and could supply about 15 % of the heat needed in the 

district heating subgrid. However, heat supply scenarios that use the waste heat pumps are less profitable than 

scenarios that use more heat from the CHP unit, this is due to the high revenues from the electricity sale. This 

stands in contrast to the greenhouse gas emissions where the gas-powered CHP unit is responsible for most. This 

dilemma can only be overcome if the relation between gas and electricity price changes. In further research, it 

could be interesting to calculate the LCOH under different pricing conditions, especially since gas prices have 

risen dramatically since the war in Ukraine started this year. 
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Abstract 

The (Plus-)Plus-Energy Office High-Rise Building near the centre of Vienna is a highly energy-efficient office 

tower block that is designed according to a net-zero energy concept. The main component of the net-zero energy 

concept is the building’s PV plant. An extensive energy monitoring system is integrated into the building. As it 

also logs the electricity production of the plant’s 19 PV inverters, it allows for a more detailed analysis of the PV 

electricity production. In this research the monitoring data of the PV plant that was obtained during 2018 is 

analysed. The design performance of different parts of the plant is contrasted with the monitored performance. 

Moreover, the building’s PV self-consumption is analysed. Even though there were several inverter faults during 

the years, the PV plant generally achieved its design performance. Due to the fact that the building’s consumption 

exceeds the design consumption, the building’s PV self-consumption is significantly increased. 

Keywords: university campus, office building, building integrated photovoltaic, performance monitoring, 

coverage of self-consumption 

 

1. Introduction 

Net-zero energy building concepts are one of the key elements necessary to reduce the energy consumption in the 

building sector and to achieve the EU’s climate goals (European Parliament, 2018). The design concept of TU 

Wien’s (Plus-)Plus-Energy Office High-Rise Building at the University Campus “Getreidemarkt” proves that it is 

theoretically possible to develop even high-rise buildings as net-zero energy buildings (Schöberl et al., 2014). One 

important component for achieving the net-zero energy concept is the building’s PV plant. 

In order to enable the assessment of the real building performance, the (Plus-)Plus-Energy Office High-Rise 

Building is equipped with an extensive energy monitoring system. Further, this system is used to aid in 

commissioning and optimising the building. Previously published results of the building’s energy monitoring 

showed the difference between the building’s theoretical design performance and its real performance (David et 

al., 2017, David and Bednar, 2020). Even though several of the planned energy reduction potentials could be 

realised, some could not be realised and due to various reasons, such more IT equipment in the offices than 

planned, the real energy consumption exceeds the design value. However, the electricity production of the 

building’s PV plant generally achieved its design performance, although there were several inverter faults during 

the years (David et al., 2017; David and Bednar, 2020). 

There are several papers presenting different surveys on the monitoring data of building integrated PV (BIPV) 

systems (Klugmann-Radziemska and Rudnicka, 2020; Imenes 2016). Some studies do also discuss the comparison 

of the measured and the simulated performances of BIPV systems (Bellazzi et al., 2018; Maturi et al., 2010). All 

these papers have in common that they only focus on the electricity yield of the entire PV system. As in case of 

the (Plus-)Plus-Energy Office High-Rise Building there is monitoring data available for each of the inverters, we 

analyse in our research the specific annual electricity yield of different parts of the PV plant. 

Since one of the main aspects of the building’s energy concepts is that in the yearly energy balance the PV 

electricity production should cover the building’s energy consumption, this paper also addresses the building’s 

self-consumption. As the two main options to increase the self-consumption are (battery) energy storages and 

demand side management (Luthander et al., 2015), the maximum electricity surplus that can be expected to occur 

during the course of a year is calculated. Further, we investigate the absolute minimum battery size that would be 
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necessary for the building to be self-sufficient in terms of electricity consumption, and the impact of different 

battery sizes on the self-consumption. 

For these purposes, we used the data from 2018 for the analyses conducted in this paper. The data forms a good 

basis since 2018 was the first year after building’s optimisation and there are no gaps in the monitoring data. More 

recent data could currently not be used since it is not processed yet. The main reasons for that are that the official 

monitoring and optimisation project ended after 2018 and that the data processing involves several labour-

intensive tasks, e.g., filling gaps in the data with manually extracted data from the building operation system. 

Since the (Plus-)Plus-Energy Office High-Rise Building itself is only a part of a larger building complex, its 

system boundaries also had to be considered during all analyses (David et al., 2017). For instance, only energy 

consumption that occurred inside the boundaries was part of the building’s energy balance. The same principle 

had to be applied to the electricity production by the building’s PV plant – i.e., the electricity supplied by PV 

modules that are outside the system boundary had to be excluded from the energy balance. As eight of the high-

rise’s ten floors equipped with building integrated PV (BIPV), the electricity production of the entire PV was 

multiplied by the factor 0.8 to calculate the production that can be considered to be “inside the system boundary”. 

In Section 4 all results that are marked with “boundary zone PV” refer to this electricity production “inside the 

system boundary”. Results without mark or that are marked with “entire PV plant” refer to the electricity 

production of the entire PV plant – i.e., without any scaling. 

2. Specifications of the PV plant 

In this section, we give an overview of the specifications of the PV plant of the TU Wien’s (Plus-)Plus-Energy 

Office High-Rise Building. 

Fig. 1 gives a general view over the four parts of the building’s PV plant: (i) southwest roof, (ii) southwest façade, 

(iii) southeast PV insulating glass, and (iv) southeast façade. 

 

Fig. 1: Overview of the parts of the (Plus)-Plus-Energy Office High-Rise Building’s PV plant 

The building is the only high-rise building in the vicinity, i.e., there is almost no shading from the surrounding 

buildings. Just the adjacent TU Wien building “Lehartrakt” sometimes casts a shadow on the lower parts of the 

PV modules integrated into the southwest façade. Another reason for partial shading is the building’s staircase 

which is protruding from the rest of the southeast façade. This leads to shading of parts of the southeast façade’s 

left side in the morning. The part of the PV plant that is totally free of shading is the PV system on the roof. 

Fig. 2 illustrates the schematic overview of this PV system on the building’s roof. The areas marked with Ai in 

Fig. 2 highlight the different sub-surfaces of the PV system. All modules of the same sub-surface are connected 

to the same inverter Ii. The different colouring indicates different PV module types. 

 
A. David et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

895



 
As it can be seen in Fig. 2, there are two gaps in the layout: (i) one on the left side of the PV system and (ii) one 

between the last and the second last row at the bottom side. The reason for (i) is that this is the location of the 

outlet of the ventilation shaft of the building’s night ventilation system. The reason for (ii) is that this gap is needed 

in case of snowfall. If snow accumulates on the PV system on the roof, it must be ensured that this snow does not 

slide into the inner courtyard. Due to the height of the building, this snowfall might inflict serious damage to 

passers-by, items or infrastructure. Thus, the PV system on the roof was designed accordingly. 

The PV plant on the roof has a 15° inclination towards southwest. Below the modules there is a hollow space 

between the real, flat roof of the building and the surface that is formed by the PV modules. All modules are 

standard monocrystalline modules with glass on the frontside and a plastic layer on the backside. 

 

Fig. 2: Schematic representation of the PV system on the roof 

Fig. 3 shows the schematic overview of the PV system integrated into the building’s southwest façade in the same 

manner as Fig. 2. In the southwest façade the PV modules are installed in the parapet area of each floor – the only 

exceptions being single modules on the left and right edges of the façade. The gaps between the PV modules 

indicate the location of the building’s windows. The gap in the right bottom corner is caused due to the connection 

to the adjacent building “Lehartrakt”. All of the southwest façade’s PV modules are monocrystalline double glass 

modules. 

 

Fig. 3: Schematic representation of the PV system integrated into the southwest façade 
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The schematic overview of the PV system integrated into the southeast façade is displayed in Fig. 4 in the same 

manner as the schematics in Fig. 2 and Fig. 3. It shows that almost the entire southeast façade is equipped with 

PV modules.  

Modules with the prefix “F” are monocrystalline double glass modules and modules with the prefix “S” are 

monocrystalline PV insulating glass modules. As can be seen in Fig. 4, only the staircase (sub-surface A13) is 

equipped with insulating glass modules – the rest of the façade is equipped with double glass modules, such as 

the southwest façade. 

 

Fig. 4: Schematic representation of the PV system integrated into the southeast façade 

Tab. 1 gives an overview of the installed PV modules. Their designation matches the module type designations in 

Fig. 2, Fig. 3 and Fig. 4. The table shows that all modules have monocrystalline wavers. The majority of the 

modules has a nominal power of approximately 300 W, a length of 2 m and a breadth of 1 m. Generally, the PV 

insulating glass installed in the southeast staircase façade is slightly smaller in size but disproportionally smaller 

in terms of nominal power. The reason for the disproportionally lower power is that the modules are semi-

transparent, i.e., the gap between the PV modules silicone wavers is significantly larger than usual. 

All of the installed modules are fairly common modules that were available on the market. Their only real special 

feature is that each module had to be equipped with a power optimiser. This additional component optimises the 

energy yield per module and prevents a single shaded PV module from reducing the output of all other modules 

that are connected in the string. The use of such a power optimiser is particularly useful for PV systems that are 

often partially shaded during the day. Since the (Plus-)Plus-Energy Office High-Rise Building is the only high-

rise in the area, its PV systems are hardly shaded. The reason why power optimisers were installed is that they 

have a special safety feature that allows the DC voltage to be reduced to touch-safe values at the module level. 

This safety function was a requirement from the firefighters. It ensures that the PV modules do not pose any 

danger to them. 
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Tab. 1: Overview of the installed PV modules 

Module Type Number Part of Length in mm Breadth in mm Power in W 
F1 

Double glass module (monocrystalline) 

1 

Southwest 
façade 

1,580 1,021 225 
F2 1 1,585 1,021 225 
F3 9 2,000 1,021 300 
F4 109 2,000 736 200 
F5 208 2,000 1,051 300 
F6 10 2,000 531 100 
F7 9 1,845 1,021 275 
F8 10 1,845 531 92 
F9 10 1,660 736 150 
F10 19 1,660 1,051 225 
F11 1 1,660 531 75 
F12 190 

Southeast 
façade 

1,845 1,056 275 
F13 162 2,000 1,056 300 
F14 7 1,080 1,056 150 
F15 5 1,010 1,056 125 
F16 8 1,585 1,056 225 
S1 

PV insulating glass 
(monocrystalline, semi-transparent) 

9 
Southeast 
staircase 
façade 

2,046 846 185 
S2 36 2,046 841 185 
S3 9 1,901 846 165 
S4 36 1,901 841 165 
D1 

Standard module (monocrystalline) 
292 

Roof 
1,949 989 305 

D2 29 1,629 989 255 

 

Tab. 2: Overview of the sub-surfaces of the PV plant 

Sub-surface Inverter Part of Area (total aperture area) in m² Power (total nominal power) in W 
A0 I1 

Southeast façade 74.7 10,575 
A1 

Southwest façade 

47.2 5,942 
A2 I2 124.9 17,434 
A3 I3 132.6 18,534 
A4 I4 132.6 18,534 
A5 I5 132.6 18,534 
A6 I6 133.0 18,617 
A7 I7 

Southeast façade 

129.9 18,400 
A8 I8 81.9 11,600 
A9 I9 91.0 12,550 
A10 I10 121.8 17,250 
A11 I11 121.8 17,250 
A12 I12 117.9 16,700 
A13 I13 Southeast staircase façade 149.6 15,750 
A14 I14 

Roof 

108.4 17,155 
A15 I15 100.2 15,860 
A16 I16 100.2 15,860 
A17 I17 98.3 15,555 
A18 I18 102.2 16,165 
A19 I19 100.2 15,860 
Southwest façade sum 702.9 97,595 
Southeast façade sum 739.0 104,325 
Southeast staircase façade sum 149.6 15,750 
Roof sum 609.6 96,455 

 

Tab. 2 gives an overview of the sub-surfaces of the PV plant. It presents the total aperture area and the total 

nominal power of each surface. Further, the table shows how the sub-surfaces are connected to the plant’s 

inverters. As it can be seen in the table, each sub-surface is generally connected to only one inverter – with one 

exception: Sub-surface A0 of the southeast façade and A1 of the southwest façade share inverter I1. The 

designations of the surfaces and the inverters in Tab. 2 match the designations in Fig. 2, Fig. 3 and Fig. 4.  

3. Method 

In this section, we explain how the PV electricity generation of the inverters of the different sub-surfaces is 

measured by the building’s energy monitoring, and how the measurements were prepared before comparing them 

with the electricity yield that the PV should have according to the simulations. Further, we describe the 

calculations that were made in order to investigate the building’s self-consumption in dependence of battery size. 

There are two energy monitoring systems: (i) the main building energy monitoring system that is heavily 
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interconnected with the building operation system and (ii) the energy monitoring system of the manufacturer of 

the inverters and power optimisers. While (ii) has the advantage that it is accessible via a web interface, the data 

that can be extracted from this interface is limited. Basically, only data from the energy yield of the entire PV 

plant can be exported. To get a more detailed look on the performance of the PV plant, its inverters were connected 

to (i) and thus data from their internal electricity meters became accessible. Therefore, in the main building energy 

monitoring system there is data from 20 electricity meters related to the PV plant: The 19 electricity meters of the 

19 inverters and the PV main meter in the low-voltage main distribution. 

Besides these 20 electricity meters, the main building energy monitoring system also logs data from other energy 

meters (electricity and thermal energy for heating and cooling), operational data (sensor data, setpoints and control 

signals) and weather data (external air temperature, global radiation, wind speed, …). 

As the monitoring data from 2018 has practically without gaps, it was chosen as basis for this work. Even though 

the monitoring system worked almost flawlessly, some of the inverters of the PV plant did not. There was an issue 

with inverter I14, which lasted until 2nd May of 2018, and another issue with inverter I3, which started on 15th 

September 2018. During the stated timespans, both inverters did not transform and supply any of the energy 

provided by the PV modules connected to them. To estimate the yield that those inverters would have had if there 

were no issues, the monitoring data from the inverters of the neighbouring sub-surfaces were used for 

extrapolations. 

During the planning of the PV plant, simulations were conducted with PV*SOL Expert 6.0 (R8) to calculate the 

electricity yield that can be expected by the plant. As the provided report of the calculation results only shows the 

monthly yield of each of the four main surfaces (roof, southwest façade, southeast façade and southeast staircase 

façade), the comparison between the simulated yield and the measured yield had to be conducted on that level of 

detail. 

As the (Plus-)Plus-Energy Office High-Rise Building was designed to be a net-zero energy building instead of a 

fully self-sufficient building, it is dependent on the connections to the Viennese energy grids (electricity grid and 

district heating). Electricity that is not provided by the local energy sources is drawn from the grid and a surplus 

of electricity is fed back into the grid. As the buildings of the university campus at the “Getreidemarkt” are 

connected, the surplus electricity is not really fed back, but practically always consumed by other university 

buildings. For easier readability of this work the phrase “electricity fed back into the grid” also refers to the 

electricity surplus that is consumed by the other buildings at the campus. 

During the planning of the building there was the premise that only measures that are economically feasible (when 

considering life cycle costs over 50 years) shall be implemented. Designing the building as self-sufficient building 

appeared to be so unfeasible that it was never even considered an option. With the data from the building’s 

planning and the monitoring data from 2018 this option was now explored and the results are presented in this 

work. 

It was assumed that the building was equipped with a battery storage. If there was a surplus from the PV plant this 

surplus electricity would be fed into the battery until it was full. Only then further surplus electricity would be fed 

into the electric grid. In the case that there is not enough electricity from the PV to cover the building’s 

consumption, the missing electricity would be drawn from the battery until it was empty. Only when the battery 

was empty further electricity would be obtained from the electric grid. For the sake of simplicity, the processes of 

feeding electricity in the battery and drawing electricity from the battery, were considered lossless. 

The battery capacity of this fictional setup was varied and the respective load cover factor (LCF) and supply cover 

factor (SCF) were calculated as shown in eq. 1 and eq. 2 by using the following inputs: 

• PSC ....... the electric power of the PV plant that is self-consumed by the building 

• PB,out ..... the electric power drawn from the battery 

• PB,in ...... the electric power fed into the battery 

• PC ......... the total electric power consumed by the building 

• PPV ....... the total electric power provided by the PV plant 
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𝐿𝐶𝐹 =
∫𝑃𝑆𝐶+𝑃𝐵,𝑜𝑢𝑡 𝑑𝑡

∫𝑃𝐶 𝑑𝑡
  (eq. 1) 

𝑆𝐶𝐹 =
∫𝑃𝑆𝐶+𝑃𝐵,𝑖𝑛𝑑𝑡

∫𝑃𝑃𝑉 𝑑𝑡
   (eq. 2) 

The equations were not solved analytically, but instead approximated by an hourly time discretisation. While the 

LCF expresses how much of the load can be covered by the local PV supply (incl. battery), the SCF expresses 

how much of the entire local PV supply can be consumed on site. An LCF of exactly one would indicate that the 

building is self-sufficient and a SCF of exactly one would indicate that all of the PV supply is consumed on site. 

Considering that the building’s heating demand is covered by heat from the Viennese municipal heating grid and 

partially by the building’s server waste heat recovery, the fictional setup is not complete – the calculated LCF and 

SCF only represent the electricity supply and consumption. To setup the (Plus-)Plus-Energy Office High-Rise 

Building as true fully self-sufficient building, the heat would have to come from a local resource (e.g. a heat pump) 

and the electricity needed to draw heat from this resource would have to be considered when calculating the LCF 

and SCF. 

4. Results 

Based on the setup and specifications presented in the previous sections, we now show the results for the 

comparison simulated and measured performance of the PV plant of the (Plus-)Plus-Energy Office High-Rise 

Building for the data of 2018. 

Fig. 4 illustrates the specific annual yield of electric energy of each of the sub-surfaces of the PV plant – calculated 

out of the energy monitoring data from 2018. The surfaces are coloured according to the value of the specific 

annual yield – ranging from blue (the lowest value) over grey up to orange (the highest value). 

 

Fig. 4: Overview of the specific annual yield of electric energy of each sub-surface of the PV plant (the shown values are the 

extrapolation without inverter faults) 
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In Fig. 4 the values of inverter I3 and I14 are the extrapolated values that the inverters were expected to have had 

if they were functioning properly without faults. 

The distribution of the specific annual yield looks as expected: A sub-surface on the southwest oriented roof can 

provide much more electricity than each of the sub-surfaces of the façades. The higher up a façade sub-surface is, 

the higher its yield. Even though the building is the only high-rise in the vicinity, its lower façade sub-surfaces 

are still affected by the shading of the surrounding buildings. The results from the southwest façade indicate that 

only sub-surfaces above the 6th/7th floor appear to be unaffected by the shading of the surrounding buildings. 

The sub-surface A9 on the top of the southeast façade has a significantly higher yield than the sub-surfaces directly 

below it (A8 and A10). It appears that the reason is the partial shading by the protruding staircase (A13). 

Fig. 5 shows the absolute monthly yield of electric energy that each of the four main surfaces (roof, southwest 

façade, southeast façade and southeast staircase façade) had during 2018 and contrasts it with the simulation 

results from the planning. As there was no correction for different weather conditions in the simulation and the 

monitoring, the graph can only indicate general tendencies. 

The displayed values from 2018 are the real measurements – the total monthly yields that were expected if there 

were no inverter faults are displayed separately as short black lines. As inverter I14 did not work properly until 2nd 

May and as it is one of the inverters of the PV system on the roof, the missing electricity yield is relatively 

significant. This becomes especially obvious when analysing the yield of April – the faulty inverter reduces the 

yield by 8%. Even though inverter I3 (which failed after 15th September) is only an inverter of a lower façade sub-

surface, the impact of its failure is significant as well – its failure reduces the yield of October by 5%. 

 

Fig. 5: Comparison of the PV plant’s design performance and the performance measured in the year 2018 (Basis: AC-side of the 

inverters) 

The general magnitude of the simulated and the measured yield in Fig. 5 is identical – the simulation seems to be 

a valid way to predict the real performance of the PV plant. When analysing the proportions of the yield of each 

of the main surfaces, there are slight indications that: (i) the PV system on the roof performs better than in the 

simulation, (ii) the system of the southeast façade (without staircase) performs as expected and (iii) the systems 

of the southeast staircase façade and the southwest façade perform worse than in the simulation. 

For a more detailed comparison, the simulation would have to be repeated with the weather data measured during 

2018. 

As the main aspect of the (Plus-)Plus-Energy Office High-Rise Building is not only its PV plant but also the goal 

of producing more electricity on site than the building consumes during the year, the following analyses focus on 

the interplay between production and consumption. By calculating the difference between the PV electricity 

production and the building’s consumption for every hour during the year and ordering the values in a descending 

order, the load duration curve – see Fig. 6 – can be calculated. It is a characteristic curve that illustrates the levels 
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of electric power that the building feeds into the electric grid (positive values) or draws from the electric grid 

(negative values) during the course of a year. 

Fig. 6 shows the load duration curve for four cases, where the PV production is varied between the measured 

values of 2018 and estimated values if there would not have been inverter faults, and where the building 

consumption is varied between the measured values of 2018 and the design consumption. It can be seen that the 

maximum electricity surplus that can be expected to occur in the building is approximately 150 kW. In the case 

of design consumption and the extrapolated PV production, this value increases to 160 kW. With the ability to 

shift or store electrical power up to values of 100 kW, almost all of the building’s surplus energy could be utilised.  

 

Fig. 6: Load duration curves calculated for four different cases (Basis: PV main meter; entire PV plant) 

Further, it can be seen that in the cases with the measured consumption of 2018 during almost half of the year the 

electrical power drawn from the grid is between a band of 15 kW and 30 kW. For the case of the design 

consumption the power drawn from the grid lies between a band of 10 kW and 20 kW for a duration of slightly 

more than half a year. 

As the entire PV plant also covers some building parts outside of the system boundary zone of the (Plus-)Plus-

Energy Office High-Rise Building, Fig. 7 shows the same graph as in Fig. 6 for the case where only the PV inside 

the boundary zone is considered in the calculations. The right side of both graphs is identical – the course of the 

curve on the left side between hours 0 and 3,000 is flatter. Resulting in a maximum surplus of approximately 

118 kW (extrapolated PV production and measured consumption) or 126 kW (extrapolated PV production and 

design consumption). With the ability to shift or store electrical power up to values of 80 kW, almost all of the 

building’s surplus energy could be utilised. 

 

Fig. 7: Load duration curves calculated for four different cases (Basis: PV main meter; only the part of the PV plant that is 

assigned to the plus-energy boundary zone) 
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A more detailed view of the electricity surplus that can be expected by the (Plus-)Plus-Energy Office High-Rise 

Building’s PV plant is illustrated in Fig. 8. This figure shows two of the days of 2018 which had the highest PV 

electricity surplus – one day of the work-week and one day of the weekend. If the building would have the design 

consumption and there would not have been inverter faults during 2018, the surplus of these days is estimated as 

0.76 MWh (entire PV plant 1.04 MWh) and 0.87 MWh (entire PV plant 1.12 MWh). A surplus of 0.87 MWh is 

enough to cover the electricity consumption of more than one day (average daily consumption as measured during 

2018: 0.743 MWh) respectively almost two days (average daily consumption as designed: 0.464 MWh). 

 

Fig. 8: Electricity supply and consumption load profiles of the two days of 2018 which had the highest PV surplus (Basis: PV main 

meter) 

For the case that the building would achieve the design consumption, 37.8% of the PV production (boundary zone 

PV; extrapolated PV production) would be self-consumed and 44.3% of the load would be covered by it. 

According to the unaltered monitoring (boundary zone PV; measured PV production) the self-consumption was 

54.6% and 40.0% of the load was covered during 2018. All these values can also be found in Fig. 9 at a battery 

capacity of 0 kWh. 

Fig. 9 illustrates the results of a fictional setup where the building is assumed to be equipped with a battery storage. 

This is basically the first step of a simplified feasibility study. In this setup the battery capacity was varied and the 

corresponding load cover factors (LCF) and supply cover factors (SCF) were calculated as described in Section 3. 

The maximum value for the battery capacity was chosen so that the LCF reached a value of exactly one for the 

case of the design consumption. This capacity is the absolute minimal capacity that the battery of the building 

would have to have in order that its electricity system is fully self-sustaining. 

Given the situation that the building would achieve its design consumption and the PV production would be like 

the one of 2018 without inverter faults (extrapolated PV production), this minimal capacity would be 32 MWh. If 

the PV production would be like the one of 2018 with inverter faults (measured PV production), the minimal 

capacity would increase to 34 MWh. Considering that in reality there are losses when loading and unloading the 

battery, and that a true self-sustaining system should have some reserves to compensate for further failures, 

unexpected weather conditions and the degradation of the PV modules, the real capacity would have to be much 

higher. As even the lowest minimal capacity of 32 MWh equals the energy of 69 days with average daily 

consumption (0.464 MWh as designed), the goal of setting up the building as a self-sustaining building appears 

unreasonable. Especially when considering the fact that the consumption measured during 2018 exceeded the 

design consumption and the fact that the fictional setup only addressed the electricity demand and not the heating 

demand, it becomes obvious that fully self-sustaining office high-rise buildings are a technological and 

economical challenge. 
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Fig. 9: Overview of the load cover factors (LCF) and supply cover factors (SCF) that could be theoretically achieved if the (Plus)-

Plus-Energy Office High-Rise Building would be equipped with batteries of different sizes (losses are neglected) 

5. Conclusion 

Even though there were some inverter failures, the monitoring data of the PV plant of TU Wien’s (Plus-)Plus-

Energy Office High-Rise Building seems to fit the simulation results. The net-zero energy concept of the building 

works well within the setting of the whole university campus – there are enough other buildings that consume the 

electrical surplus of the PV plant. If the high-rise building would not be connected to the other university buildings 

or if they would have comparable energy concepts, there should be possibilities to shift more than 0.87 MWh 

(entire PV plant 1.12 MWh) electrical energy with an electrical power of 80 kW (entire PV plant 100 kW) from 

one day to another. 

Depending on the real consumption of the high-rise building, the self-consumption of a comparable building 

without capabilities to shift or store electricity, can be expected to be between 37.8% and 54.6%. Further, it can 

be expected that between 44.3% and 40.0% of the building’s electricity load will be covered by the PV supply. 

Even if a comparable building would achieve the design performance of the (Plus-)Plus-Energy Office High-Rise 

Building, it is not reasonable to set this building up as self-sustaining building – it would need battery capacities 

large enough to store more than three months’ worth of electricity consumption. 
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Abstract 

This paper aims to find the potential for decreasing system temperatures of the district heating network at the 

University of Kassel. The district heating network as well as many of the supplied buildings was constructed in 

the 1980s. Embedded in the development of an overall concept to decarbonize the heat supply on the university’s 

campus the Department of Building Services is evolving a methodology to estimate the contribution of supply 

temperature reduction. This research involves the systematically investigation of the highest possible supply 

temperature decrease without impairing the buildings’ heat supply. The methodology includes three steps: 

1. Identification of the critical buildings; 2. Identification of the critical heating circuits in the critical buildings; 

3. Identification of the critical rooms in the critical heating circuits. 

Keywords: heat supply, district heating, non-residential building, supply temperature reduction, heating circuits, 

heating control, heating-up trial, temperature measurement 

1. Introduction 

The research project “EnEff:Stadt/Campus: Campus Kassel 2030 - Concepts and Measures for the Accelerated 

Implementation of the Energy Transition in Higher Education” aims the development of an overall concept for 

the reduction of greenhouse gas emissions (GHG) regarding the heat supply at Kassel University. A district 

heating network built in the 1980s supplies 17 non-residential and 3 residential buildings at Campus 

“Holländischer Platz Süd” with heat. The district heating network is connected to the city network. It was designed 

to operate on a temperature level of 130 °C (supply temperature) and 75 °C (return temperature). The evaluation 

of measurement data shows that the effective operating temperature level is 105 °C/65 °C. Due to the high system 

temperatures, a potential to decrease the resulting distribution losses and greenhouse gas emissions by lowering 

the supply temperature exists. There is no reliable information of how far the heating network temperature can be 

reduced without impairing the heat supply of the buildings. The paper aims to give an insight into the approach to 

quantify the possible reduction of the supply temperatures in non-residential buildings based on measurements. 

In the determination of reduced supply temperatures in heating systems studies are mainly related to residential 

buildings. Benakopoulos et al. (2022) present “a strategy for low-temperature operating of a radiator system by 

calculating the minimum supply temperature required in the system […] by using data from electronic heat cost 

allocators” for the study of a multi-family apartment building. However, they do not focus on specific heating 

circuits in different buildings. In the course of optimizing radiator heating systems in residential buildings, Jagnow 

et al. (2006) deal with the question of how a new temperature level can be identified and realized. For more 

complex non-residential buildings, Oltmanns (2021) developed a detailed dynamic simulation model of the energy 

system of “Campus Lichtwiese” at TU Darmstadt to determine the reduction potential of the district heating 

network among other aspects. The approach presented in this paper focuses on the use of measurement data. 

1.1. System description 

To examine the temperature reduction potentials, those buildings and those heating circuits are to be identified 

that are expected to be critical to decreased supply temperatures. “Critical” refers to the ensuring of heat supply 

for the connected buildings. Thus, the heat load of the buildings and heating circuits have to be quantified. The 

design outdoor temperature (TA
∗) is an important criterion for this examination. In Kassel, the design outdoor 

temperature is -12 °C. The analysis takes place in three steps as shown in Fig. 1.  
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Fig. 1: systematic structure of the overall approach 

The building-level (step 1) analyzes buildings on the primary (network) side. It focusses on the heat exchangers 

and tries to detect buildings, which might be critical in relation to a system temperature reduction and should be 

prioritized for further examination. It is described in more detail in a separate conference paper entitled: 

“Transformation of a University Campus: Comparison of Ranking Methods for Temperature Reduction from 

Network and Building Perspective” (Bergsträßer, Neusüß et al., 2022). 

The presented paper gives an insight into the work of heating circuit level (step 2) and room level (step 3). The 

work focuses on the secondary side of the heating network. On heating circuit level, measurement data from 

different heating circuits are analyzed concerning the potential of temperature reduction. A decrease of the supply 

temperature during a reduction trial in several heating circuits should identify errors or insufficient heating 

regulation and critical rooms. Furthermore, a promising approach is the analysis of measured temperatures in 

rooms from heating circuits during a heating-up trial on the room level. Step 2 and 3 are still in progress. 

1.2. Approach 

The non-residential buildings on the university’s campus supplied by the heating network are equipped with 

diverse fluid heating circuits of different types. Those types include static circuits, using radiators as transfer 

systems, dynamic circuits to heat the supply air of ventilation systems and warm water circuits, and panel heating 

systems using floor heating or radiant ceiling panels as transfer systems. The circuits require different supply 

temperatures (Sangi et al., 2015). Most of the existing heating systems at the university are in its original state 

from the 1980s and run on high temperatures, exposed from interviews with technical staff, from documents 

archived by the building department and from little measurement data of the substations. There are sparse 

information in relation to the designed system temperatures for the secondary side. Fig. 2 displays a simplified 

hydraulic diagram of a typical substation at Kassel University describing the primary and secondary side. 

 

Fig. 2: Simplified hydraulic diagram of a typical substation at Kassel University 

The design temperatures for the heating circuits of only seven buildings, built in 1985 to 1988, are available. In 

these cases, the supply/return temperature for TA
∗ are 90/70 °C. It is not clear, which system temperatures are 

currently required in the buildings because mostly there exist no measurement points on the secondary side of the 

substations. It is necessary to analyze the needed supply temperatures and heat loads of heating circuits for the 

design outdoor temperature of -12 °C. Therefore, measurements must be taken. They are described in the 

following chapter. 

1. Identification of critical 

buildings 
Examination of heat load, 

mass flow and supply 

temperature 

2. Identification of critical 

heating circuits 
Examination of substations, 

measurements, reduction-trial 

of supply temperatures 

3. Identification of  
critical rooms 
Heating-up trial, max. mass 

flow, max. reachable indoor 

room temperature 
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2. Heating Circuits 

As mentioned before, the buildings at Kassel University have different heating systems like static, dynamic and 

panel heating. Within the framework of CampusKassel2030, five buildings with different main usages were 

examined. Tab. 1 provides an overview of these buildings that includes the main use, the installed heating circuits 

and photos taken by the authors. The numbers show the amount of the measured heating circuits. The numbers in 

parentheses display the total amount of the existing heating circuits in the building. 

Tab. 1: Overview of the measured buildings  

Picture of the building 

(pictures taken by the authors)  
Building 

function/ 

description 

Number of 

static 

heating circuits 

Number of 

dynamic 

heating circuits 

Number of 

panel 

heating circuits 

 

Office and 

institute 

building 

with a 

cafeteria 

2 (2) 2 (2) 1 (1) 

 

Lecture hall 1(1) 1 (1) 2 (2) 

 

Library 2 (5) 0 (2) - 

 

Technical 

institute 

with 

laboratories 

and offices 

3 (3) 1 (1) - 

 

Residential 

building 

with student 

apartments 

2 (6) 0 (2) - 

 

The measurements took place during the heating season from October 2021 to April 2022. In this period, seventeen 

heating circuits were evaluated in total. According to Jacob (2010), short-term measurements should exceed at 

least 14 continuous days to get reliable data. The measurements of the heating circuits were taken in a minimum 

of 14 days. 

In the following sections, exemplary measurement data from different heating circuits are shown and a comparison 

is made. To eliminate outliers and measurement errors the 0.05 quantile and 0.95 quantile were determined. All 

measurements include supply and return temperatures and the mass flow of every heating circuit. Outdoor 
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temperatures and sporadic room temperatures were measured as well. Additionally, supply and return 

temperatures on the primary and on the secondary side of the heat exchangers were evaluated. To identify the heat 

load of a specific heating circuit out of this measurement data, the following equation (eq. 1) can be applied. The 

required heat load is a key value to quantify a temperature reduction potential. 

Assumption: cp = constant 

 

�̇�𝑑𝑒𝑚𝑎𝑛𝑑 = �̇�ℎ𝑐 ∙ 𝑐𝑝 ∙ (𝑇𝑠𝑢𝑝𝑝𝑙𝑦 − 𝑇𝑟𝑒𝑡𝑢𝑟𝑛)      (eq. 1) 

�̇�𝑑𝑒𝑚𝑎𝑛𝑑  heat load demand [kW] 

�̇�ℎ𝑐 mass flow [kg h-1] 

𝑐𝑝 specific heat capacity of water [kWh kg-1 K-1] 

𝑇𝑠𝑢𝑝𝑝𝑙𝑦  supply temperature [°C] 

𝑇𝑟𝑒𝑡𝑢𝑟𝑛 return temperature [°C] 

 

2.1. Static heating circuits 

In static heating circuits radiators function as heat transfer system for space heating. There exist different types of 

radiators, e.g. steel column, cast-iron column and panel radiators (Sangi et al., 2015). The heat is distributed by 

hot water. The water circulates on the secondary side of the heat exchanger at the substation and supplies the 

heating circuits and by this the rooms. A circulation pump regulates the mass flow. The supply temperature usually 

is dependent on the outdoor temperature. In many EU countries the design supply temperature is 90 °C whereas 

the operating supply temperature mostly is under 90 °C (Sarbu, Sebarchievici, 2015). The majority of the heating 

circuits in the examined buildings are designed with supply and return temperatures of 90/70 °C as well. 

In some cases, bypasses are used to regulate the supply temperature in the heating circuits (see simplified heating 

diagram, Fig. 2). A bypass pipe with a valve connects the return pipe to the supply pipe. Depending on the set 

point supply temperature the valve opens gradually and cooler water from the return pipe is mixed into the supply 

to cool it down (Sangi et al., 2015). At Kassel University, bypasses are integrated in the static heating circuits.  

As shown in Tab. 1, ten static heating circuits were measured during the heating season 2021/2022. Exemplary 

measurement data for a static heating circuit in the office and institute building are shown in Fig. 3 

 

Fig. 3: Measurement data of a static heating circuit in the office and institute building with system temperatures (left axis) and 

mass flow (right axis), 12/27/2021-01/10/2022 

Fig. 3 displays a short section of the measurement from Dec. 27th 2021 to Jan. 10th 2022. A bypass is installed 

between the supply and return pipe. The supply temperature, measured behind the bypass, is shown in red, the 

return temperature in blue, the outdoor temperature in yellow (left axis) and the mass flow in black (right axis).  
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The measurement section shows different periods of use. For regular usage time during the semester, the figure 

indicates typical weekdays and weekends. A night and weekend temperature reduction is clearly visible. In 

contrast to the system temperatures, where the supply is lowered by almost 20 K, there is no mass flow reduction 

during the night and weekend. It actually increases to 5,000 kg h-1. Due to the reduced supply temperature, the 

thermostatic valves in the rooms open and the mass flow enhances. The room temperature does not drop 

significantly. The measure values from Monday to Sunday on the left half of Fig. 3 point out the control behavior 

of the heating circuit during the Christmas vacations. Analogous to the previous observations, the mass flow is 

not lowered either. This leads to unnecessary heat loss and pump power consumption, which indicates 

optimization potential in the heating control. The supply temperature decreases continuously to a minimum of 

35 °C as the outdoor temperature rises. At the end of vacation the supply temperature increases up to 75 °C, 

whereas the mass flow decreases. The heat flow is just under 45 kW. Analyses of the whole measurement period 

resulted in a maximum heat flow of 70 kW appearing at -12 °C outdoor temperature. Despite the closing days 

and, in some rooms, reduced indoor temperatures of 14 °C, the maximum was not required during the heating 

phase. An inspection directly after the vacations showed that not all rooms were used and heated up again by 

turning up the thermostatic valves.  

An analysis of the bypass and the bypass valve in the heating circuit over the entire measurement period shows 

that the actual supply temperature is lowered by the bypass function by around 20 K on average. The supply 

temperature on the secondary side of the substation has its maximum at 90 °C. The supply temperature measured 

behind the bypass in the static heating circuit in average is 70 °C. In heating up phases, the supply temperature 

increases up to 73 °C and the mass flow is 6,500 kg h-1. A heating-up trial, described in chapter 3.1, demonstrated 

that the maximum mass flow for this heating circuit is 8,000 kg h-1. Compared to the values shown in Fig. 3 this 

indicates an existing reduction potential even greater than 15 K. Measurements of other static heating circuits 

revealed the same heating control errors, bypass functions and similar temperature levels. 

2.2. Dynamic heating circuits 

Dynamic heating circuits heat the supply air of ventilation systems as shown exemplary in Fig. 4. Heat recovery 

is integrated in the ventilation systems of the examined buildings at the campus. The heating circuit distributes 

hot water to a heat exchanger, the so-called heater that is connected to the incoming air duct. This heats the supply 

air temperature to a predetermined set point. The heater does not operate if the outdoor temperature is sufficiently 

high or if the air temperature provided by the existing heat recovery system is sufficient. In this case, the heating 

circuit merely circulates without supplying heat to the ventilation system. Generally, the dynamic heating circuit 

runs as a circulation line like drinking water systems, which leads to circulation losses (Beckmann, 2020). 

 

Fig. 4: Simplified diagram of an air ventilation system in a lecture hall at Kassel University 

Mass flow, supply and return temperature were measured for four dynamic heating circuits. The heating circuits 

are connected to air ventilation systems. All of them are equipped with heat recovery as described before. 

Measurement data indicate that the heating circuits run on high temperature levels, similar to the static heating 

circuits. 
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In the lecture hall measures were taken from Feb. 1st to Feb. 16th
 2022. Fig. 5 exemplary shows the measured 

values from Feb. 2nd to 8th. The supply temperature is plotted in red, the return temperature in blue, the outdoor 

temperature in yellow (left axis) and the mass flow in black (right axis). The heating circuit supplies two 

auditoriums of approximately the same size. The grey line shows the room temperature for one auditorium. 

Regarding the room temperature of both rooms, the average is 20.2 °C and 20.5 °C. During the night or at the 

weekend, the room temperatures do not fall below 18.6 °C respectively 17.2 °C. 

 

Fig. 5: Measurement data of a dynamic heating circuit in the lecture hall with system temperatures (left axis) and mass flow (right 

axis), 02/02/2022 – 02/08/2022 

Fig. 5 pictures different relations and results of the dynamic heating circuit described above. The mass flow 

increases when the room temperature falls below 19 °C (set point). In this case, heat is transferred to the ventilation 

system and the return temperature drops at 40 °C. When there is no heat transfer, the return temperature is similar 

to the supply temperature, which ranges from 60 °C to 70 °C. The heating circuit runs like a circulation line. This 

is a common regulation for dynamic heating circuits (Oltmanns, 2021).  

 

Further measurements, not shown in Fig. 5, were analyzed. They point out that the maximum outlet air temperature 

of the ventilation system, measured behind the heater (see Fig. 4), is nearly 47 °C at TA
∗. It is assumed that this 

temperature is required to ensure a room temperature of 19 °C. By increasing the mass flow, the supply 

temperature for the dynamic heating circuit could be reduced. A more detailed analysis is needed at this point. 

2.3. Floor heating 

In Panel heating systems, large heating surfaces take over the heat exchange. They use the (under-)floor, wall or 

ceiling as heat transfer systems. Due to the large surfaces panel heating systems can operate at lower temperatures. 

Floor heating for example runs on a low supply temperature level between 40 °C and 60 °C (Wu et al., 2015). 

Ceiling radiation panels in high rooms operate at higher temperatures. (Hainbach, 2020). This section takes a 

closer look at the floor heating system. 

Fig. 6 shows exemplary results for a floor heating circuit in a cafeteria from Jan. 5th to 10th 2022. The supply 

temperature is plotted in red, the return temperature in blue (left axis) and the mass flow in black (right axis). 

Additionally, the room temperature and the outdoor temperature are pictured in grey and yellow.  

The mass flow is almost constant at 1,500 kg h-1. The difference between the supply (on average 38 °C) and return 

(on average 31.5 °C) temperature is almost constant at 6.5 K. The room temperature averages 21.5 °C and does 

not fall below 20 °C. There is no reduction in temperatures or mass flow outside cafeteria operating hours. Since 

floor heating is an inertial system it is not necessary to reduce temperatures for short operating periods (Pech, 

Klaus, 2015). Furthermore, this system covers the base load depending on the outdoor temperature. 
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Fig. 6: Measurement data of a floor heating system in the cafeteria of the office and institute building with system temperatures (left 

axis) and mass flow (right axis), 05/01/2022 – 01/10/2022 

Further measurements from February 2022 examined ceiling radiation panels in a lecture hall. Some differences 

compared to the floor heating system investigated above became apparent. One important point is the higher 

supply temperature (varies between 50 and 70 °C). In addition, the mass flow fluctuates in a high range. Whereas 

the return temperature was nearly constant. Thus, that the heating circuit is controlled by the return temperature. 

At this point, the examination of the ceiling panels is not discussed in detail. 

3. Further Approaches 

Additionally to measurements addressed in 2. Heating Circuits a heating-up trial and an experimentally reduction-

trial of supply temperatures in several buildings and heating circuits were implemented to analyze the impact on 

the heating system and the room temperatures. 

After identifying a critical heating circuit, the critical room(s) regarding possible reduced supply temperatures 

have to be analyzed. The desired room temperature is considered the criterion and threshold for critical rooms. In 

Germany, technical workplace regulations preset among other aspects a minimum room temperature depending 

on the work activity (ASR A3.5). The desired indoor temperature for typical workspaces like offices is 20 °C. 

This value is defined as set point for the identification of critical rooms. 

The reachable room temperature depends on various factors. These include for example the thermal transmission 

coefficient (U-value) and the thermal mass storage, the geometry, the ratio between external wall area and spatial 

volume, the placement in the building, the usage, internal and external heat gains (irradiation) and the heat transfer 

system itself (Bredemeyer et al., 2022). Before installing measurement instruments, those aspects were checked 

by an on-site inspection. Using a floor plan that marks rooms connected to a specific heating circuit and a 

prediction which rooms are critical to a reduction of the supply temperature was made after the inspection. 

Prediction: 

 Rooms on the top floor that are at the end of the heating circuit. 

 Rooms that are located in the northern corner of the building. 

 Rooms with obvious deficiencies in respect of the heating transfer system. 

 Rooms with a large ratio between the external wall surface and the heated volume. 

3.1. Heating-up trial 

In conjunction with the as critical predicted rooms, measurement instruments were installed and a heating-up trial 

was implemented in the office and institute building (Tab. 1). The considered static heating circuit supplies 55 

rooms, including offices, seminar and conference rooms. The indoor temperature was measured in 20 rooms in 

which column radiators with thermostatic valves are installed. Furthermore, the supply and return temperatures 

of radiators were measured in the rooms predicted as critical. In arrangement with the facility management, the 

0

200

400

600

800

1000

1200

1400

1600

1800

-10

0

10

20

30

40

50

60

70

80

0
:0

0
3
:0

0
6
:0

0
9
:0

0
1
2
:0

0
1

5
:0

0
1
8
:0

0
2
1
:0

0
0
:0

0
3
:0

0
6
:0

0
9
:0

0
1
2
:0

0
1
5
:0

0
1
8
:0

0
2
1
:0

0
0
:0

0
3
:0

0
6
:0

0
9
:0

0
1
2
:0

0
1
5
:0

0
1
8
:0

0
2
1
:0

0
0
:0

0
3
:0

0
6
:0

0
9
:0

0
1
2
:0

0
1
5
:0

0
1
8
:0

0
2
1
:0

0
0
:0

0
3
:0

0
6
:0

0
9
:0

0
1
2
:0

0
1
5
:0

0
1

8
:0

0
2
1
:0

0
0
:0

0
3
:0

0
6
:0

0
9
:0

0
1
2
:0

0
1
5
:0

0
1
8
:0

0
2
1
:0

0

Wed Thu Fri Sat Sun Mon

M
as

s 
fl

o
w

 [
k

g
 h

-1
]

T
em

p
er

at
u

re
 [

°C
]

𝑇𝑠𝑢𝑝𝑝𝑙𝑦 [°𝐶] 𝑇𝑟𝑒𝑡𝑢𝑟𝑛 [°𝐶] 𝑇𝑜𝑢𝑡𝑑𝑜𝑜𝑟 [°𝐶] �̇� [𝑘𝑔h−1]𝑇𝑟𝑜𝑜𝑚 [°𝐶]

 
S. Fox et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

912



thermostatic valves were adjusted to the maximum on Friday, 17th of December 2021. On Monday, 20th of 

December, the thermostatic valves were adjusted to the baseline again. 

As already described before in 2.1. Static heating circuits, the supply temperatures in static heating circuits are 

usually reduced at weekends. In addition to the reduced temperature (around 40 °C), the thermostatic valves are 

turned up to the maximum. As illustrated in Fig. 7 the mass flow rate (black) increases probably to its maximum 

of 8,400 kg h-1. Compared to other measured values, this maximum does not occur during the typical time of use. 

This mass flow increase leads to a return temperature of around 35 °C (blue). In addition, the supply temperature 

is shown in red and the outdoor temperature in yellow. In the right third of Fig. 7, the outdoor temperature drops 

to a range between -10 and 0 °C. Due to the heating circuit control, the supply temperature level increases by 

about 20 Kelvin to a maximum of 82 °C.  

 

Fig. 7: Measurement data of the heating-up trial in the office and institute building, 12/15./2021 – 12/22/2021 

The measured room temperatures during the heating-up trial are shown in Fig. 8. The outdoor temperature drops 

at a minimum of -1.0 °C on Monday. The average is 5.8 °C. Most of the rooms reach a maximum temperature of 

around 22 °C. Three outliers reach a maximum of 24 °C to 26 °C (IDs 1103, 1219, 3217). Two offices and one 

seminar room (IDs 1217, 3104 and 3105) stand out because the temperature does not hit the set point of 20 °C.  

 

Fig. 8: Measured room temperatures during heating-up trial 

In consideration to the predictions, the two offices are located at the end of the heating circuit on the highest floor. 

The seminar room is located in the corner on the northern side of the building. Besides the location, the seminar 

room is twice the size of the offices and has two radiators. One radiator is incorrectly connected to the hydraulic 

system. This needs to be improved. Alternatively, radiators with larger dimensions can replace the existing 

radiators. This measure leads to a higher radiator capacity and, as a result, a higher room temperature.  

The fact that room temperatures of 26 °C are reached in conveniently located rooms indicates the oversizing of 

radiators. Hasan et al. (2008) state that this is a common practice. For example, the size of radiators often is 
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selected aligning the width of the window “in order to overcome cold draught problems” (Hasan et al., 2008). The 

oversized radiators are an advantage in regard to possible supply temperature reduction because they “may not 

necessarily need to be enlarged when operating with a low temperature system” (Hasan et al., 2008). 

To examine if the radiator is sufficiently dimensioned with regard to a supply temperature reduction, the general 

radiator equation (eq. 2) can be used. The installed radiator capacity Q̇90/70 for the design otudoor temperature 

can be detemined by the radiator type and standard boundary conditions (DIN EN 442-2). In this case, the 

logarithmic mean temperature difference (LMTD, eq. 4) has to be calculated with the design system temperatures. 

For the office and institute building the design supply and return temperatures are 90/70 °C. The heat load Q̇demand 

that is acutally required can be analyzed by measurement data. If there is no valid data, the heat load can be 

estimated using the “Method for calculation of the design heat load - Part 1: Space heating load” described in DIN 

EN 12831-1. Eq. 3 delivers the required LMTD. With this information, possible temperature pairs (supply and 

return temperature) can be formed (Jagnow et al., 2003). This approach is currently being tested with further 

measurement data and will be implemented as an evaluation tool (4.2 Further Works). 

�̇�𝑑𝑒𝑚𝑎𝑛𝑑

�̇�90/70
=  (

∆𝑇𝑙𝑛,𝑑𝑒𝑚𝑎𝑛𝑑

∆𝑇𝑙𝑛,90/70
)

𝑛

        (eq. 2) 

∆𝑇𝑙𝑛,𝑑𝑒𝑚𝑎𝑛𝑑 = ∆𝑇𝑙𝑛,90/70  (
�̇�𝑑𝑒𝑚𝑎𝑛𝑑

�̇�90/70
)

1

𝑛
       (eq. 3) 

∆𝑇𝑙𝑛 =
𝑇𝑠𝑢𝑝𝑝𝑙𝑦−𝑇𝑟𝑒𝑡𝑢𝑟𝑛

ln(
𝑇𝑠𝑢𝑝𝑝𝑙𝑦−𝑇𝑟𝑜𝑜𝑚

𝑇𝑟𝑒𝑡𝑢𝑟𝑛−𝑇𝑟𝑜𝑜𝑚
)
         (eq. 4) 

�̇�𝑑𝑒𝑚𝑎𝑛𝑑 heat load demand [kW] 

�̇�90/70 installed radiator capacity at 90/70 °C [kW] 

∆𝑇𝑙𝑛 logarithmic mean temperature difference [K] 

𝑛 radiator exponent [-] 

 

Moreover, a hydraulic balancing is an option to improve the heating circuit (Cho et al., 2020). For example, by 

reducing the maximum mass flow in rooms with the significantly higher maximum room temperature they would 

no longer be such outliers. In addition, the reduced mass flow in these rooms could then help to supply the 

undersupplied rooms. 

The heating-up trial additionally indicates the maximum mass flow of the examined static heating circuit. Fig. 7 

shows a maximum of 8,000 kg h-1. With the known maximum mass flow and the required heat load, the return 

temperature can be determined at different supply temperatures (Benakopoulos, 2022). 

3.2. supply temperatures reduction-trial 

The reduction of supply temperatures in several heating circuits pursued the aim to investigate the development 

of room temperatures in the buildings. Furthermore, the complaint management was monitored. In preparation, 

the users were not informed about the trial to avoid foredooming complaints about the temperatures and comfort. 

The supply temperatures for the static heating circuits in the library and in the institute building with laboratories 

were decreased by changing the supply temperature control curve with parallel shift. The university’s technical 

operating department reduced the supply temperature in two 5 K steps. In one heating circuit from 90 °C to 80 °C 

and in another one from 80 °C to 70 °C for the TA
∗ of -12 °C.  

The arrow in Fig. 9 marks the date of the 10 K reduction for a heating circuit in the library. In this case, the heating 

threshold outdoor temperature of 16 °C is already reached and the supply temperature is on a low level (40 °C). 

In the next days the outdoor temperature decreases constantly to 0 °C. The supply temperature increases to a 

maximum of around 60 °C and a temperature difference of around 10 K. The considered set point room 

temperature of 20 °C was reached during the entire test phase. Moreover, there were no complaints from the users 

regarding the indoor temperatures or comfort. Despite the short period of time and the partly rather high outside 

temperatures, the trial was successful. The comparison of the four heating circuits involved in the test shows no 

significant differences in terms of the reduced supply temperature levels. 
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Fig. 9: Supply temperature reduction of 10 K in a static heating circuit in the library 

Based on the experiences further trials with reduced supply temperatures are planned for the upcoming heating 

season (2022/2023). The reduction should be carried out at significantly lower outdoor temperatures and should 

be increased up to 15 K to 20 K in order to achieve more significant results. 

4. Conclusion and Outlook 

The research of the Department of Building Services at Kassel University within the project “CampusKassel 

2030” is still in progress. The approaches and measurements described above show the further research potential 

of this project. In this chapter, the optimization potential identified for the different heating circuits and the related 

heating technology, such as heat exchangers or heating circuit pumps, so far will be highlighted. Furthermore, a 

transferable methodology for the identification of temperature reduction and optimization potentials will be 

developed. The current status of this methodology and the further procedure are described below as well. 

4.1. Identified optimization potential 

The measurements of different heating circuits showed that there exist several optimization factors regarding the 

temperature reduction potential. Those factors mainly relate to the heating control and components.  

The on-site inspections showed that water circuit pumps and heat exchangers are partly up to 40 years old with a 

high energy demand. The connection between heating pipes and renewed pumps are not insulated. Especially the 

insulation of flanges often is a weak point. As a result, distribution losses of the heating systems increase 

unnecessarily. Those vulnerabilities easily can be avoided. In many heating circuits bypasses are integrated that 

lower the supply temperature of the water on the secondary side of the heat exchanger (substation) before entering 

the heating circuit. This indicates the potential for reduced system temperatures. Furthermore, efficient plate heat 

exchangers have better transformation values compared to the existing heat exchangers and can therefore be 

decisive for a network temperature reduction. At Kassel University, the building service department is gradually 

renewing the heating circuit distribution stations. The presented results support this renewing process. 

In the static heating circuit described above (chapter 2.1.) it is highly recommended to implement a night and 

weekend shut-off to the water circulation pump. Attention must be paid to higher heating loads during heating 

phases in the morning or after weekends. It should be verified that the energy savings are commensurate with the 

additional expense. This is transferable to other static and partly dynamic heating circuits. Efficient circuit pumps 

with an efficient control should be integrated in a first step. This step leads to reduced power consumption for the 

pumps and through a suitable regulation to fewer distribution losses outside operating hours. By increasing the 

mass flow, the supply temperature can be decreased. For example, the supply temperature of examined office and 

institute building can be reduced by at least 15 K in relation to the design outdoor temperature as explained in 

chapter 2.1. This reduction is currently being implemented as part of the renewal of the substation. 

Regarding the dynamic heating circuits (chapter 2.2), a large reduction in supply temperatures is possible by 

setting user-oriented target values. In one case, the examination revealed that the supplied rooms need to be cooled 

instead of being heated. Still, the dynamic heating circuit runs on high supply temperatures with no efficient circuit 

pump regulation. An outdoor temperature range must be defined above which pump shutdown can occur. 
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The evaluation of the measured values shows that the floor heating system has the lowest system temperatures, as 

expected. There exist no reduction potential for the considered heating circuit in chapter 2.3. Panel heating circuits 

like ceiling radiation panels operate at a higher temperature level. In a further step it has to be worked out how 

large the reduction potentials are in this systems. 

Examination on the room level lead to the identification of critical rooms in a specific static heating circuit (chapter 

3.1) regarding the temperature reduction potential. In a next step the heat load of those rooms and the dimension 

of the radiators are to be calculated. With this information, radiators with correct dimension can replace the 

undersized radiators in the critical rooms.  

It is difficult to give an overall advice for a quantification of temperature reduction potential. The non-residential 

buildings at Kassel University are very different in addition to their use, year of construction, types of heating 

circuits and especially their heat demand. An increased mass flow enables reduced supply temperatures with the 

required heat flow (see eq. 1). At the same time an enhanced mass flow results in a higher electricity demand. An 

optimum is to be determined. Thereby, it is important to integrate a gradual temperature reduction as described in 

3.2. Reduction of supply temperatures. Low outdoor temperatures should be a condition for safe and satisfactory 

implementation. 

4.2. Further Works 

To make use of the results described above a universal methodology to identify temperature reduction and 

optimization potential for the investigated non-residential buildings based on measurement data, a “minimum 

temperature analysis” will be developed. The aim of this analysis method is to make a qualified statement about 

the minimum supply temperature for space heating in non-residential buildings based on district heating with little 

data. The method is implemented as an evaluation tool in Microsoft Excel. It displays a substation, heating circuits 

including bypasses and water pumps and rooms of a building. The heat load of the building and the heating circuits 

will be modeled with measurement data. Based on these information, a parametric study with various supply 

temperatures, mass flows and heating control can be made. This methodology is to be verified by measurements 

in the next heating period and by further experimentally supply temperature reductions. In general, the 

methodology will be developed with the aim of evaluating different campus buildings and making the approach 

transferable to other areas and universities. 

In addition, cooperation with the building service department should be maintain. The identification of critical 

buildings and critical heating circuits can lead to a changed sequence for the renewal of the heating substations. 

Furthermore, hydraulic balancing of the heating circuits should be implemented. Subsequently, identified weak 

points on the room level can be eliminated by activities such as window replacement or heating surface extension. 

In the future, the minimum temperature analysis could be used to map large building pools such as the University 

of Kassel to determine system temperature reduction potentials with little measurement effort. After the 

implementation and the commissioning of relevant measures, reduced supply temperatures of specific heating 

circuits can be optimized and adjusted step by step. 
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Nomenclature: 

∆𝑇𝑙𝑛 
logarithmic mean temperature 

difference [K] 
𝑇𝐴∗ design outdoor (ambient) temperature [°C] 

𝑐𝑝 
specific heat capacity of water 

[kWh kg-1 K-1] 
𝑇𝑒𝑥ℎ𝑎𝑢𝑠𝑡,𝑎𝑖𝑟  air temperature released to the outside [°C] 

ℎ𝑐 heating circuit [-] 𝑇𝑜𝑢𝑡𝑙𝑒𝑡  air temperature conducted into a room [°C] 

�̇� mass flow [kg h-1] 𝑇𝑟𝑒𝑡𝑢𝑟𝑛 return temperature [°C] 

𝑛 radiator exponent [-] 𝑇𝑟𝑜𝑜𝑚 indoor temperature  [°C] 

�̇� heat load [kW] 𝑇𝑠𝑢𝑝𝑝𝑙𝑦  supply temperature [°C] 
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Abstract 

The implementation of photovoltaic (PV) panels on building surfaces allows taking advantage of the building's 

energy potential through the distributed generation of electricity at the consumption point. Thus, electricity 

generation would be possible in remote areas, while avoiding transportation costs and electrical losses. This study 

analyzes the feasibility of installing PV panels in eleven buildings of the Universidad de Burgos. To achieve a 

correct implementation, possible shadows produced by nearby obstacles were avoided. Skelion, a plug-in 

incorporated in the image rendering software Sketchup, has been used. According to the results obtained, only 

two buildings do not offer good adequation to justify the photovoltaic installation. 

Keywords: Solar Energy, Photovoltaic panels, Renewable energy, Energy performance, Simulation 

 

1. Introduction 

The relevance of renewable energies in the current energy scenario has notably increased compared to fossil fuels. 

At the present-day, the international entities are proposing new strategies to promote the development and 

implementation of technologies to promote the use of energies and ensure environmental conservation, such as 

the European Green Deal (European Commission, 2019). In the local context, the Spanish government is 

promoting multiple measures to reinforce energy savings. Regarding the regulatory framework, through the 

Integrated National Energy and Climate Plan 2021-2030, Spain commits to tackling climate change to get the 

condition of a carbon-neutral country in 2050, when the 42% of end-use energy should be came from renewable 

sources (INECP, 2021). 

Of particular concern is the energy consumption of buildings, which are also responsible for approximately 36 % 

of all CO2 emissions of the European countries, a situation that is especially aggravated by the Union energy 

dependence (Directive (EU), 2018). In particular, public facilities are bound to have excessive or inefficient 

energy use, usually because of their size and age of construction (Granados-López et al, 2020). 

Facing this challenge, it is of good interest to make the campus of the Universidad de Burgos (Spain) more 

sustainable by the renewable energy implementation. Nowadays, the market of the renewable energies is leaded 

by the photovoltaic technologies, that have improved to the point to reach profitable energy production (Suárez-

García et al., 2017). 

This work analyzes the viability of the implementation of photovoltaic (PV) panels on non-used surfaces of a set 

of buildings of the campus (buildings description in Fig. 1). This would make it possible to produce electricity 

near the consumption points and to avoid transportation cost and electrical losses. Besides, it describes the 

estimation process of photovoltaic production by 3-D modeling to ensure a correct implementation of the PV 

panels avoiding the shadows produced by the close obstacles. 

International Solar Energy Society EuroSun2022 Proceedings
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Fig. 1: Description of the Campus (II) of the Universidad de Burgos (Spain) 

 

 
D. Granados-López et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

919



2. Methodology description: Campus 
description and PV-Simulation 

The feasibility of implementing photovoltaic installations in a total of 11 buildings of the University of Burgos, 

was studied. As some of them are quite old, in some cases the orientation of the building may not be the adequate 

or are conditioned by several limiting factors. Therefore, the buildings have been divided into three groups 

according to the possibilities of improvement, see Tab 1: I) Installation of panels on flat roofs at 45 degrees, facing 

south. II) Installation of panels supported on simple auxiliary structures, on the slope of the roof, and facing the 

direction of the building facade (which may not be south), III) buildings that do not allow improvement, either by 

the obstacles of the environment, the characteristics of the building, or by legislation. 

Tab. 1: Building stock description. 

Group Buildings belonging to each group 

I Facultad de Ciencias Sociales y Empresariales, Escuela Politécnica Superior (A), Escuela 

Politécnica Superior (B), Facultad de Educación, Biblioteca Central, and Polideportivo. 

Limiting factors 

- 

II Facultad de Ciencias de la Salud, Facultad de Humanidades, and Facultad de Ciencias   

Limiting factors 

• Facultad de Ciencias de la Salud is oriented to South - West 

• Facultad de Humanidades is oriented to South - West 

• Facultad de Ciencias is South - East. 

III ICCRAM, and Facultad de Derecho. 

Limiting factors 

• ICCRAM- It has all the cooling systems on the roof, and the vertical facades are glazed. 

• Facultad de Derecho - Placed in a historic setting, with high trees surrounding it. 

 

This work uses the rendering technique to consider the shape of the building and its surrounding area. Therefore, 

all the possible obstacles are considered, and the solar irradiance that reaches the surfaces of interest can be 

calculated. As this first step is not limited to specific modeling programs, the Sketchup software was selected, a 

freeware license that has a large variety of plugins and pre-built designs (Sketchup, 2022). In the particular context 

of PV simulation, the Skelion plug-in (Skelion, 2022) is used due its versatility and its virtual interface. Thus, the 

sequence to estimate the PV production of a building is the following: First, the studied building and the 

surroundings are modeled by the software Sketchup. Then, the weather database Photovoltaic Geographical 

Information System (PVGIS) is selected (PVGIS, 2022). Finally, by the implementation of Skelion the PV 

production is obtained (see Fig. 2). 

 

Fig. 2: Workflow for PV-Simulation 
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2.1. Building modeling - Sketchup 

In urban environments, the shape and orientation of buildings can present very diverse and complex combinations, 

it mainly hinders the planification of energy retrofit process to fulfill the desired energy savings in each location. 

Currently, throughout the simulation it is possible to model the nuances with good detail level anywhere. 

Nonetheless, it is limited by the software and the researcher knowledge. In this work, Sketchup has served to 3D 

model several facilities of The Universidad de Burgos, which is a university that is located inland North of Spain 

(42°21′04″N; 3°41′20″O; 856 m above mean sea level), in Fig.1.  

2.2. Photovoltaic simulation – Skelion  

The objective of the proposed energy rehabilitation is to harvest solar radiation at the roofs. So, Skelion plug-in 

has been used to simulate and test the performance of the photovoltaic installation. The proposed PV-designs are 

shown below, Fig. 3 and 4. Panel specifications are 160 Power (W), 1.5 Length (m), 0.7 Width (m). 

First, the proposal of photovoltaic installation for the Group I buildings are shown, see Tab. 1. In all of them, the 

roof is flat, consequently, it has been provided with panels, inclined at 45 degrees, approximately the latitude of 

Burgos, perfectively oriented to the South, Fig. 3. 

 

Fig. 3: PV installation on the Universidad de Burgos, Group I. 

Moreover, note that in the facilities of Group II: “Facultad de Ciencias de la Salud”, “Facultad de Humanidades” 

and “Facultad de Ciencias”, the moderate slope of the roofs is characteristic of the building, for it, in these 

situations, the panels have been arranged directly on the roof, respecting the natural slope and orientation, Fig 4.  
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Fig. 4: PV installation on the Universidad de Burgos, Group II. 

Tab.2 summarizes the basic characteristics of the proposed PV installations. In the case study, only two of eleven 

facilities of the Campus do not have adequate conditions to host photovoltaic installations: “Facultad de Derecho”, 

and “ICCRAM”.  

Tab. 2: Panel distribution. 

Facility [Azimuth, Tilt] Number of 

panels 

Physical PV 

implementation 

Facultad de Ciencias Sociales y 

Empresariales 

[0,45] 1453 Yes 

Escuela Politécnica Superior (A) [0,45] 669 Yes 

Escuela Politécnica Superior (B) [0,45] 1294 Yes 

Facultad de Ciencias  [17,14] 508 Yes 

Facultad de Educación [0,45] 519 Yes 

Facultad de Humanidades  [-25,35] and [-25,42] 2582 Yes 

Facultad de Ciencias de la Salud [-25,31] and [-25,38] 1308 Yes 

Facultad de Derecho - - No 

Biblioteca Central [0,45] 474 Yes 

ICCRAM - - No 

Polideportivo [0,45] 655 Yes 

 

2.3. Weather Database 

Skelion Plugin provides an estimation of PV-production by using the previously 3D-model, its geographic 

location and shadows cast by near buildings and terrain (obstacles). Moreover, it uses the insolation dataset, that 

is ideally recorded near the location, in this case it has been obtained from the Photovoltaic Geographic 

Information System (PVGIS) database, a software tool of the European Union for the promotion of renewable 

energies implementation (PVGIS, 2022). 

3. Results 

The installed power and the annual energy production is calculated. Table 3 demonstrates that the viability of the 

self-sufficiency using photovoltaic energy for singular facilities depends on the building shape as well as the 

surroundings. In  a  i  la ,   e  imensions of   e “Fa  l a   e H mani a es” allows  o host an installed power 

5.4 times bigger than the “ iblio e a  en  al”, w i   is also   ans ose  as larger total annual energy production, 

612 versus 111 MWh.  
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Tab. 3: Study of viability for the facilities of the Universidad de Burgos 

Facility Power 

(kWp) 

Energy (MWh) 

(yearly) 

Facultad de Ciencias Sociales y Empresariales 232 340 

Escuela Politécnica Superior (A) 107 144 

Escuela Politécnica Superior (B) 207 305 

Facultad de Ciencias  81 116 

Facultad de Educación 83 121 

Facultad de Humanidades  413 612 

Facultad de Ciencias de la Salud 209 311 

Facultad de Derecho - - 

Biblioteca Central 76 111 

ICCRAM - - 

Polideportivo 105 154 

 

The facilities analyzed have very different available useful areas and, consequently, host a useful power of 

different orders of magnitude. To facilitate the comparison of the facilities, the annual energy produced has been 

divided by the number of panels. Also, by using the meteorological data, Skelion estimates the percentage of solar 

energy that is missed due to near shadings. The analysis of the annual installed energy production per panel as 

well as the shading loses shows that the facility with the worst performance is “Escuela Politécnica Superior (A)”, 

with 215 kWh/panel), Tab 4. 

Tab. 4: Study of viability for the facilities of the Universidad de Burgos,  

Facility Power 

(kWp) 

Energy 

(kWh/panel) 

(yearly) 

Shading loses 

(%) 

Facultad de Ciencias Sociales y Empresariales 232 234 2.11 

Escuela Politécnica Superior (A) 107 215 9.63 

Escuela Politécnica Superior (B) 207 236 1.31 

Facultad de Ciencias  81 228 0.11 

Facultad de Educación 83 233 2.61 

Facultad de Humanidades  413 237 0.7  

Facultad de Ciencias de la Salud 209 238 0.41 

Facultad de Derecho - - - 

Biblioteca Central 76 234 1.91 

ICCRAM - - - 

Polideportivo 105 235 1.47 

 

Moreover, Monthly Energy production of the highlighted facilities (“Facultad de Humanidades” (larger 

production), “Biblioteca Central” (lower production), “Escuela Politécnica Superior (A)” (bigger shading loses)) 

is shown in Fig. 4. All of them presents a maximum in the central months of the year and a minimum production 

in the wintertime.     T e   o    ion of   e “Facultad de Humanidades” is no  s mme  i al along the year as it 

is facing South-west. It should be emphasized that even if   e o ien a ion an   il  is   e same in “Escuela 

Politécnica Superior (A)” an  “Biblioteca  en  al”,   e   o    ion of “Biblioteca  en  al” is alwa s be  e  as i  

has much less shading loses. 

On the other hand, in the “Facultad de Humanidades”, where the panels have been placed directly on the roof 
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respecting its inclination, several benefits have been found a) first, the production of this facility is similar to the 

others studied, b) since it requires a simple auxiliary structure, it is more economical, c) it allows placing the 

panels without separation (they will not generate shadows between them).  

 

 
Fig. 4: Monthly Energy production 

4. Conclusions 

This study looks forward achieving a more sustainable campus, by proposing PV installation as renewable 

energies alternative to increase the sustainability and energy performance. Indeed, the implementation of 

photovoltaic (PV) panels on building surfaces allows taking advantage of the building's energy potential through 

the distributed generation of electricity at the consumption point. The following conclusions are derived:  

1. Only two buildings cannot host   e   o ovol ai  ins alla ion: “Fa  l a   e De e  o”, and “ICCRAM”. 

2. The PV ins alla ion  esigne  of “Fa  l a   e H mani a es”  as   e la ges    o    ion, 612 MW ,  sing 

2584 PV Si-monocrystalline panels wrapping the building's useful surface.  

3. It can be very profitable to have the panels on sloping roofs, especially when the slope is very close to 

latitude, in addition to the economic benefit, it allows to host a high concentration of panels, Tab. 2. 

4. Energy production per panel is very similar in all facilities, this has been achieved by avoiding nearby 

obstacles as well as the panels shading each other. 

5. The energy saving is around 27%, this saving will be "approximately" the same in the months of January, 

February, March, November, and December. In the months of April, May, June, July, August, 

September, and October the savings can be increased (possibly to double 30-35%). 
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SmartPrioGIS 

A concept for recording, holding and evaluating data as a 
contribution to CO2 reduction for the Kassel University campus 

Swen Klauß, Anton Maas, Rolf Gross, Lukas Lohse 

University of Kassel, Kassel (Germany) 

Summary 

The basic idea of the new SmartPrioGIS concept is to collect building-related data from different formats and 
from different sources in a structured system. At the beginning of the process, it is important to get a broad 
overview of the properties and not to collect the best possible level of detail for all potential applications right 
from the start. By collecting the information with a geo-data referenced application such as ArcGIS from Esri, 
a quick overview of relevant data is made possible. Due to the successive detailing of the data collection with 
progressive concretization of measures, significantly fewer human resources are required at the beginning of 
the process to collect building data. The closer the implementation of energy retrofit measures gets, the more 
extensive and detailed the available information becomes, making the digital image of the campus increasingly 
accurate. During the overall process, prioritization options emerge by identifying potential CO2  savings. 

Keywords: concept, energy retrofit, data collection, data management, data evaluation, prioritization, 
successive detailing, building, university campus, implementation orientation 

1. Introduction 

As part of the "CampusKassel2030" research project funded by the German Federal Ministry of Economics 
and Climate Protection, the new SmartPrioGIS methodology for data collection, storage and evaluation is being 
developed and tested using the University of Kassel campus as an example. With regard to energy 
refurbishment and efficiency improvement to accelerate the energy transition, the concept is designed to be 
implementation-oriented and to provide concrete support for the responsible decision-makers in dealing with 
the properties. Transferability to similar building areas is an important aspect. 

The basic idea behind the innovative approach is to reduce the use of resources when collecting data. 
Neighborhood concepts usually begin with a complete data collection at the start of the project in order to be 
able to record the variables and boundary conditions for determining the energy balance as comprehensively 
as possible. This requires a great deal of time and personnel, although the relevance of the results for a longer-
term transformation process is comparatively low. Particularly in the case of a university campus, those 
responsible are familiar with the properties managed and the fundamental aspects of the buildings. 

With the SmartPrioGIS concept, an implementation-oriented approach is developed that collects only a basic 
set of few, but relevant data for all buildings at the beginning of the process. The scope and detail of the 
database is successively updated as measures are concretized in the course of the process. This means that data 
collection is largely supported by planning steps that are necessary anyway and does not tie up any additional 
resources. 

This makes the concept fundamentally different from other approaches and projects for collecting and using 
energy-related data to save energy or increase efficiency. Other projects also use geoinformation systems to 
collect, manage and apply the data. Examples to be mentioned in this context are: 

 Wärmeatlas 2.0 - GIS model of the useful energy demand for space heating and hot water in the 
German building stock [1] 
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 ENA - Energy master planning for grid-connected waste heat utilization; sub-project: GIS-based 
energy master planning system, stakeholder-specific requirements of municipalities and development 
of guidelines [2] 

 GIS building energy - national database for energy deliveries to buildings [3] 

However, the methodology of data collection of the examples mentioned does not follow the new approach 
described here of collecting a relevant but small amount of data at the beginning of the project by prioritization 
with as little effort as possible and successively expanding it during the course of the project. 

The first task is to collect the data available in various places and in different formats and to structure them in 
such a way that central access is possible. For this purpose, data sets available as Excel sheets or CVS files, 
for example, are loaded into a database and further processed by means of SQL commands in order to be able 
to use and visualize them in ArcGIS. The data originate almost exclusively from the construction department 
of the University of Kassel or are coordinated with it. Thus, the data quality in terms of goal achievement can 
be rated as very high. Figure 1 schematically illustrates the described procedure using a concrete example. In 
the future, consumption data from the building management system (BMS) could be sent directly to an Oracle 
database to be configured accordingly, which would simplify the process and enable prompt visualizations of 
measured values and results.  

 

 

Figure 1: Transfer of consumption data from Excel sheets to a database 

In addition to the advantages of the methodical approach, the approach of managing the collected data with a 
geo-data referenced application from the beginning in order to be able to evaluate them within a system for 
strategic planning, if required, is to be regarded as innovative. Through GIS-based data management, various 
types of information from different data sources can be summarized, localized and visualized on a building-
by-building basis. With the appropriate structuring and processing of the data, it becomes possible to make 
information available at "one glance" that was previously stored in various places and whose existence was 
sometimes only known to a small group of people. In addition to the strategic component, the transparency of 
information and the usability of data within departments and also across divisions are significantly improved. 

2. Methodological approach and data collection 

The SmartPrioGIS concept is based on a three-level approach, with each level differing in its level of detail, and 
with more and more concrete information being obtained as the levels are processed. 

In line with the research approach, the concept initially refers to a purely energetic view of the refurbishment 
options and the increase in efficiency. Cost-effectiveness considerations are not included. However, this does 
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not rule out the possibility of further development at a later date. The evaluation criterion is CO2 emissions, 
which can be calculated from the consumption for heating the properties and generating hot water as well as 
the electricity consumption multiplied by the respective emission factor. 

The methodological principle is based on the fact that data is successively collected based on a mandatory data 
set depending on the available information. Ultimately, there should be a high density of information on the 
buildings at the end of the transformation process. However, the achievement of this optimal data situation for 
the campus is not bound to a tight time schedule. The information will primarily be obtained in connection 
with measures that are due to be implemented anyway. 

The conceptual approach and the basic technical structure are shown in Figure 2. The continuous georeferenced 
data management is implemented in the project with the software ArcGIS of the company Esri. 

 

Figure 2: Illustration of the SmartPrioGIS concept and the basic technical structure 

The innovative character consists in the gradual acquisition of data and the successive increase in the level of 
detail and the scope of data in the course of the processing. At the beginning of the project, only a few data on 
the individual buildings are available, the so-called basic data. With the help of this basic data, an overview of 
the building stock should be made possible and thus an energy assessment should be carried out. 

It is particularly worth mentioning that the scope of the basic data as well as the type and scope of the data to 
be collected later were coordinated with the university's building department from the very beginning of the 
project. This promotes the practicality and applicability of the concept and consistently develops the 
methodology in an implementation-oriented manner. 

Figure 3 shows an example of the evaluation of the final energy consumption of the buildings in comparison. 
The larger a circle, the greater the final energy consumption for heat generation or power supply. The diagram 
on the right side of Figure 3 shows the final energy consumption of heat generation for eleven buildings. The 
buildings are sorted in descending order according to their final energy consumption for heat. 

 

 

Figure 3: left extract campus overview, right final energy consumption per building – both from ArcGIS 
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The described methodology and the three-level model of building-related data collection can be extended 
beyond the energy aspects discussed here to other areas. By considering the idea of transferability, the use of 
the SmartPrioGIS approach is explicitly connectable beyond the area of the university campus under 
consideration and offers corresponding development potential. 

The concept is presented and described in more detail below. The illustrations refer to the consideration of 
greenhouse gas emissions via CO2 equivalents. Of course, other variables such as final energy demand or 
consumption can also be considered and presented. A distinction is made between expenditures for the 
provision of heat and electricity, as there are differentiated options for influencing these. 

Figure 4 shows the overview and a kind of flowchart for the application of the SmartPrioGIS concept on the 
three levels. 

 

 

Figure 4: Overview and paths of the SmartPrioGIS concept for the aspects electricity and heat  

 

Consideration level - Campus 

The top level of consideration is the campus or area under consideration. Nine baseline data were identified in 
coordination with the building department and collected for each building within the area of consideration. 
Specifically, these are 

 Building name and number, 

 Year of manufacture, 

 Construction type, 

 Usage, 

 Location, 
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 Area (net floor area), 

 Energy consumption in the last three years and  

 the main energy sources. 

This information as well as the calculated CO2 emissions can be displayed in the interactive map by clicking 
on a building. 

As a result, at the "building" level of analysis, a table is created differentiating between electricity and heat, in 
which the buildings are sorted according to the level of equivalent CO2 emissions. This allows an initial 
assessment and classification of the buildings and an estimate of their energy quality. The evaluation of CO2 
emissions is analogous to the evaluation of final energy consumption in Figure 3. 

In the course of the project, the practical advantages of successive data acquisition and synergy effects from 
the comprehensive view of the campus became apparent. CAD plans were extracted from the ArcGIS data to 
support the planning of the university's heating network. On this basis, the heat network was georeferenced as 
part of an external planning service, and this information was imported into ArcGIS and thus made usable for 
the project as well as the digital campus image. This generated only a small direct effort, since it was a planning 
service that was pending anyway. The level of detail of the data and the informative value of the digital campus 
image could be significantly increased as a result. 

Cross evaluations are possible by linking the basic data. The geo-referenced visualization of the buildings and 
data allows a clear illustration that shows energy facts about the campus at a glance. 

 

Consideration level - building type 

The previously collected data is used directly at this observation level or evaluated to identify building types. 
This allows building clusters of the same age and construction to be formed. As a result, detailed information 
of individual buildings is derived and transferred under certain conditions and assumptions. 

For this purpose, additional data on the building envelope and the systems engineering are recorded and 
evaluated. Analogous to the building level, the building types are sorted and displayed according to CO2 
emissions. This offers the advantage that critical or energetically unfavorable building types can be quickly 
identified. 

As can be seen in Figure 5, the formation of building clusters also has the advantage that possible synergy 
effects of renovation or efficiency measures can be derived. In combination with the geo-referenced 
representation, not only the same building characteristics become visible, but also a possibly given spatial 
proximity can be recognized directly. From this, in turn, packages of measures can be planned that go beyond 
dealing with individual buildings. 

 

 

Figure 5: Excerpt of the paths for the "building type" consideration level 

Here, too, as at the "campus" level, the advantage of successive data collection becomes apparent. Thanks to 
the existing overall view and the exchange with the building department and external service providers, 
upcoming blower door measurements could be used to couple them with thermographic images on the one 
hand and to use the data directly on the other. Through clustering, it is also known which buildings have the 
same construction and thus potentially similar weak points. Coordinated improvement measures can thus be 
planned and synergy effects exploited. 
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Consideration level - building 

This level has the highest level of detail. The data obtained at the other levels and in the course of the project 
are supplemented by building-specific information. The focus is initially on the buildings that can be assigned 
to the critical building types as a result of the clustering. At this point, it is important to emphasize once again 
that this information is not obtained specifically to improve the data situation. Following the approach of 
successively obtaining data that are collected anyway, this information can be obtained for different reasons. 
One reason would be that concrete energy refurbishment measures are pending for a building and for this 
reason detailed data collection is necessary. The more intensive examination of individual buildings can also 
take place in connection with student work. For example, bachelor's and master's theses are carried out in the 
course of the project, the relevant results of which are then added to the digital campus image in ArcGIS. 

At the "building" level, findings from more detailed investigations of the building envelope and systems 
engineering are recorded. In this context, the overall energy balance of the buildings according to DIN V 18599 
is a calculation method that produces detailed results. However, determining the energy requirements 
according to this method for the university buildings, some of which are in mixed use, involves the 
corresponding effort. Here, in particular, it becomes apparent that it makes sense to not only want to collect 
this data in order to have a comprehensive data base. The collection of such detailed data can only be efficient 
and resource-saving if these tasks are pending anyway or if they are processed in the course of parallel projects. 

Like the overall energy balance according to DIN V 18599, the creation and evaluation of thermographic 
images involves considerable effort. This would not be justified just for the sake of the breadth of the data 
base. However, to collect this information in connection with student work can be understood as a “necessary 
anyway measure”, which provides the students with very practical and concrete references in addition to the 
increase in knowledge. For the successive data collection of the digital campus image, the benefits can be seen 
in Figure 6. In this view, each point on the left side of the image shows a location for which thermography 
evaluations are available. These can be viewed directly by selecting a point. The right side of Figure 6 shows 
the pictorial representation and key data, and other relevant information can also be displayed.  

 

 

Figure 6: Exemplary representation of thermographic images from student work. 
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The compiled data and calculation results can be used, for example, to develop renovation measures and 
quantify savings potential. This can be done for individual buildings as well as for clusters of buildings by 
means of possible cross-analyses. Of course, the ultimately comprehensive and detailed data at the end of a 
data collection process also allow statements to be made about the campus balance sheet and savings associated 
with renovation measures. 

3. Procedure using the example 

An efficient approach to data collection is to use the smartphone app "Field Maps" from ArcGIS. The browser-
based map, which depicts the campus, is used on a mobile basis with the smartphone. This makes it possible 
to directly record information identified during property inspections and to assign it to a specific location. This 
means that any data, such as system components (HVAC elements, transfer stations, etc.), thermographs, 
endoscopies and photos can be georeferenced and assigned to the buildings on the digital map using field maps.  

With the help of the online map, in which the own position is displayed, relevant points can be found quickly. 
Figure 7 shows an example of the procedure for detecting a thermal bridge by means of a thermographic image. 
A situation (e.g. representation of a thermal bridge, defects, technical faults, etc.) can be evaluated on site and 
immediately stored digitally in the map as information. Every user of the map thus has direct access to current 
information. 

 

 

Figure 7: Illustration of the application of the smartphone app "Field Maps" using the example of a thermal bridge 

In the future, the information collected in this way need not be limited to energy-related aspects. It is 
conceivable that the procedure could also be used in other contexts, e.g. for damage reports, for complaint 
management or for room bookings. For this, it would be necessary to use further functions of the ArcGIS 
software and to adapt them as required. However, this is easily possible for experienced users, which allows a 
very individual use of the data and functionalities on the basis of the campus image created. 

4. Summary and outlook 

The SmartPrioGIS concept developed and available at provides a working basis that can be used and expanded 
in a variety of ways. In addition to the basic conceptual idea of not having to collect all possible data for a 
campus at the beginning of a process, but rather to compile this data successively during the course of the 
process, a resource-saving approach is demonstrated. In conjunction with georeferenced data collection and 
storage, a digital campus image is created that can be expanded and also used for other subject areas. In this 
case, only the aspects of energy refurbishment and efficiency improvement are considered. The commercial 
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product ArcGIS from Esri is used as the software for georeferenced data acquisition and storage, since the 
University of Kassel has a campus license and therefore uses it extensively. The concept can of course also be 
used in conjunction with other tools. 

In the specific case of the application of the SmartPrioGIS concept combined with ArcGIS for the campus of 
the University of Kassel, it can be stated that the findings to date are very promising. A large amount of data 
and information is naturally available in the building department, but access is not always possible centrally 
and across topics. The structured compilation of the data and the central availability of the information on a 
platform alone, in combination with visualization, offer enormous advantages in terms of meaningfulness and 
applicability. This could be further optimized so that, ideally, the existing data and their storage location could 
be found via a central access point (ArcGIS). 

At the moment, only a small part of the software's functionalities is used. Above all, there is potential in the 
area of data evaluation and automated data transfer. In this context, the implementation of a dedicated geodata 
server could open up further areas of application. 

Using functionalities such as "stories" or "dashboards" it is conceivable that the stored data could also be used 
to inform, sensitize, and activate people for energy-related issues. This could address employees of the 
University of Kassel as well as students. The use of ArchGIS in various departments would also allow the 
information already collected about the campus to be used and supplemented in research and teaching. 
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Abstract 

Without having extensive measurement equipment installed, only annual or monthly values of the energy 
consumption of existing buildings are usually available. The same applies to demand analyses, for which usually 
monthly and annual values for net, final and primary energy requirements are calculated. However, a higher 
temporal resolution of the consumption/demand data can be an important decision-making assistance both in the 
design of new buildings and in the planning of renovation and reconstruction measures. However, the 
determination of the time-resolved energetic behavior of buildings with the help of dynamic simulation models is 
very complex. As an alternative, a method was developed that allows hourly heating load and final energy profiles 
to be derived on the basis of comparatively simple approaches. The method was tested using an existing building 
in the local heating network of Kassel University, on a new building of the university campus being in the planning 
phase as well on the new institute building of Fraunhofer IEE being recently completed. 

Keywords: space heating load, building heating load, energy balancing, thermal-dynamic simulation, demand-
consumption balancing, DIN V 18599, DIN/TS 12831-1, method development 

 

1. Introduction 
Without extensive monitoring equipment, usually only annual or monthly values of the electrical and thermal 
energy consumption of buildings exist. In the case that demand analyses have been carried out, e.g. on the basis 
of DIN V 18599, only monthly and annual values for net, final and primary energy demands were evaluated. The 
procedure for calculating the space heating load according to DIN/TS 12831-1 also does not consider thermal 
dynamics of the buildings. 

Both in the design of new buildings and in the planning of renovation and conversion measures, a higher temporal 
resolution of consumption/demand data can be important in various contexts. This applies, for example, to the 
planning of thermal and electrical storage systems, to possibilities for optimizing local heating networks in the 
provision and transfer of heating and cooling, or to the integration of load shifting strategies and measures for 
sector coupling.  

For the investigation of the thermal dynamics of buildings and supply systems, the use of simulation environments 
such as TRNSYS, Modelica or IDA ICE is a good choice. The creation of dynamic simulation models quickly 
becomes very time-consuming, both for complex buildings or if a larger number of buildings is to be considered. 
With the complexity, the error sensibility of the numerical modelling increases at the same time, so that a validation 
on alternative data, e.g. from a consumption measurement or a normative demand calculation, is essential. In 
addition, the necessary building and plant engineering data is in many cases not fully available in order to 
parameterize detailed simulation models in a suitable way. For existing buildings, construction plans are often 
insufficiently available or inaccurate, if, for example, conversion measures have taken place or supply systems 
have been adapted. Parameterization in the above-mentioned simulation environments is therefore extremely 
difficult or does not adequately represent the existing situation. In case of new building projects, especially in the 
early planning stage, only limited information is available or for many aspects, no specification has been be made 
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yet. If not even the cubature or orientation of the building has been determined during preliminary investigations, 
the application of detailed simulation tools would be of limited use. Nevertheless, for many conceptual 
investigations it is necessary to consider results with a higher temporal resolution, for which simplified mapping 
methods could represent good compromises. 

2. Methodical Approach 
Based on these basic considerations, a mapping method for buildings was developed in the CampusKassel2030 
research project funded by the BMWK. With this method, which is further described in (Stricker 2022), the 
modeling and calculation effort for the required hourly profiles, e.g. for heating load or final energy demand, can 
be kept as low as possible. The method is based on the calculation rules of DIN V 18599 and is supported by the 
procedure for calculating the space heating load according to DIN/TS 12831-1 as well as by a demand-
consumption comparison. The variables to be calculated within the method, using for the climate consideration 
test reference year data of the DWD, are: 

Φ𝐻𝐻𝐻𝐻,𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧 =  Φ𝑇𝑇,𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧 + Φ𝑉𝑉,𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧 − Φ𝐼𝐼,𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧 − Φ𝑆𝑆,𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧 + Φ𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆ℎ,𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧 − Φ𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆,𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧 

 
With being: 
 
Φ𝐻𝐻𝐻𝐻,𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧 W Heat Load of the respective zone 

Φ𝑇𝑇,𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧 W Transmission heat loss of the zone 

Φ𝑉𝑉,𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧 W Ventilation heat loss of the zone 

Φ𝐼𝐼,𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧 W Internal heat gains of the zone 

Φ𝑆𝑆,𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧 W Solar heat gains of the zone 

Φ𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆ℎ,𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧 W Power for preheating the zone and its thermal mass  

Φ𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆,𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧 W Power taken from the thermal mass to the zone 
 

In principle, the methodology can also be applied to weather-adjusted consumption data. For this, the availability 
of monthly consumption data would be desirable. However, annual consumption data are also sufficient.  

The transmission heat sinks are evaluated by determining the heat transfer coefficient HT via an indirect 
determination from the calculation methodology according to DIN V 18599-2. With regard to the determination 
of the ventilation heat sinks, infiltration and ventilation air exchanges have to consider times of building use and 
non-use and as well as the heat recovery efficiency. Internal heat sources are taken into account according to the 
specifications of DIN V 18599-10 and are integrated in the calculation methodology. The evaluation of solar heat 
sources requires a conversion of the hourly values of direct and diffuse horizontal radiation of the test reference 
year data into radiation intensities on planes of other orientations. The solar heat inputs are then calculated by 
multiplication with the transmission coefficients of the transparent building components and the reduction factors 
and shading ratios, e.g. by a manual shading control, according to DIN V 18599-2. 

Especially for questions of load smoothing or load shifting as well as for the evaluation of the impact of 
temperature reduction during nights and heating times, the correct mapping of the building inertia is essential. 
Without the possibility of transient consideration of the thermal storage behavior of a room or the whole building, 
an hourly steady-state storage model is used within the developed method. For this purpose, the thermal mass of 
the building is assumed like a kind of battery storage. For this purpose, the definition of the heat storage capacity 
Cwirk within DIN V 18599-2 is used. Furthermore, a maximum transfer capacity between storage tank and room 
has been defined. For this purpose, the basic heating value from DIN/TS 12831-1 was used as an approximation 
of the maximum heat flow. Following this, the necessary storage limits are defined and the effective charging and 
discharging capacities can be calculated. For evaluating final and primary energy demand of buildings, the 
consideration of building systems is necessary. For thermal storages like e.g. ice storage systems, the charging and 
discharging processes are again integrated in the calculation method according to battery storages with maximum 
and minimum charging capacities.  

In addition to thermal aspects of buildings, the determination of the electrical power demand is an important target 
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value, particularly for questions of sector coupling, especially if the building has its own power generation systems. 
In contrast to DIN V 18599, it is not sufficient to limit the calculation to the electricity demand of the building 
systems so that an estimation of the user consumption is necessary for the calculation procedure. In this context, 
it is important to distinguish between periods of use and periods of non-use. To avoid overly regular profiles, the 
stochastic smoothing of utilization profiles and thus of internal gains and electrical consumption is integrated in 
the developed method. The degree of stochastic variations is a parameterization variable and can be selected 
individually in the procedure. 

3. Use Cases 
The developed method has been applied to three different use cases. In a first step, the method was tested for the 
determination of possible temperature reductions within the heating network of Kassel University. For this, the 
existing building of the headquarter of Kassel University was investigated in detail. In addition, the new building 
for the natural sciences at Kassel University currently being in the design phase was modeled with the developed 
method in order to give conceptual support to the planning team. Finally, the new institute building of 
Fraunhofer IEE being recently completed has been investigated for evaluating and optimizing the energy supply 
system based on an ice-storage heat pump system. 

3.1. Headquarter of Kassel University 
Fig. 1 shows the investigated headquarter of Kassel University. The building has been analyzed by means of two 
approaches. On the one hand, the overall energy balance is calculated using the static calculation method of DIN 
V 18599, and on the other hand, thermal-dynamic simulations are carried out for the building using the IDA ICE 
application from EQUA. The calibration of both the time series calculation and the IDA ICE simulation is carried 
out in the present case with consumption data of the building. 

 
Fig. 1: Digital twin of the headquarter of Kassel University (https://kassel.virtualcitymap.de)  

As can be seen in Fig. 2, the static calculation method according to DIN V 18599, in this case performed with the 
software ZUB Helena from ZUB Systems, overestimates the measured final energy consumption (district heat) by 
roughly a factor of two. When adjusting the monthly balancing method to the real user behavior, the deviation 
reduces. However, a significant deviation remains both to the measured consumption as well as to the simulated 
demand. A further reduction seems only possible with more in deep adjustments of the building parameters and 
the user behavior.  
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Fig. 2: Comparison of the calculation methods ZUB Helena and IDA-ICE with the measured values of district heat supply.  

Fig. 3 shows the determined heat load profiles of the head quarter of Kassel University determined with the static 
method developed in the research project CampusKassel2030 using the approaches of DIN/TS 12831-1. As can 
be seen, the static calculation method using energy balances according to the method of DIN V 18599 follows the 
simulated load profiles with a good tendency, however, the method overestimates the simulated values by 
approximately 30 %. Hereby, the deviations are in the same range as shown in Fig. 2. Nevertheless, considering 
the systematic deviations, the load profile generation represents a smart method for determining time serials, 
especially in cases when a static model according to DIN V 18599 is available. Taking into account the systematic 
deviations, the method still serves as a good basis for optimizing the local heating network of the Campus 
Holländischer Platz of Kassel University. 

 
Fig. 3: Determination of hourly heat load profiles and comparison to IDA ICE Simulation 
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3.2. Building for natural sciences at Kassel University 
The new building complex for natural science to be developed at the Campus Holländischer Platz at Kassel 
University is currently within the design phase cf. Fig. 4. In order to support the design process, the method of 
heat load derivation of existing buildings was extended to the evaluation of new buildings. For this, a zone-based 
exemplary geometry of the main building of the natural science complex was developed considering the space 
requirement of the different faculties as well as the planning specifications of the laboratory planner. The building 
was modelled according to the parameterization within DIN V 18599. 

 
Fig. 4: Selected architectural design for the new Natural Sciences Building complex consisting of a main building (left) and a 

cleanroom building (right). 

With the help of the developed static procedure, conceptual investigations of the heating and cooling supply were 
then carried out. Hereby, the investigations especially focussed on was heating and cooling concepts based on heat 
pump technology supported by photovoltaic systems as well as thermal storage systems. In order to estimate the 
resulting final energy demand profile of the building, the time serial method has been extended among the 
electricity consumption caused by light, technical systems as well as the electricity consumption of building users 
(e.g. computers, laboratories, etc.). For this, measured consumption data from (Biechele 2015) have been used for 
parametrization. In addition, a randomize function has been integrated to consider simultaneity. As shown in Fig. 
5, the method serves as a good indication for electricity consumption and generation and helps to dimension heat 
pumps and PV-systems.  

 
Fig. 5: Resulting electricity balance for a summer period within the new Natural Science Building at Kassel University 
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3.2. New Institute Building of Fraunhofer IEE 
The new institute building of Fraunhofer IEE as shown in Fig. 6 started its operation in 2022 having first staff 
moving in in May 2022. The building can host approximately 350 people and has a very ambitious energy supply 
concept based on an ice-storage heat pump system. The heat system uses waste heat from the data center of the 
office building. Only in peak load times, the heating generation is supported by a cascade of gas burners. Regarding 
room comfort and indoor air quality, decentral ventilation units with high heat recovery are supplying fresh air to 
the respective rooms of the building.  

 
Fig. 6: New institute building of the Fraunhofer IEE in Kassel 

For the evaluation of the building performance, the developed tool for time serials investigation has been applied 
to the building and its heating and cooling concept. For this, a storage model for the ice storage has been integrated 
in the time serial model, considering sensible and latent storage capacities. Since the energy efficiency of the 
building concept depends on the available of the waste heat from the data center, the energy performance has been 
evaluated with different electrical load assumptions as well as different scenarios for regenerating the ice storage. 
In order to remain the availability to cool the office rooms of the building during the summer period, both waste 
heat and heat from solar thermal collectors were not used for the regeneration of the ice-storage in early/mid-
summer within the parametrization of the model. As can be seen in Fig. 7, with low waste heat being available 
from the data center, the proportion of heat pump supplying heat to the building is very limited. With an average 
server activity of about 150 kW, the heat pump system can serve the majority of the heat demand of the building 
reaching the planned value of final energy demand estimated within the building energy certificate.  

 
Fig. 7: Final energy performance of the heating supply concept of the new building of Fraunhofer IEE depending on the electrical 

consumption of the data center. 
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4. Conclusion 
With the developed simplified method of determining time serials for heat load as well as final energy demands 
based on the method of DIN V 18599, useful investigations to evaluate and optimize buildings and their energy 
supply systems can be carried out. Typical use cases are for example the determination of load profiles, the 
evaluation of load shifting options especially regarding electricity generation and consumption scenarios as well 
scenarios including thermal and electrical storages. However, the investigation showed that the simplified method 
cannot easily reach the accuracy of dynamic thermal simulations like TRNSYS or IDA ICE. However, the effort 
of developing a validated numerical simulation model of a building, it´s technical system and their corresponding 
control systems is significantly higher than for the presented static time serial approach. In addition, simulation 
models are often not very flexible in terms of changing specific system designs or operation modes. Following 
this, the method can be recommended for first guess investigations of specific aspects like the examples given in 
this paper. Further investigations to improve the method should focus on an improved consideration of the building 
inertia, especially to predict cooling load profiles as well as the passive use of solar irradiance with higher accuracy. 
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TRANSFORMATION OF A UNIVERSITY CAMPUS: COMPARISON OF 
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Abstract 
This paper aims to find an approach to reduce temperature levels in a district heating subgrid and the supplied 
buildings at the University Campus in Kassel. The Campus consists mostly of non-residential buildings with high 
building supply temperatures. The district heating network was built in the 1980s. Consequently, there is a need 
for structured renovation to achieve higher energy efficiency, better integration of renewable energy sources and 
therefore lower greenhouse gas emissions. Methodically, two different methods for identifying temperature 
reduction potentials are used to determine which buildings should be focused on when transforming to low 
temperature supply. The two ranking methods, the Kappa method and the excess flow method, are introduced and 
discussed. Since the excess flow method is more established and has already proven its uses, it has been used to 
validate the new Kappa method. It was shown that the ranking from the Kappa method is comparable with the 
excess flow ranking, while still offering a distinct viewpoint from a different technical field. The weaknesses 
discovered in the Kappa method will be further developed and adapted in the future using various implementable 
factors. Furthermore, an extrapolation approach will be used to make statements about the approximate design 
state of the buildings. 

Keywords: district heating, temperature reduction, University Campus, non-residential building, excess flow, 
faulty substations, Kappa method, heating circuit, technical building equipment 

Transition to 4GDH 

Nomenclature: 

�̇�𝑄𝑃𝑃𝑃𝑃𝑃𝑃 heat demand per hour primary side [kW/h] 

�̇�𝑄𝐺𝐺𝐺𝐺𝐺𝐺,𝑚𝑚 heat demand per hour calculated with heat loss 𝐻𝐻𝑔𝑔𝐺𝐺𝑔𝑔 [kW/h] 

�̇�𝑄𝐺𝐺𝐺𝐺𝐺𝐺,ℎ heat demand per hour calculated with heat loss 𝐻𝐻𝐺𝐺𝑒𝑒,ℎ [kW/h] 

�̇�𝑄𝑊𝑊𝑊𝑊 weather-independent demand [kW/h]] 

�̇�𝑄𝑑𝑑𝐺𝐺𝑚𝑚𝑑𝑑𝑑𝑑𝑑𝑑 heat demand per year [MWh/a] 𝐻𝐻𝐺𝐺𝑒𝑒,ℎ dynamic heat loss of the building [kW/K] 

𝜅𝜅 Kappa factor 𝐻𝐻𝑔𝑔𝐺𝐺𝑔𝑔 stationary heat loss of the building [kW/K]  

𝑇𝑇𝑔𝑔,ℎ hourly supply temperature [°C] �̇�𝑚 mass flow [kg/h] 

𝑇𝑇𝑃𝑃,ℎ hourly return temperature [°C] �̇�𝑚𝑚𝑚𝑑𝑑𝑚𝑚 maximum mass flow [kg/h] 

𝑇𝑇𝑃𝑃𝑑𝑑𝑖𝑖𝐺𝐺𝑃𝑃𝑃𝑃𝑖𝑖𝑃𝑃  interior space temperature steady 
20 °C �̇�𝑉𝑑𝑑 annual volume flow [m³/a] 

𝑇𝑇𝑑𝑑 related ambient temperature [°C] �̇�𝑉𝐺𝐺𝑚𝑚𝑒𝑒𝐺𝐺𝑔𝑔𝑔𝑔 excess flow [m³/a] 

𝑇𝑇𝑃𝑃,𝑑𝑑 annual return temperature [°C] �̇�𝑉𝑖𝑖𝑑𝑑𝑃𝑃𝑔𝑔𝐺𝐺𝑖𝑖  target volume flow [m³/a] 

𝑇𝑇𝑃𝑃,𝑖𝑖𝑑𝑑𝑃𝑃𝑔𝑔𝐺𝐺𝑖𝑖  
annual target return temperature 
[°C] 𝑐𝑐𝑝𝑝 specific isobaric heat capacity [kWh/(kg∙K)] 

𝑇𝑇𝑔𝑔,𝑑𝑑 supply temperature annual [°C] 𝜌𝜌 density [kg/m³] 
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1. Introduction 
Network temperature reduction is a prerequisite to realize smart energy systems  and smart thermal grids  as well 
as 4th Generation district heating (4GDH) systems . The goal of all these concepts is a 100 % renewable energy 
system without greenhouse gas emissions. Fault detection and rectification plays an important role to achieve 
temperature reduction, especially in existing networks. Therefore measurement data is used to achieve this 
(Månsson et al. 2018; Xue et al. 2017; Zinko et al. 2005). Faults and other limitations to temperature reduction can 
be found both on the primary (district heating network) and the secondary side (building level) of the substations. 
Typical faults are described e. g. in (Månsson et al. 2019; Bergstraesser et al. 2021). 

One field where the application of new methods to achieve temperature reduction can be tested are the universities 
where the research is conducted, therefore multiple projects to reduce greenhouse gas emissions are and have been 
realized there. For example, the Bremen University of Applied Sciences, Düsseldorf University of Applied 
Sciences or the University of Bremen have developed climate protection concepts (Wilk et al. 2020). Many 
German universities are currently working on projects to improve energy efficiency, especially in the field of 
district heating. The TU Dresden has taken a holistic approach to energy efficiency as part of the Leuphana 
University of Lüneburg Climate Neutral Campus project (Opel et al. 2018). For this purpose, the fields of energy, 
campus development and transport were analyzed with an integral approach. Also at the TU Dresden, research has 
been conducted on the decentralized feed-in of solar energy and its contribution to the decarbonization and 
flexibilization of modern district heating networks (Rosemann et al. 2017). The Institute for Energy and 
Environmental Research Heidelberg (ifeu) shows transformation strategies from fossil central district heating 
supply to grids with higher shares of renewable energies (Paar et al. 2013).  

The research project "EnEff:Stadt/Campus: Campus Kassel 2030 - Concepts and Measures for the Accelerated 
Implementation of the Energy Transition in Higher Education" (CK2030) integrates into these research topics. CK 
2030 deals with the climate neutrality of the University campus in Kassel. The main goal of the project is to reduce 
greenhouse gases emitted by the building’s heating supply. The university's own local heating network supplies 
20 mostly non-residential buildings with local heat and is fed from the municipal district heating network. The 
network of the University of Kassel was built in the 1980s and requires renovation due to its age. Since the entire 
network is to be rebuilt, this offers the opportunity for coordinated planning with the aim of achieving the energy 
efficiency targets for reducing greenhouse gases. A key goal of the project is to reduce the temperatures at which 
the buildings are supplied, and thus reduce the network temperature. The supply and return temperatures are 
currently very high (130 °C / 75 °C). With lower temperatures, renewable energies could be better fed into the 
heating network, and the efficiency of the grid and the buildings could be increased, because lower temperature 
losses occur. The research project attempts to gain a complete overview of the existing situation on the campus 
and to depict the current state as well as to identify potential for reduction. Here, both the viewpoints from the 
network perspective as well as the viewpoint from the building level, up to the heating circuit or room level, are 
examined. This paper deals with two methods that aim to analyze larger pools of buildings and identify buildings 
that are critical for lowering the grid temperatures. The newly developed Kappa method attempts to identify the 
dimensioning condition of mass flow and temperature levels using measurement and consumption data to produce 
a building ranking. The Excess flow analysis sorts buildings based on their excess volumetric flow and defines a 
high return temperature as critical. After the presentation of both methods, they are to be compared with each other 
trying to evaluate Kappa as a newly introduced method, to determine differences and to identify temperature 
reduction potentials. 

 
Fig. 1: Systematic structure of the overall approach 
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2. Kappa method 
The Kappa method is currently still under development. The aim of the method is to examine a large pool of 
buildings for critical ones using as little measurement data as possible. For the method, only measurement data 
from the primary side of the buildings is used, i.e. only data from the substations heat flow meters. Heat demand, 
temperature, and mass flow data in hourly aggregation are evaluated at outside temperatures warmer than the 
design temperature for Kassel of -12 °C (acc. to DIN-TS 12831-1). Based on this data, the buildings that would be 
critical for a reduction of the network temperature can be identified. Once identified, the critical buildings are to 
be investigated in a prioritized manner at the heating circuit and room level in order to determine specific reduction 
potentials. These more in-depth detailed investigations are also being developed as part of the CK 2030 research 
project and described in the EuroSun 2022 conference paper ‘Identification of Temperature Reduction Potentials 
in Heating Circuits based on Measurements’ (Fox, Schüler, Knissel). 

 
Fig. 2: Schematic diagram of a substation 

 

Kappa combines temperature studies and mass flow studies relative to outside temperature. With the help of the 
Kappa factors a building ranking is to be provided, which serves for the decision of further investigations of the 
buildings on the heating circuit level or the room level. Kappa always aims at the design conditions of the buildings, 
i.e., for Kassel the required heating capacity of the buildings at -12 °C outside temperature. Since it cannot be 
assumed that measurements during the design state are possible, another goal of the Kappa method is to extrapolate 
to the design state with measurements outside the dimensioning conditions. The retrieved data from the operating 
technology database are in the core heating months, i.e., November through March.  

Kappa factors can be used to make statements about the spread and mass flow characteristics of buildings. 
Buildings with a low Kappa factor have a low primary side spread and high mass flow at dimensioning conditions 
and buildings with a high Kappa factor have a large spread with low mass flow. To calculate Kappa with the help 
of capacities and to analyze further extrapolation methods, the heating loads of the buildings were calculated with 
different methods as a basis, the consumption analysis according to DIN-TS-12831 and the EAV analyses (energy 
analyses from consumption) (Wolff et al. 2019). The EAV method evaluates the efficiency of buildings and energy 
supply as well as user behavior based on consumption measured at monthly or weekly intervals. The calculated 
performances of the DIN-TS 12831 analysis were used for the further investigations. 

2.1 Calculation of the Kappa factor 
In the following, the calculation of the Kappa factor and its derivation is explained. The initial equation of the 
Kappa approach equates two heat flows (e.q. 1). �̇�𝑄𝑃𝑃𝑃𝑃𝑃𝑃 describes a heat demand per hour on the primary side of the 
building and is calculated using the hourly values of the mass flow and the supply and return temperatures. �̇�𝑄𝐺𝐺𝐺𝐺𝐺𝐺 ,𝑚𝑚  
calculates the heat demand via the heat loss of the building and the temperature difference between the outside and 
interior temperature: 

�̇�𝑄𝑃𝑃𝑃𝑃𝑃𝑃 = �̇�𝑄𝐺𝐺𝐺𝐺𝐺𝐺,𝑚𝑚  with  �̇�𝑄𝑃𝑃𝑃𝑃𝑃𝑃 = �̇�𝑚 𝑐𝑐𝑝𝑝 �𝑇𝑇𝑔𝑔,ℎ − 𝑇𝑇𝑃𝑃,ℎ�  and  �̇�𝑄𝐺𝐺𝐺𝐺𝐺𝐺 ,𝑚𝑚 = 𝐻𝐻𝑔𝑔𝐺𝐺𝑔𝑔(𝑇𝑇𝑃𝑃𝑑𝑑𝑖𝑖𝐺𝐺𝑃𝑃𝑃𝑃𝑖𝑖𝑃𝑃 − 𝑇𝑇𝑑𝑑)   (eq. 1) 
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𝐻𝐻𝑔𝑔𝐺𝐺𝑔𝑔 describes the heat loss of a building and is usually based on the temperature difference of the outside 
temperature (often in 1 Kelvin steps). Since the determination of 𝐻𝐻𝑔𝑔𝐺𝐺𝑔𝑔 from monthly values is a steady state, an 
additional hourly dynamic heat loss coefficient 𝐻𝐻𝐺𝐺𝑒𝑒, ℎ  is formed to check the approach. 𝐻𝐻𝑔𝑔𝐺𝐺𝑔𝑔 corresponds to the 
slope of the parallel-shifted straight line from the approximate determination of the building heating load according 
to DIN/TS 12831-1. The analysis according to DIN 12831-1 was carried out parallel to the Kappa method using 
consumption data on a monthly basis of the buildings over the last three to four years. 𝐻𝐻𝐺𝐺𝑒𝑒, ℎ  as a dynamic 
coefficient is formed from the measured data in hourly aggregation (e.q.2). 

𝐻𝐻𝐺𝐺𝑒𝑒,ℎ = �̇�𝑚 𝑒𝑒𝑝𝑝 �𝐺𝐺𝑠𝑠,ℎ−𝐺𝐺𝑟𝑟,ℎ�
(𝐺𝐺𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑖𝑖𝑖𝑖𝑟𝑟−𝐺𝐺𝑎𝑎)

         (eq. 2) 

For the approach, the capacity of the different calculable heat flows are compared, so that an evaluation of the 
differences between dynamic and steady-state consideration is possible (eq. 3). The following heat flows are used. 
𝑇𝑇𝑃𝑃𝑑𝑑𝑖𝑖𝐺𝐺𝑃𝑃𝑃𝑃𝑖𝑖𝑃𝑃  is assumed as static interior temperature with 20°C acc. to (ASR A3.5 2010). 

�̇�𝑄𝐺𝐺𝐺𝐺𝐺𝐺 , ℎ = 𝐻𝐻𝐺𝐺𝑒𝑒, ℎ(𝑇𝑇𝑃𝑃𝑑𝑑𝑖𝑖𝐺𝐺𝑃𝑃𝑃𝑃𝑖𝑖𝑃𝑃 − 𝑇𝑇𝑑𝑑) and �̇�𝑄𝐺𝐺𝐺𝐺𝐺𝐺, 𝑚𝑚 = 𝐻𝐻𝑔𝑔𝐺𝐺𝑔𝑔(𝑇𝑇𝑃𝑃𝑑𝑑𝑖𝑖𝐺𝐺𝑃𝑃𝑃𝑃𝑖𝑖𝑃𝑃 − 𝑇𝑇𝑑𝑑)    (eq. 3) 

If the building under consideration is a substation that simultaneously represents weather-independent demands, 
e.g. hot water, both the heat flow and the Kappa factor must be added by the weather independent demands (eq. 4). 
�̇�𝑄𝐺𝐺𝐺𝐺𝐺𝐺,𝑚𝑚  is then calculated as follows: 

�̇�𝑄𝐺𝐺𝐺𝐺𝐺𝐺,𝑚𝑚 = �̇�𝑄𝑊𝑊𝑊𝑊 + 𝐻𝐻𝑔𝑔𝐺𝐺𝑔𝑔(𝑇𝑇𝑃𝑃𝑑𝑑𝑖𝑖𝐺𝐺𝑃𝑃𝑃𝑃𝑖𝑖𝑃𝑃 − 𝑇𝑇𝑑𝑑)       (eq. 4) 

During the investigation it was found that the steady-state and dynamic heat flow are comparable. Equating the 
heat flows is possible because the dynamically calculated capacity �̇�𝑄𝐺𝐺𝐺𝐺𝐺𝐺 , ℎ with 𝐻𝐻𝐺𝐺𝑒𝑒,ℎ is identical to the calculated 
capacity from �̇�𝑄𝑃𝑃𝑃𝑃𝑃𝑃. By the equation of the two heat fluxes the following transformation for dimensionless Kappa 
can be derived (eq. 5). 

�̇�𝑄𝑃𝑃𝑃𝑃𝑃𝑃 = �̇�𝑄𝐺𝐺𝐺𝐺𝐺𝐺 , ℎ equals �̇�𝑚 𝑐𝑐𝑐𝑐 �𝑇𝑇𝑔𝑔,ℎ − 𝑇𝑇𝑃𝑃,ℎ� = 𝐻𝐻𝐺𝐺𝑒𝑒,ℎ (𝑇𝑇𝑃𝑃𝑑𝑑𝑖𝑖𝐺𝐺𝑃𝑃𝑃𝑃𝑖𝑖𝑃𝑃 − 𝑇𝑇𝑑𝑑) 

𝜿𝜿 = (𝑻𝑻𝒔𝒔,𝒉𝒉−𝑻𝑻𝒓𝒓,𝒉𝒉)
(𝑻𝑻𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒓𝒓𝒊𝒊𝒊𝒊𝒓𝒓−𝑻𝑻𝒂𝒂)

= 𝑯𝑯𝒊𝒊𝒆𝒆,𝒉𝒉

𝒄𝒄𝒑𝒑 �̇�𝒎
         (eq. 5) 

When considering including weather-independent demands, such as water heating, the calculation must be 
completed with the weather-independent capacity (eq. 6). 

 𝜅𝜅 = (𝐺𝐺𝑠𝑠,ℎ−𝐺𝐺𝑟𝑟,ℎ)
(𝐺𝐺𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑖𝑖𝑖𝑖𝑟𝑟−𝐺𝐺𝑎𝑎)

 = 
𝐻𝐻𝑖𝑖𝑒𝑒,ℎ

𝑒𝑒𝑝𝑝∙�̇�𝑚
 + 𝑄𝑄𝑊𝑊𝑊𝑊

�̇�𝑚∙𝑒𝑒𝑝𝑝∙(𝐺𝐺𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑖𝑖𝑖𝑖𝑟𝑟−𝐺𝐺𝑎𝑎)
       (eq. 6) 

The idea of the approach is that Kappa at conditioning temperature can also be determined from the steady-state 
observation with 𝐻𝐻𝑔𝑔𝐺𝐺𝑔𝑔 (eq. 7). For this, however, the maximum mass flow of the system must be known. The 
derivation of the maximum mass flow approach and the possibility of extrapolation are explained in more detail 
in section 1.6. 

𝜅𝜅 = 𝐻𝐻𝑔𝑔𝑖𝑖𝑠𝑠
𝑒𝑒𝑝𝑝∙𝑚𝑚𝑚𝑚𝑎𝑎𝑚𝑚̇

          (eq. 7) 

�̇�𝑄𝑃𝑃𝑃𝑃𝑃𝑃 heat demand per hour primary side [kW/h] 

�̇�𝑄𝐺𝐺𝐺𝐺𝐺𝐺,𝑚𝑚 heat demand per hour calculated with heat loss 𝐻𝐻𝑔𝑔𝐺𝐺𝑔𝑔 [kW/h] 

�̇�𝑄𝐺𝐺𝐺𝐺𝐺𝐺,ℎ heat demand per hour calculated with heat loss 𝐻𝐻𝐺𝐺𝑒𝑒,ℎ [kW/h] 

�̇�𝑄𝑊𝑊𝑊𝑊 weather-independent demand [kW/h]] 

𝐻𝐻𝐺𝐺𝑒𝑒,ℎ dynamic heat loss of the building 
[kW/K] 

𝐻𝐻𝑔𝑔𝐺𝐺𝑔𝑔 stationary heat loss of the building [kW/K]  

𝑇𝑇𝑔𝑔,ℎ hourly supply temperature [°C] �̇�𝑚 mass flow [kg/h] 

𝑇𝑇𝑃𝑃,ℎ hourly return temperature [°C] �̇�𝑚𝑚𝑚𝑑𝑑𝑚𝑚 maximum mass flow [kg/h] 

𝑇𝑇𝑃𝑃𝑑𝑑𝑖𝑖𝐺𝐺𝑃𝑃𝑃𝑃𝑖𝑖𝑃𝑃  interior space temperature steady 
20 °C 𝑐𝑐𝑝𝑝 specific isobaric heat capacity [kWh/(kg∙K)] 

𝑇𝑇𝑑𝑑 related ambient temperature [°C] 𝜅𝜅 Kappa factor 
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2.2 Estimation of the Kappa factor 
Using the Kappa calculation based on the temperature differences (e.q. 5), Kappa factors can be calculated for 
different outside temperatures and spreads. The Kappa factors are generally valid for those different temperature 
spreads in relation to the outside temperature and can be estimated as shown in Tab. 1. The generally valid Kappa 
values (y-axis) can be plotted graphically against the outside temperature (x-axis) (Fig. 3) and give an indication 
about the behavior of the Kappa factors in relation to the outside temperature.  

Estimation of substation 
dimensioning 

∆ 𝑻𝑻𝒔𝒔𝒔𝒔𝒑𝒑𝒑𝒑𝒔𝒔𝒔𝒔−𝒓𝒓𝒊𝒊𝒊𝒊𝒔𝒔𝒓𝒓𝒊𝒊 𝒂𝒂𝒊𝒊 − 𝟏𝟏𝟏𝟏 °𝐂𝐂 𝑻𝑻𝒂𝒂 Kappa factor 

Large 10 K 0,31 

Exactly 40 K 1,25 

Small 60 K 1,88 

Tab. 1: Estimation of Kappa factors 

 
Fig. 3: General Kappa factors for different temperature spreads applied over the outside temperature 

2.3 Kappa analysis for an example building 
The Kappa factors that can be calculated for each building from the measurement data of the building control 
system can be entered in the basic diagram for better graphical classification (Fig. 4). The hourly calculated Kappa 
factors (y-axis) and their characteristics along the base Kappa factors can then be visualized in reference to the 
outside temperature (x-axis). The relationships between Kappa factor, dimensioning condition, spread, and mass 
flow are then easier to read in relation to the general Kappa values. Also, the behavior of the building in relation 
to the outside temperature is clearly readable. 

 
Fig. 4: Kappa factors for an example building with Kappa factor at dimensioning condition -12 °C 
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2.4 Results campus analysis with Kappa 
The building stock of the south campus was analyzed with Kappa. Because measurement data were available that 
lie within the dimensioning condition – 12 °C (measurement period January 2021 to March 2021, temperatures 
down to approximately -17 °C), an extrapolation to dimensioning condition wasn`t necessary. The extrapolation 
approach is explained in more detail in section 1.6. The Kappa factors were compared in a ranking (Fig. 5). 
Therefore, they were graphically plotted for each building at dimensioning conditions (y-axis left) and the 
corresponding spreads were placed on the second y-axis for a better graphical overview. These factors are not a 
specific Kappa value at -12 °C but the average of the Kappa values between -11 °C and -13 °C. 

 

 
Fig. 5: Building ranking by Kappa factor – less critical with low Kappa factor, more critical with high Kappa factor for the 

university campus 

Depending on other known building factors, such as year of construction, renovation status, etc., the result is 
unexpected, as new buildings are identified as critical for network temperature reduction. A low temperature spread 
on the primary side has a beneficial effect on the regulation of the heating circuit level. If the spread is increased 
on the primary side, this does not necessarily have a direct effect on the secondary side and thus does not result in 
an adjustment of the temperature spread on the heating circuit level. The oversizing of the substation can be used 
to generate the required heating output. The limiting factor of the system is then the maximum deliverable mass 
flow.  

For each building, a Kappa diagram similar to Fig. 4 was generated. Upon closer examination of the respective 
Kappa data sets and examination of the resulting Kappa diagrams for each building, different types of buildings 
were identified. 

2.5 Learnings different building types 
It was discovered that the originally assumed unregulated approach (that a maximum mass flow is present in all 
buildings) does not apply. By comparison of all buildings graphics three building types could be identified:  

• Type M: In these buildings, the maximum mass flow is applied on the primary side (Fig. 6) 

• Type dT: The temperature level, spread and mass flow of the building is regulated according to the outside 
temperature and along a predetermined spread (Fig. 7) 

• Type flex: Is unclearly regulated. By eliminating operating hours and weekend setbacks, type flex 
buildings can be assigned to type dT buildings. 

Compared to a conventional control of substations, the type M is more unusual and not preferable. Modern 
substations are usually regulated in the same way as the dT building types. 
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Fig. 6: Kappa analysis type M building Fig. 7: Kappa analysis type dT building 

2.6 Extrapolation approach dimensioning conditions 
In order to test the original goal of the Kappa approach, the use of measurement data outside the dimensioning 
temperature and the extrapolation to dimensioning conditions, the existing measurement data was examined in 
different time periods. For this purpose, the original data set from January 2021 to March 2022 was divided into 
three monthly periods of four weeks. To check the plausibility of the individual data records and the possibility of 
extrapolation, the maximum mass flow calculation (eq. 7) was used for the example building. The data of the 
maximum mass flow was preselected and only the average of the upper 5% percentile was used. For buildings of 
type M, the Kappa of the dimensioning condition could be calculated approximately from these maximum mass 
flow Kappa values of the respective monthly periods. In comparison, the Kappa factors of the individual months 
are as follows: January 𝜅𝜅 = 1,02 (green), February 𝜅𝜅 = 0,97 (purple) and March 𝜅𝜅 = 0,95 (blue). The average 
Kappa factor for the example building at dimensioning condition according to Fig. 4 is 𝜅𝜅 = 1,02. The calculation 
is approximately accurate by +/- 5 K spread at design level or else deviates by 0.07 among the Kappa factors (Fig. 
8). The Kappa factors were plotted against the average outdoor temperature for the measurement period. Thus, for 
buildings of type M a rough extrapolation to dimensioning conditions via the calculation of the steady-state heat 
loss coefficient and the maximum mass flow (eq. 7) is possible. For buildings of type dT and flex this does not 
apply. The reason for this is that the maximum mass flow cannot be derived from the Kappa factors which are 
controlled by a predetermined spread according to the outside temperature. Thus, it is unknown whether the Kappa 
factor at design condition corresponds to the maximum mass flow of the system or not. In addition, calculations 
were carried out for the dT types and produced unplausible results for the Kappa extrapolation. 

 

 
 

Fig. 8: Extrapolation for a Type M building to dimensioning conditions with Kappa factors and  
measurements beyond dimensioning condition 
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2.7 Outlook Kappa 
The Kappa method yields a ranking prioritizing the regulation potential of a building. Buildings with a low Kappa 
factor should be more easily adjustable to a lower network temperatures and buildings with a high Kappa factor 
could be more critical. The reason for this is the assumption that buildings with a high temperature spread and high 
mass flow on the primary (network) side are already maxed out during dimensioning conditions and have less 
regulation potential on the secondary (heat circuit) side. At the moment, Kappa doesn’t define a potential of 
temperature reduction yet and is focusing on the “as build” or better “in use” status of the buildings and heat 
exchangers. Fig. 5 has shown the Kappa factors for the period from 01.01.2021 to 31.03.21 and their level of 
temperature spread in dimensioning conditions. The Kappa factor was able to presort critical buildings out of the 
stock but for further analysis the ranking needs to be adjusted. In further steps Kappa needs to be corrected by 
other factors. To finalize the ranking aspects like the building’s year of construction, the year of installation of the 
heat exchangers (state of renovation), the temperature spread on the heat circuit level and the kind of heat circuits 
(static, dynamic, hot water, etc.) could be considered and weighted. A type assignment of the different Kappa 
building types via the building use is currently not possible. Current evaluations show that the age of a substation 
could be a hint for a type M or type dT buildings. 

Since Kappa can only be extrapolated for type M buildings and the mass flows for the types dT are not known, the 
different types and Kappa factors cannot be clearly compared. So, the goal of the extrapolation approach (Fig. 8) 
only works for buildings that have type M in and thus provide comparability. The goal of the upcoming research 
steps is also to correct the Kappa factors of the type dT buildings. Based on the available valve position data, which 
is accessible via the building control system, Kappa for dT buildings could be corrected. The maximum mass flow 
could then be calculated with this valve data and thereby provide comparability among the buildings Kappa factors. 
If this correction for Kappa is possible, Kappa factors could be determined for large building stocks of type M and 
dT with little effort. Only the information for 𝐻𝐻𝑔𝑔𝐺𝐺𝑔𝑔 from a DIN/TS 12831-1 demand analysis and the maximum 
mass flow (eq. 7) plus the correction factor for the valves would be needed. 

3. Excess flow method 

Many substations in existing district heating (DH) grids do not achieve an optimal efficiency which often 
corresponds to high return temperatures. In order to achieve lower return temperatures, the excess flow method 
was developed in the IEA DHC Annex VII “Improvement of Operational Temperature Differences in District 
Heating Systems”  (Zinko et al. 2005). It allows to identify those customers that contribute the most to a high 
return temperature. Higher than required volume flow rates through a substation are the cause of unwanted high 
return temperatures. That is why, for each substation an excess flow is calculated, that is equal to the difference of 
the actual volume flow from a target volume flow, see (eq. 8). 

 

 

�̇�𝑉𝐺𝐺𝑚𝑚𝑒𝑒𝐺𝐺𝑔𝑔𝑔𝑔 = �̇�𝑉𝑑𝑑 − �̇�𝑉𝑖𝑖𝑑𝑑𝑃𝑃𝑔𝑔𝐺𝐺𝑖𝑖   (eq. 8) (Heimo Zinko et al. 2005) 

 =  
�̇�𝑄𝑑𝑑𝐺𝐺𝑚𝑚𝑑𝑑𝑑𝑑𝑑𝑑
𝜌𝜌 ⋅ 𝑐𝑐𝑝𝑝

⋅ �
1

𝑇𝑇𝑔𝑔 − 𝑇𝑇𝑃𝑃,𝑑𝑑
−

1
𝑇𝑇𝑔𝑔 − 𝑇𝑇𝑃𝑃,𝑖𝑖𝑑𝑑𝑃𝑃𝑔𝑔𝐺𝐺𝑖𝑖

� 

    
�̇�𝑄𝑑𝑑𝐺𝐺𝑚𝑚𝑑𝑑𝑑𝑑𝑑𝑑 heat demand per year [MWh/a]   

𝑇𝑇𝑃𝑃,𝑑𝑑 annual return temperature [°C] �̇�𝑉𝑑𝑑 annual volume flow [m³/a] 

𝑇𝑇𝑃𝑃,𝑖𝑖𝑑𝑑𝑃𝑃𝑔𝑔𝐺𝐺𝑖𝑖  
annual target return temperature 
[°C] �̇�𝑉𝐺𝐺𝑚𝑚𝑒𝑒𝐺𝐺𝑔𝑔𝑔𝑔 

excess flow [m³/a] 

𝑇𝑇𝑔𝑔,𝑑𝑑 supply temperature annual [°C] �̇�𝑉𝑖𝑖𝑑𝑑𝑃𝑃𝑔𝑔𝐺𝐺𝑖𝑖 target volume flow [m³/a] 

𝜌𝜌 density [kg/m³] 𝑐𝑐𝑝𝑝 specific isobaric heat capacity [kWh/(kg∙K)] 
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To define the target volume flow, a target temperature difference is needed, it is composed of the yearly mean 
supply temperature and a yearly mean target return temperature. All temperatures should be weighted by the 
volume flow to get an accurate measure of the influence on a raised return temperature. The application of the 
excess flow method and its validation for fault detection is described in more detail in (Bergstraesser et al. 2021). 

 
Fig. 9: Excess flow ranking with return temperature reduction 

 
Fig. 9 shows the calculated excess flow for the year 2021 from 22.01.2021 to 26.01.2022 and includes all 
substations that were accessible. The substations (x-axis) are sorted by excess flow and represented by points 
colored in accordance with whether or not they reach the target temperature difference. A positive excess flow i.e., 
a higher than target return temperature is colored red, while a negative excess flow i.e. a lower than target return 
temperature is colored in green. Additionally, the return temperature reduction is shown when measures in 
substations are taken depending on the ranking by excess flow. E.g. measures in six substations, that achieve the 
target temperature difference, will result in a return temperature reduction of about 15 K for the whole network.  

4. Comparison of the methods 
Since the excess flow method has already been validated for multiple substation types, it can be used to compare 
the results from the Kappa method. Fundamentally, the methods show two different points of view. The excess 
flow method shows the view of the local heating network and ranks substations according to return temperature. 
The Kappa method analyses the buildings in the first step independently of the local heating network and tries to 
identify the regulation potential of the buildings. The secondary side (heating circuits) of the buildings is thereby 
not yet observed. Since one method identifies regulation potential and the other looks for errors in the regulation, 
the building rankings are, as expected, not identical. If the two rankings are plotted against each other, it is 
noticeable that they are almost opposite. This is shown in Fig. 10, which confirms the differences since a high 
value of Kappa, or a high excess flow is considered indicative for a critical building in both rankings. 

 
Fig. 10: Kappa ranking sorted by building and displaying the respective excess flow 
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By generating the reciprocal of Kappa, the readability between the two rankings was further improved (Fig. 11). 
It can be observed that the rankings are almost identical, with a few exceptions. Differences between the two 
methods can be attributed to various factors. Kappa only considers measurement data from a winter period and at 
dimensioning condition of -12 °C. In addition, Kappa is based on an aggregation on an hourly basis. Furthermore, 
different factors are included in the Kappa factor ranking, such as the measured spread, the mass flow, the heat 
loss coefficient, and the dimensioning temperature of the interior spaces. Excess flow is calculated on the basis of 
the target network temperature, the heat demand of the building and the current return temperature. These are 
annual average values. The excess flow ranking is also weighted by the amount of total heat demand per building/ 
substation. Fig. 9 shows this deviation very clearly, as the buildings ING I, K9 and ING II are buildings with a 
high heating requirement, building volume and floor space. These buildings differ greatly in their ranking between 
the excess flow and the Kappa method. 

 

 
 

Fig. 11: Kappa ranking sorted by building and displaying the respective excess flow  
with opposite Kappa value (1/Kappa factor)  

 

5. Discussion 
It was shown that Kappa can be a useful approach for ranking a large building pool. However, as a newly developed 
method, dimensionless Kappa still requires further development and consideration. Above all, the comparability 
of building types M and dT is a major task for the next research steps. There are different approaches to this: Either 
the already described correction of the type dT buildings via the valve position in the return temperature line of 
the substation station, or an artificial generation of a type M building. For this purpose, the valves of the return 
temperature line (Fig 2) could be fully opened during the measuring phase and thus the maximum mass flow of 
the system artificially generated. This would result in additional losses in the heating system, but these would only 
be limited to the measurement period. The maximum mass flow could then be used to determine the design 
conditions using the simplified approach for Kappa with the heat loss coefficient (eq. 7). 

The current research approach has shown in Fig. 11 that the ranking is nearly similar but does not completely 
match due to the size of buildings and transfer stations. The excess flow analysis approach of including the 
substation size could also be applicable to Kappa and could also be taken into consideration with the help of the 
oversizing factors of the DIN-TS-12831 analysis. As part of the research project, further building rankings were 
also created using the DIN/TS 12831-1 consumption analysis. There the buildings were sorted based on their 
oversizing factor in terms of heat demand at dimensioning condition (total heat exchanger capacity in relation to 
the required capacity according to DIN-TS 12831 consumption analysis). This ranking is also still in development 
and will be weighted, for example, by the known temperatures of the heating circuits. The Kappa method will also 
be compared with this ranking method in the next research step.  

The dimensionless Kappa factors could be weighted by the maximum size of the substation or the actual heat 
demand of the buildings. This could lead to a further approximation to the excess flow method. The advantage of 
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a validated Kappa method would be a statement about the mass flow and spreading behavior of a building at design 
temperature. These statements could then be determined with a small amount of measurement data or simple 
measurement methods and provide a very differentiated picture of a building. 

In the next step, the possibility to determine a reduction potential for the building using the Kappa factors should 
be developed. The idea is to be able to draw conclusions on this with the help of the investigated dimensioning 
condition. Therefore, a connection between the primary side (substation) and the secondary side (heating circuits) 
must be made. Once Kappa has been finally compared and validated with the other methods, an examination of 
the differences and potentials of the methods could be carried out. 

6. Conclusion and Outlook 
Kappa is a newly introduced calculation approach for the design state of buildings in terms of their temperature 
spread level and mass flow based on measured data during winter. Kappa can be calculated in two different ways, 
via the heat loss coefficient and mass flow or via the temperature differences (eq. 5). The calculated Kappa factors 
can be used as a basis to rank large building pools according to existing control potentials of the substation (primary 
side) from the buildings point of view. The extrapolation approach, using short measurement periods warmer than 
the dimensioning condition to conclude the design condition, and the simplified approach for Kappa via 𝐻𝐻𝑔𝑔𝐺𝐺𝑔𝑔 and 
�̇�𝑚𝑚𝑚𝑑𝑑𝑚𝑚 (eq. 7) currently only works for buildings of type M (the maximum possible mass flow is provided on the 
primary side). 

The ranking of the Kappa method and the excess flow method can be roughly compared as shown in Fig. 11. The 
deviations can be explained by the differences in the period of consideration of each methodical approach and the 
weighted heat demand in the excess flow analysis. Kappa was validated with the help of the excess flow analysis 
and seems reasonable for sorting the buildings. However, further in-depth investigations are required for an exact 
comparison and validation of the Kappa method, especially for the different building types and the extrapolation 
approach.  

As shown in the discussion, there are two basic approaches to correcting Kappa in the future. First, the approach 
of correcting kappa using the available valve position data and the artificial maximum mass flow will be tested. 
At the same time, kappa will be compared with the ranking from the DIN-TS-12831 analysis for further validation. 
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Abstract 

In order to achieve the highest CO2 savings at a district level, a holistic planning of the renovation process is 

necessary in which the synergies between building retrofitting and the modernization of the energy supply are 

taken into account. In this study, an integrative energy retrofitting approach is applied to a small area of a 

university campus. It is shown that building renovations create valuable opportunities for the transformation and 

decarbonization of the heating and cooling supply. By considering specific boundary conditions during 

renovation, previously untapped waste heat potential from data centers and process cooling can be locally used 

for building heating, leading to CO2-savings of 850 t/a. A modernization of the district heating network and the 

usage of a seasonal geothermal storage further increase the CO2-savings up to 1100 t/a. Furthermore, the presented 

concept is economically attractive, with a payback period of 5-10 years and a levelized cost of energy of up to 

7.5 €cents/kWh. 

Keywords: building renovation, district heating and cooling, energetic district retrofitting, waste heat, geothermal 

storage 

1. Introduction 

The heating and cooling sector accounts for 50% of Europe’s final energy demand and is mainly based on fossil 

fuels. A rapid and efficient decarbonization of this sector requires not only the acceleration of building 

refurbishments but also increasing the share of renewable energies and promoting the integration of waste heat 

into the built environment (European Comission, 2016). Because of the different stakeholder structure of the 

supply side and of the demand side, improvements in the energy efficiency of buildings and district energy systems 

(DES) are rarely considered in tandem.  However, combining building retrofitting, district heating and cooling 

improvements and renewable energy generation into an integrative approach allows for a more cost-effective and 

faster decarbonization of the building stock (BPIE, 2018). This has been recognized by the European Commission 

in its “Renovation Wave for Europe” strategy (Europeam Commission, 2020) which explicitly addressees the 

importance of an integrated, neighborhood-based approach in which the co-benefits of building renovation are 

used to decarbonize the heating and cooling sector.  

Limited studies have investigated a holistic approach to renovation at district scale and the interactions between 

demand and supply side energy efficiency measures. For example, (Pozzi et al, 2021) has assessed the synergies 

between building retrofit and district heating networks (DHN) for the city of Milano and showed that for some 

areas of the city, the combination of building retrofit and 4th generation district heating (4GDH) can achieve a 

reduction in emissions of up to 65%, larger than for other scenarios. In (Delmastro et al, 2017), a methodology 

for analyzing the impact on building renovation projects on the investment strategies for DHN is proposed. 

Furthermore, (Lündstrom and Wallin, 2015) and (Le Truong et al, 2014) have proved the necessity for considering 

the interaction between end-use energy saving measures and supply systems for district-heated buildings. 

However, the majority of these studies consider a combination of building retrofit and the construction of new 

low temperature 4GDH or the effects of building retrofitting on existing district heating networks.Moreover, the 

cooling supply and local energy resources such as waste heat potentials or renewable energies are not assessed.  

In this context, this study aims to present a holistic renovation concept that showcases the synergies between 

International Solar Energy Society EuroSun2022 Proceedings

 

© 2022. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientiic Committee
doi:10.18086/eurosun.2022.10.09 Available at http://proceedings.ises.org 953



 
building renovations and the transformation of the heating and cooling supply for a small campus area. A 

transformation strategy for the DHN to support low-temperature waste heat integration while still being able to 

supply unrefurbished buildings with high temperature heat is also described. 

2. Description of the case study 

In the framework of the “Energy Efficient Campus Berlin-Charlottenburg (EnEff:HCBC) project, refurbishment 

scenarios and energy efficiency solutions for heating and cooling have been assessed at the scale of a university 

campus district. In the first phase of the project, a decision-support methodology for the integrated energy 

retrofitting of the university campus was developed (Stanica et al, 2021a). This consisted of a combination of 

energy conservation and renewable energy generation measures. The second phase of the project focuses on 

detailed feasibility analyzes for holistic energetic modernization concepts that examine both the demand side and 

the supply of heating and cooling. 

For this study, a small area of a university campus consisting of 7 buildings with an annual heat demand of ca. 

10.3 GWh/a and a cooling demand of 4.7 GWh/a has been chosen (buildings B1 to B7 in Figure 1:).  The building 

complex presents with a high waste heat (WH) potential (5.9 GWh), from data centers and process cooling that 

currently can’t be used efficiently due to the high temperature requirements of the buildings. However, most of 

the buildings will be successively renovated in the next decade, creating an opportunity for the energetic 

transformation of the heating supply structure and for the efficient utilization of the waste heat potential. Since 

the building complex is supplied with heat by a branch of the 3-level municipal DHN (represented in violet in 

Figure 1:), a hydraulic separation of the branch from the main network is possible. This would allow a lowering 

of supply temperatures and the feed-in of decentralized waste heat sources into the network branch. 

 

Figure 1: Campus and network layouts  

To derive a holistic heating and cooling supply concept that considers the existing network infrastructure and the 

synergies with building renovations, a series of steps were necessary. Firstly, the existing waste heat potential was 

assessed and a concept for its efficient utilization was developed. Taking into account the technical requirements 

of the waste heat recovery and of the building heating systems, a concept for the transformation of the DHN 

branch was developed and its technical feasibility was assessed. Finally, the synergies and requirements for the 

building renovation were derived and the economic and ecologic feasibility of the proposed solutions were 

assessed for different scenarios. 

3. Cooling supply and waste heat recovery   

A concept for the modernization of the heating and cooling supply on the campus has been developed in which 

chillers also serve as heat pumps during the heating period (see Figure 2:). To achieve this, the temperature of the 
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heat sink is raised in accordance with the temperature level of the building’s heating system or that of the heating 

network in which the waste heat will be fed in.  

 

Figure 2: Waste heat recovery concept 

For the concept design and the economic evaluations, a hydraulic diagram for the holistic heating and cooling 

generation was created (see Figure 3:. 

 

Figure 3:  The hydraulic connection concept of the heating and cooling supply on campus  

3.1 Cooling supply 

The cooling demand of the buildings is covered by a cooling network that connects not only the buildings included 

in this study, but also additional buildings in their proximity. The existence of a cooling network enhances the 

flexibility of the concept since the cooling load can be shifted to the chillers with more favorable operating 

characteristics and a suitable waste heat feed-in location. By employing high-level control algorithms (Kononenko 

et all, 2021), the security of supply can be guaranteed and significant energy savings can be achieved.  

Since the supply and return temperatures of the cooling network (6°C and 12°C respectively) are in the range of 

near-surface geothermal energy, a borehole geothermal system can be directly connected to the cooling network 

and act as a cooling storage.  In winter, the geothermal borehole storage acts as an additional energy source for 

the heat pumps, enabling the generation of additional renewable heat. Through this process, the underground 
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storage is cooled and can then be used for passive cooling of the buildings in summer, thus leading to electricity 

savings.  

Another cooling efficiency measure is the use of free cooling for low outdoor temperatures. This requires a 

hydraulic separation between the recooling circuit and the cooling network. The manufacturer of the chillers 

recommended the use of a heat exchanger between the recooler and the chiller or the cooling network. Considering 

the temperature difference between the two sides of the heat exchanger means that free cooling can occur for 

outside temperatures above 0°C. 

3.2 Heat recovery and feed-in  

The waste heat recovery from the chillers can be achieved by using the chillers as a heat pump and setting the 

condensation temperature accordingly to that of the heat demand. For the existing chillers, this requires the 

exchange of the air-cooled condensers with new, water-cooled ones. However, the maximum heat temperature 

that can be achieved is 55°C. Additionally, a temperature difference of at least 10 K between the supply and the 

return of the condenser needs to be guaranteed. The generated heat will then be fed in into the district heating 

network (see Chapter 4 and distributed to the heat consumers.  

This allows the utilization of approx. 3.3 GWh/a waste heat from cooling process to be used for the heating of the 

buildings. The additional electrical effort for heat generation depends on the desired temperature level. For 

example, in the case of medium temperature radiators (see Chapter 5 amounts to only 0.5 GWh/a, resulting in an 

average COP(Coefficient of performance) of 6. Furthermore, by using a geothermal borehole storage for passive 

cooling in summer and as a heat source for the heat pumps in winter, a further 0.5 GWh/a of the heat demand can 

be covered by renewable energies. In this case, the additional electrical effort and the average COP are of 0.48 

GWh/and 8 respectively. The lower additional electrical effort is due to the fact that, through passive cooling with 

the geothermal storage in summer, the power consumption for cooling in summer can be reduced by about 

0.18 GWh/a, thus offsetting a part of the additional electricity consumption for the waste heat recovery in winter. 

For both cases, the values are well above the usual performance for conventional heat pump applications (Miara 

et al. 2013).  

The average COP is defined as annual energy ratio between the used heat (Qhr,tot) and the additional electrical 

consumption for heat recovery (see also eq. 1). The last term will be defined as the difference between the total 

electrical energy consumption of the chillers with heat recovery (Pel., hr, tot) and the electrical energy consumption 

of the chillers in cooling mode only as a reference case (Pel.,cool,tot).   

𝐶𝑂𝑃 =
𝑄ℎ𝑟,𝑡𝑜𝑡

𝑃𝑒𝑙.,ℎ𝑟,𝑡𝑜𝑡  − 𝑃𝑒𝑙.,𝑐𝑜𝑜𝑙,𝑡𝑜𝑡  
   (eq. 1) 

For the scenario with geothermal storage, the term Pel.,hr,tot also includes the electrical energy consumption of the 

storage pump. However, through the usage of the storage in the summertime for the passive cooling, the electrical 

energy consumption for cooling will be reduced and thus result in a higher COP.  

4. Transformation of the district heating 
network (DHN)  

Since the waste heat potential of some buildings exceeds their heat demand, an integration of the surplus heat into 

the DHN for transport to buildings without waste heat would increase its utilization rate and the CO2-savings. 

Currently, the municipal district heating network is composed by two high temperature (80-110°C) supply pipes 

and a mixed return pipe. 

In order to efficiently utilize the waste heat potential, multiple boundary conditions need to be considered. Firstly, 

waste heat is only available for temperatures above 0°C since below this temperature it is energetically more 

efficient to use free cooling. Furthermore, maximum supply and return temperatures of 55°C and 45°C 

respectively and a minimum temperature difference of 10K must be guaranteed on the condenser side. This means 

that, as a prerequisite for the waste heat integration following the renovation of the buildings, the temperature 

requirements for HVAC systems must be lowered (see Chapter 5). This will allow the transformation of the 

existing high-temperature (HT) network into a network with two temperature levels and decentralized producers 

as illustrated in Figure 4. In this concept, the remaining high temperature consumers (e.g.  unrefurbished buildings) 
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will continue to be supplied with municipal district heat by a high temperature level, whereas the renovated 

buildings will be supplied by a low temperature network level in which waste heat is fed in. 

 

Figure 4: Concept for a DHN with two temperature levels and efficient integration of waste heat  

In order to reduce the supply temperature and the pressure level in the network branch that supplies the building 

complex, the branch will be hydraulically separated from the primary DHN. The primary network will therefore 

act as a central producer to the secondary network whereas the waste heat sources will act as decentralized 

producers. It was shown in (Stanica et al, 2021b) that this cascading network configuration is ideal for districts 

with a heterogeneous building structure and for the transformation of existing high temperature networks. Because 

it allows an efficient integration of renewable energy resources in the heat supply of new and retrofitted buildings 

while also continuing to supply high temperature consumers with conventional sources, it is particularly 

convenient as an intermediary solution during long district renovation processes. 

However, in order to transform an existing DHN branch into a cascading network with decentralized feed-in of 

waste heat, multiple technical constraints need to be considered.  

4.1 Technical requirements for the feed-in  

For the waste heat recovery to be efficient, a minimum temperature difference between the low temperature supply 

line and the return line of 10K needs to be guaranteed. Furthermore, after taking into account thermal losses, the 

maximum waste-heat feed-in temperature is of 50°C. This means that for outdoor temperatures of 0°C or higher, 

the temperature of the middle network line and, consequently, the supply temperature of the retrofitted HVAC 

systems, should be maximum 50°C. As explained below in Section 5, this can be achieved for heating systems 

with design temperatures of 60°C/45°C or lower.  

4.2 Temperature constraints 

The high temperature supply line will continue to supply the unrefurbished heating circuits of HVAC systems and 

the DHW systems. Due to safety regulations regarding the prevention of legionella, the DHW supply temperature 

needs to always exceed 70°C. Furthermore, to assure a reliable supply of the low temperature consumers, the 

return temperature of the high temperature consumers must not be lower than the setpoint value of the LT line. 

This can be achieved with the help of a controlled 3-way-valve that mixes warmer supply water into the return 

line when needed.  

In case the temperature requirements of one or multiple consumers slightly exceed the supply temperature of the 

LT line, a temperature booster in the form of an electric heater or a heat exchanger supplying high temperature 

heat from the HT level can be installed (see Figure 4).  

After considering these constraints, the supply temperature curves for the high temperature and low temperature 

levels of the network have been established (see Figure 5). For the low-temperature level, two scenarios have been 

considered: a mid-temperature level corresponding to radiators with design temperatures of 60/45°C and a low-

temperature level corresponding to floor heating devices with design temperatures of 40°C/30°C. 
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Figure 5: Temperature curves for the two supply levels and the two different scenarios  

4.3 Dimensioning constraints 

Due to the reduction of the supply temperature of the middle network level and to the connection of additional 

consumers to this level (refurbished HVAC systems that were previously connected to the HT level), an increase 

of the volume flow to be transported through the pipes is expected. It is therefore necessary to verify that the 

existing pipe diameters are sufficient and if not, to replace sections or the entirety of the LT level piping. A static 

analysis was carried out based on the design temperatures and expected nominal heat loads of the refurbished 

buildings. It could be shown that for the final state where all the planned renovations have been completed, the 

existing pipe dimensions are adequate. This is explained by the substantial reduction in heating load following the 

building renovations. This analysis can also give insights into the order of which the buildings should be retrofitted 

and the point at which the network transformation should be undertaken. For example, it could also be shown that 

the implementation of the network transformation is not possible before the renovation of the buildings B4 and 

B6 (see Figure 1), as in this case the existing pipes would be too small to transport the necessary heat load.  

5. Building refurbishment case study 

As part of the planned campus renovation and to meet current energy regulations, the building’s envelopes will 

be refurbished and heat recovery systems for the air handling units will be installed. With the help of building 

simulations, the potential energy savings for the different retrofitting measures have been calculated (see Figure 

6). It could be shown that the heat demand, and consequently the CO2-emissions, of the building complex could 

be reduced by ca. 52% following the refurbishment. Such a significant reduction of the heat demand creates an 

opportunity for the lowering of the heating temperatures which in turn would allow waste heat to be used for 

heating. 

 

Figure 6: Heat demand of the buildings in current and refurbished state 
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For this, the boundary conditions of the waste heat recovery and of the heating network must be taken into account. 

Most buildings currently have radiators with system temperatures of 90/70 °C. As a minimum requirement, these 

temperatures must be lowered to 60°C/45°C as part of the renovation process (see Section 4.1). This ensures, that 

the buildings can use the waste heat of the chillers. However, given that the efficiency of the heat recovery depends 

on the temperature of the waste heat, the use of even lower temperature heating systems such as floor heating 

devices is recommended. Therefore, a comparative study of two systems: radiators with design temperatures of 

60°C/45°C and floor heating devices with design temperatures of 40°C/30°C has been carried out. 

In Figure 7: Comparison of the annuity of investment costs for radiators and floor heatingthe annual investment 

costs for the transformation of the heating systems in the buildings that will be refurbished is compared. An interest 

rate of 4% and component lifetimes from the VDI 2067-1 where assumed. It could be shown that the annuity of 

investment costs for installing floor heating is 57% higher than radiators. 

 

Figure 7: Comparison of the annuity of investment costs for radiators and floor heating 

Furthermore, by retrofitting the air handling units with heat recovery systems, the heating demand for the air 

conditioning is significantly reduced, which in turn presents a good opportunity for the lowering of the supply air 

conditioning temperatures. If necessary, the heat exchanger of the air handling units (AHU) can be replaced in 

order to achieve even lower heat supply temperatures of the AHUs.  

Following the implementation of the waste heat recovery measures and the transformation of the heating network, 

the low temperature consumers that were previously supplied by the high temperature network level (e.g the 

AHUs) need to be connected to the low temperature supply line of the network. 

6. Seasonal geothermal storage 

The heating and cooling network on the campus is to be supported by a seasonal geothermal energy storage system 

based on borehole heat exchangers (BHE). This will serve as a heat sink for the waste heat in summer and as a 

heat source for the heat pumps in winter. A central open area of 12,900 m² on the campus provides space for 120 

to 150 BHEs in a hexagonal arrangement at a spacing of about five meters. Due to the good hydrogeological 

conditions, such as no groundwater flow and good thermal conductivity and capacity, seasonal geothermal storage 

is feasible and low storage losses can be expected. For the system of heating and cooling by means of chillers, the 

borehole thermal energy storage (BTES) should have a size of appr. 0.5 GWh (see Chapter 3). For the 

dimensioning of the BTES, a hydrogeological model was first created via the modeling Software FeFlow using 

the FEM method to determine the number of BHE and the temperature development in the underground. It should 

be noted that the outlet temperature of the BTES must be between the operating temperature of the chillers of 6 

to 12 degrees.  Initial estimates have shown that a total of approx. 80 BHE are sufficient for the needed storage 

size.  

7. Results and conclusion  

7.1 Heat recovery potential and efficiency  

To assess the performance of the proposed energy retrofitting concept, an economic and ecological analysis of 

different scenarios has been carried out. A scenario without geothermal storage and a scenario with geothermal 

storage were assessed for the 2 different design system temperatures of the renovated buildings: 60°C/45°C, and 

40°C/30°C, corresponding to radiators and floor heating devices (FHD) respectively. To calculate the waste heat 

potential and the associated electrical energy consumption, yearly simulations of the waste heat recovery from the 
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chillers were carried out. Depending on the scenario, the condensation temperature was set in accordance with 

one of the two supply temperature curves illustrated in Figure 5:. The results are summarized in Table 1. The 

annual average COP was calculated according to the method described in Chapter 3. It could be shown, that while 

all the COP values are above those of conventional heat pumps, the usage of floor heating devices in the 

refurbished buildings significantly increases the efficiency of the waste heat recovery. Similarly, a geothermal 

storage not only increases the amount of waste heat usage in the buildings through load shifting but also decreases 

the amount of electricity consumption of the chillers.  

Table 1: Heat recovery (HR) efficiency for different scenarios  

Scenario 

Heating system 

design 

temperature  

Waste heat 

recovered 

Electrical 

consumption 
annual COP CO2-Savings 

direct HR 
60°C / 45°C 

3.285 MWh/a 
512 MWh/a 6 704 t/a 

40°C / 30°C 205 MWh/a 16 834 t/a 

with Storage 
60°C / 45°C 

3.858 MWh/a 
483 MWh/a 8 877 t/a  

40°C / 30°C 20 MWh/a 197 1071 t/a 

To understand the very high efficiency of the scenario with storage and floor heating devices, a monthly 

comparison of the electrical consumption for the different scenarios is illustrated in Figure 8. It can be seen that 

for the scenario with the lowest supply temperatures, the additional electricity consumption for the heat recovery 

in winter is very low and almost entirely offset by the electricity savings in summer due to the passive cooling 

with the geothermal storage. This is due to the fact that for this scenario, the condenser outlet temperatures are 

only slightly higher than currently (e.g without waste heat recovery).  

 

a. supply conditions 60 °C/45 °C 

 

b. supply conditions 40 °C/30 °C 

Figure 8: Monthly results to electrical energy consumption of supply system for the reference (w/o HR) case and two system 

conceptions: direct Heat Recovery and Heat Recovery with using geothermal storage  

As a consequence of the waste heat recovery and feed-in into the transformed DHN branch, the heat demand from 

the municipal district heating network is reduced, leading to CO2-savings of up to 1071 t/a1. 

 Figure 9illustrates the heat demand from the municipal DHN for the reference scenario without heat recovery 

and for the two scenarios with waste heat feed-in into the network. It shows that the combination of building 

refurbishment, waste heat usage and seasonal storage has the potential to reduce the dependency on fossil fuel 

heating sources for this building complex by 90%, with municipal DHN heat only being required for the high 

temperature consumers and during the periods where free cooling is prioritized above waste heat recovery.  

 
1 For the calculation of the CO2-savings, the CO2-emissions of the German electricity mix of 420 g/kWh were used 

(Umweltbundesamt, 2022). For the municipal DHN a CO2-emissions factor of 280g/kWh according to (BAFA,2021) was 

used. It is important to note that these emission factors are specific to Germany and that for a different location, the results 

may differ.   
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Figure 9: Monthly results of District Heat demand for the reference case (LT refurbished state w/o HR) and two system 

conceptions: direct Heat Recovery and Heat Recovery with using geothermal storage             

 7.2 Economical analysis 

While it was proven that the presented concept is environmentally beneficial and leads to significant reductions 

in CO2- Emissions, an economic analysis is necessary to determine its feasibility. For this, the investment costs 

were calculated according to manufacturer surveys and research data. The biggest investments are for the 

retrofitting of the chillers with heat recovery systems and for the purchase of the district network branch from the 

utility company (ca.0.4-0.5 million € each) closely followed by the borehole geothermal field (ca. 0.3 million €). 

The operation and maintenance costs were defined as a yearly percentage of the investment costs of each system. 

Furthermore, the cost of the additional electricity consumption for the heat recovery was added to the operation 

costs. The investments associated with the building retrofitting were not considered in this analysis, since these 

measures will be implemented regardless of the transformation of the heating and cooling supply. Therefore, the 

analysis only regards the economic feasibility of the heating and cooling network transformation.  

A dynamic economic analysis was performed in which a service life of 20 years and an interest rate of 4% were 

assumed. The levelized cost of energy (LCOE) for the waste heat integration and the payback period were 

calculated for the 4 scenarios. It could be shown that all scenarios are profitable, with a LCOE of up to 

7.5 €cents/kWh and a payback period of up to 10 years. As expected, the scenario with geothermal storage and 

lower temperatures largely outperforms the other scenarios, with an LCOE of 4 €cent/kWh and a payback period 

of 6 years. However, it is important to note that the installation of floor heating devices is more expensive than 

that of radiators. If the additional costs for FHD is considered, the LCOE of the low temperature scenario increases 

to 9 €/kWh and the amortization period to 23 years. Given that most components of the proposed system have a 

lifetime of over 25 years, this scenario is economically feasible. Moreover, it is important to note that for this 

economic analysis, the increase in energy prices has not been taken into account. Therefore, given the drastic 

expected increase in heating prices over the next years as well as the necessity to prioritize CO2 savings before 

economic gain, the installation of FHD in the buildings is strongly recommended.  

Regarding the geothermal storage, it was demonstrated that its usage increases the waste heat utilization by 

approx. 0,57 GWh/year and decreases the electricity demand for cooling in summer by 180 MWh/a. This results 

in additional CO2-savings of ca. 200 t/a, 27% higher than the scenario without storage. Assuming a service life of 

25 years, an interest rate of 4% and yearly operation and maintenance costs of 2% of the investment, a levelized 

cost of storage of 5.7 €cent/kWh was calculated, which is lower than the current cost of DHN heat.  

7.3 Conclusion 

In conclusion, this study has shown the benefits of a holistic renovation concept of a city district. It could be 

shown that considering the boundary conditions of the supply structure in the building renovation process creates 
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favorable conditions for the decarbonization of the heating and cooling supply. In total, the proposed 

transformation of the heating and cooling supply results in a reduction of CO2 emissions of up to ca. 1100 t/a. Its 

economic feasibility is underlined by the short payback period of up to 10 years and a LCOE of max 

7.5 €cent/kWh, which is much lower than the current price of municipal district heating (8.5 €cent/kWh). It was 

also demonstrated that while the installation of floor heating devices in refurbished buildings is significantly more 

expensive than that of medium-temperature radiators, it increases the efficiency of the waste heat recovery and 

utilization process and consequently, the CO2-savings. This results in lower operation costs that partially offset 

the increased investment, especially when considering the future increase in energy prices. This example 

underlines the necessity to take into account the synergies between energy conservation measures at building level 

and the supply of energy at district level.  
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Image for Charging Electric Vehicles in New Cairo, Egypt. 
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Abstract 

Studying the potential of solar energy PV rooftops requires assessing solar energy and rooftop areas. First, solar 

radiation data on a horizontal surface were obtained from a weather station in New Cairo City (Egypt). Second, the 

Hay & Davies, Klucher, and Reindl (HDKR) model was used to calculate the available solar radiation on tilted 

surfaces. Finally, rooftops were identified and extracted from a Very High-Resolution (VHR) satellite image using 

Remote Sensing and Geographic Information Sciences techniques. The flat rooftops’ extraction accuracy ranged 

between 74.6% and 96.875%. The area required for generating enough energy for one Electric Vehicle (EV) was 

estimated for both summer and winter. Avoiding shades from parapet walls and following the country’s building 

codes, the water tanks and rooftop rooms were considered for PV installation. The results showed that PV rooftops 

could provide electricity for charging EVs in neighborhoods with different urban designs. The variables affecting the 

solar energy potential for EV charging are suitable rooftop areas and available solar radiation. 

 

Keywords: PVs, rooftops, urban, neighborhoods, HDKR model, Remote Sensing, Geographic Information 

Sciences, very high-resolution satellite images, electric vehicles 

 

1. Introduction 

Rooftops are essential for producing solar energy using PVs in urban areas. Desert cities such as the new 

administrative capital (New Administrative Capital’s Map In Detail And Its Scheme, 2019), Six of October City 

(October 6, 2022), and New Cairo City (New Cairo, 2022) in Egypt can benefit a lot from the abundance of solar 

energy (Solar Resource Maps of Egypt, 2019), (Global Solar Atlas, 2019), especially since their topography is almost 

horizontal. The height of buildings is almost equal in many neighborhoods and districts due to the planning laws for 

new cities in Egypt. However, generating solar energy from PVs installed on the rooftops of buildings is not well 

implemented in Egypt, and there is a lack of information about the rooftops. Therefore, mapping rooftops using VHR 

satellite images is important because the information is up to date, and it has more accurate measurements of the roofs.  

 

Geographic Information Sciences (GIS) and Remote Sensing (RS) are used to detect and calculate suitable 

rooftop areas for generating electricity using PVs. Gassar & Cha (2021) reviewed and demonstrated 265 studies from 

all over the world and included one study only about solar PVs generated from rooftops in Egypt (Aboushal, 2018). 

In his paper, Aboushal (2018) introduced a method to identify possible rooftop areas for PVs and how to select the 

optimum PVs. The suggested method combined the probabilistic approach and spatial analysis to compute PV’s Power 

Capacity Factor (PCF). The highest PCF score was selected for use in the defined urban Area in Alexandria 

Governorate, Egypt. Their method was based on three steps: digitizing the urban Area from Google Earth using 

ArcGIS, comparing PVs based on their PCF, and linking maps and PCF data.  
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Based on the literature survey, very few detailed research studies map suitable rooftop areas for PV 

installation in urban areas in Egypt. For example, Taha et al. (2021) automatically identified tourist chalets from one 

Pleiades satellite image for Marina Resort in Egypt. They classified the satellite image using several machine learning 

algorisms, namely Random Forest (RF), Maximum Likelihood (ML), Support Vector Machines (SVM), and 

Backpropagation Neural Networks (BNN). After running these algorisms for obtaining urban and non-urban classes, 

they applied different morphological operations and Sobel Edge Detection techniques and conducted the quality 

analysis. It was concluded that RF has the highest overall accuracy and scored 97%. ML scored 95%, SVM scored 

93%, and BNN scored 92%. Muhammed et al. ( 2021) used gamma correction, vegetation and shadow masking, k-

means, and connected features, and SVM classification was applied to a satellite image to detect rooftops on an image 

from google earth pro. They removed the shades by creating a shades index and trained the model using digitized 

buildings. The accuracy assessment of SVM was 95%, and the annual PV potential was projected to be between 9.3 

and 8.7 MWh/year.  

 

Many studies investigated how solar energy could be invested in creative ways such as charging Electric 

Vehicles (EVs) or storing generated energy in batteries of EVs (Aljohani et al., 2020; Chandra Mouli et al., 2020; 

Ghotge et al., 2020; Kawamura & Muta, 2012; Mohammad et al., 2020; Vermeer et al., 2020). However, little research 

was conducted in the Middle East, North Africa (Alsomali et al., 2017), or Egypt (Hassan & Abdellatif, 2021; 

Improving Electric Vehicle Performance Using Photovoltaic Cells, 2018). Moreover, Egypt is developing new 

creative solutions to cope with the increased energy demand (Egypt, 2021; Energy Consumption in Egypt, 2020; 

Energy Consumption in Egypt, 2020; Renewable Energy Outlook, 2018; El-Kholy & Faried, 2011). Egypt developed 

a new policy towards EVs which will increase EVs usage, importing EVs (EGYPT’s EVOLVING POLICY 

FRAMEWORK FOR ELECTRIC VEHICLES, 2020; Energy Efficiency and Renewable Energy Strategies and 

Policies, 2019; POLICY BRIEF:  Mainstreaming Electric Mobility in Egypt: Seeing the Bigger Picture of Sustainable 

Cities, 2020), and manufacturing Egyptian EVs (FEV Group GmbH, 2022; State Information Service, 2022).   

 

The optimal orientation and inclination of PVs could be horizontal or tilted on the rooftops. It is 

recommended that the tilted angle equals the location’s latitude to obtain the maximum solar irradiance (How Does 

the Tilt Angle and/or Orientation of the PV Panel Affect System Performance? | Photovoltaic Lighting | Lighting 

Answers | NLPIP, 2021; National Solar Radiation Data Base Daily Statistics Files. National Renewable Energy 

Laboratory, 2005). Also, it is recommended that PVs face south in the northern hemisphere. The Hay, Davies, Klucher, 

and Reindl (HDKR) model (Duffie & Beckman, 2013) is highly recommended to be used when the only available 

data is the global solar radiation data on a horizontal surface.  

 

It is strategic to investigate mapping rooftops to harvest energy generated from PVs to charge EVs in Egypt 

(Electric Vehicle Charging, 2021). This pilot study aims to map suitable areas using Pleiades-1b satellite images for 

PV rooftops to charge EVs. The study is conducted on compound scales in New Cairo city, and it uses solar irradiation 

data collected from a pyranometer located at the American University in latitude and longitude angles of 30° and 

31.5°, respectively (Latitude, 2022).  

 

According to Fakhraian et al. (2021), the hierarchical approach for estimating Solar potential on rooftops 

includes four stages. These stages include estimating physical potential (horizontal solar radiation), considering 

geographic potential (the built-up environment’s impact), and estimating technical potential (the potential of 

generating electricity). In addition, the economic potential could be added, and it is the evaluation of the economic 
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attractiveness of PV rooftops under the present market situation. This paper demonstrates the findings for the physical 

and geographic potential only. Future research will discuss the technical PV potential and economic potential (Fig. 1).  

 

 

 

 

 

 

 

 

 

 

 
Map. 1. Egypt mean surface energy potential Adopted from (Kosmopoulos & El-Askary, 2019) 

 
Fig.  1. Hierarchical methodology for estimating Solar potential on rooftops (Fakhraian et al., 2021) 
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2. Methods 

 
1. Meteorological data 

 

The total irradiance, 𝐺, on a horizontal surface, is measured and averaged every hour, in W/m2, using a pyrometer, 

model CMP10, and manufactured by KIPP & ZONEN (CMP10 Secondary Standard Pyranometer, CMP10 - Kipp & 

Zonen, 2010). The data was collected for three years, from the end of 2018 to the beginning of 2021.  

 

The HDKR model (Duffie & Beckman, 2013) is utilized to calculate the hourly irradiation on a tilted surface in 

kWh/m2, 𝐼𝑇 , as shown by Eq. 1, (Duffie et al., 2020). The surface is south facing and tilted at a slope 𝛽 = 30° from 

the horizontal. 

𝐼𝑇 = (𝐼𝑏 + 𝐼𝑑𝐴𝑖)𝑅𝑏 + 𝐼𝑑(1 − 𝐴𝑖)
(1 + cos 𝛽)

2
[1 + 𝑓 sin3 (

𝛽

2
)] + 𝐼𝜌𝑔

(1 − cos 𝛽)

2
 (eq.1) 

𝐼𝑑 is the hourly diffuse irradiation in kWh/m2, calculated using Eq. 2, Erbs’ model (Estimation of the Diffuse 

Radiation Fraction for Hourly, Daily and Monthly-Average Global Radiation - ScienceDirect, 1982). 

𝐼𝑑

𝐼
= {

1 − 0.09𝑘𝑇                                                                                    

0.9511 − 0.1604𝑘𝑇 + 4.388𝑘𝑇
2 − 16.638𝑘𝑇

3 + 12.336𝑘𝑇
4

0.165                                                                                               

 

for 𝑘𝑇 ≤ 0.22 

(eq.2) 
for 0.22 < 𝑘𝑇 ≤ 0.80 

for 𝑘𝑇 > 0.8 

where 𝑘𝑇 is the hourly clearness index defined as the ratio of the hourly global (beam and diffuse) irradiation, 𝐼, 

received on a horizontal surface to the hourly radiation that would be received on a parallel extraterrestrial surface, 

𝐼𝑜, as shown by Eq. 3 (Twidell & Weir, 1986) 

𝑘𝑇 =
𝐼

𝐼𝑜

 (eq.3) 

The global irradiation, 𝐼 is calculated by integrating the total irradiance, 𝐺 over an hour. The hourly values of the 

total irradiance, 𝐺 on a horizontal surface, are available from the pyranometer measurements. While, 𝐼𝑜, is the 

integration of the solar radiation incident on a horizontal plane outside of the atmosphere,  𝐺𝑜, over an hour 

calculated according to Eq. 4 (Duffie & Beckman, 2013). 

𝐺𝑜 = 𝐺𝑠𝑐 (1 + 0.033 cos
360𝑛

365
) cos 𝜃𝑧 (eq.4) 

Where 𝐺𝑠𝑐 = 1.367 kW/m2 is the solar constant, 𝑛 is the day of the year, and 𝜃𝑧 is the zenith angle.  

In Eq. 1, the hourly beam irradiation 𝐼𝑏  in kWh/m2, is the difference between the hourly global irradiation, 𝐼 

received on a horizontal surface, and the hourly diffuse irradiation 𝐼𝑑  

In Eq. 1, 𝑓 is a modulating factor defined as √
𝐼𝑏

𝐼
, 

(1+cos 𝛽)

2
, is the view factor for the tilted surface to the sky, and 

𝐼𝜌𝑔
(1−cos 𝛽)

2
 is the view factor for the tilted surface to the ground (Duffie & Beckman, 2013). 𝜌𝑔 = 0.2 is the ground 

albedo. 𝑅𝑏 is the ratio of beam radiation on the tilted surface 𝐺𝑏,𝑇  to that on a horizontal surface 𝐺𝑏 at any time, as 

defined by Eq. 5 (Duffie & Beckman, 2013) 

𝑅𝑏 =
𝐺𝑏,𝑇

𝐺𝑏

=
𝐺𝑏,𝑛 cos 𝜃

𝐺𝑏,𝑛 cos 𝜃𝑧

=
cos 𝜃

cos 𝜃𝑧

 (eq.5) 

Where 𝜃 is the angle of incidence, and 𝜃𝑧 is the zenith angle. 

 

Finally, 𝐴𝑖 is the anisotropy index, 𝐴𝑖 is a function of beam radiation’s atmospheric transmittance. It determines the 

portion of horizontal diffuse to be treated as forward scattered; it is incident at the same angle as beam radiation. 
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Under clear conditions, 𝐴𝑖 is high, and most of the diffuse are forward scattered; when the sky is totally overcast, 

𝐴𝑖 = 0, and diffuse is isotropic. 𝐴𝑖 is calculated as in Eq. 6 (Duffie & Beckman, 2013)  

𝐴𝑖 =
𝐼𝑏,𝑛

𝐼𝑜,𝑛

=
𝐼𝑏

𝐼𝑜

 (eq.6) 

 
2. Pleiades-1B Satellite image data 

 

The Pleiades-1B satellite image has a panchromatic band with a resolution of 50 cm (wavelength = 480-830 nm) and 

four multicolored bands. These bands are Blue (430-550 nm), Green (490-610 nm), Red (600-720 nm), and near-

infrared (750-950 nm) bands, and their spatial resolution is 2 m (Pleiades-1B Satellite Sensor | Satellite Imaging Corp, 

2022). The satellite image was taken on August 8, 2018. The pre-processing steps included enhancing the resolution 

of the satellite image and digitizing part of it. The panchromatic band increases the resolution of the multicolored 

bands in a process called pan-sharpen (Earth Matters - How to Pan-Sharpen Landsat Imagery, 2017; Geometric 

Correction, Pan-Sharpening and DTM Extraction – Pleiades Satellite – CATALYST.Earth, 2022). The resolution of 

the enhanced image is 0.5 m. After improving the spatial resolution, part of the image was digitized by ArcGIS 

software (GIS Mapping Software, Location Intelligence & Spatial Analytics | Esri, 2019). Next, the workflow involves 

extracting rooftops by applying a feature extraction module or supervised classification using RF and SVM algorism 

on the cloud (Catalyst Professional – CATALYST.Earth, 2021), comparing the two overall accuracies, and selecting 

the highest accuracy results or digitized maps for mapping.  

 

 
Map. 2. Pleadeas-1B satellite image for the study area after enchantment 
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Map. 3. Rooftops design in one of the samples Map. 4. Rooftops design in one of the samples 

 

 
Map. 5. Rooftops design in one of the samples Map. 6. Rooftops design in one of the samples 

 

3. Estimating required areas for generating electricity from rooftops  

 

Estimating the required area to generate energy for a car is based on the average daily irradiation, the average daily 

electric energy required by the car for July and December.  

The average measured daily irradiation, on a horizontal surface, during July is 𝐻July = 7.69
kWh m2⁄

d
. Consequently, 

the average daily electric energy produced by the selected PV is 𝐸𝑃𝑉|July = 1.3 
kWh m2⁄

d
. 

Assuming that the average electric energy required by an electric vehicle to travel 100 km is 15 kWh. For an average 

daily distance of 50 km, the average electric energy required by the car is 𝐸car = 7.5 kWh d⁄ .  

Thus, the PV area required per vehicle during July is 𝐴𝑃𝑉|July =
𝐸car

𝐸𝑃𝑉|July
=

7.5

1.3
= 5.77 m2 car⁄ . 

For December, 𝐻Dec = 3.09
kWh m2⁄

d
. Consequently, the average daily electric energy produced by the selected PV is 

𝐸𝑃𝑉|Dec = 0.56 
kWh m2⁄

d
. Thus, the PV area required per vehicle during December is 𝐴𝑃𝑉|Dec =

7.5

0.56
= 13.39 m2 car⁄ . 

The PV areas required for July and December at different tilted angles are presented in Table 2 

3. Results  

 
1. Rooftops extraction 

 
The feature extracting module, which is a part of professional catalyst software, managed to extract some of the 

rooftops accurately. After applying the classification function, the SVM tends to produce higher overall accuracy than 

the RF’s algorithm, and the overall accuracy for the sample ranged between 74.6% and 96.87%. This accuracy range 

could be due to the overlap between the spectral signatures of different materials in urban areas. For example, the 

spectral reflectance of soil could be overlapped by the spectral signature of the rooftop’s materials. In addition, the 

rooftops of buildings in desert cities could be covered by dust due to the sandy winds, and the sand’s spectral signature 

is the same as the ground’s top layer, sand. Moreover, the rooftops in one compound could be covered by different 

roof materials, requiring more rooftop types in the classification. Therefore, increasing the accuracy requires adding 

more classes and samples in the classification process.   
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To get accurate measurements for the suitable area of the rooftops’, digitized maps were used. To avoid 

shades, the roofs of rooms or water tanks located on the rooftops were used and not the whole roof.  

 

  
 

Legend 

 

Map. 7. The original Satellite image of one neighborhood Map. 8. Classified map using SMV 

Table 1. 3Classification accuracy assessment for one compound 

 

 
 

Table 1 illustrates the accuracy assessment for a neighborhood, its producer user’s accuracy, kappa statistics for each 

class, and the overall accuracy. The overall accuracy of the SVM classification is 97.876, and urban classes are 

rooftops, green areas, streets, bare soil, and shades. Producer’s accuracy is the number of referenced locations 

classified correctly / the total number of reference locations for a specific class. User’s accuracy is the total number 

of correct classifications for a specific class/row total of the accuracy matrix. Kappa statistics evaluate how well the 

classification performed in compassion to randomly assigned values for this class (Accuracy Metrics, 2019).  

 

2. Required rooftops area for one car 

 

The PV area required for July & December at different tilted angles ß =10°, 20°, 30°, and 45° are presented in Table 

2 
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Table 2. Estimated required area for a car for the summer and winter at different tilted angles. 

 

Month ß= 0° ß= 10° ß= 20° ß= 30° ß= 45° 

𝐴𝑃𝑉|July m2/car 5.8 5.9 6 6.5 7.5 

𝐴𝑃𝑉|Dec  m2/car 13.4 11.4 10.2 9.3 8.7 

 

In the summer, the area required for charging one electric vehicle increases when the tilted angle of the PVs 

increases, and the area required for charging one electric vehicle decreases when the tilted angle increases in the 

winter. The area difference between summer and winter could limit the number of cars charged during the year to the 

number of cars charged in the winter only. Moreover, the additional energy generated in the summer could 6be 

exported to the grid. 

3. Calculating how much cars could be charged in each compound 

To get the maximum energy and avoid shades, tanks or rooms on the roofs are considered, and PVs arrangement 

facing south (Fig. 2). 

 

 
Fig. 2 Example of PVs Arrangement on Roof Tops  β = 30° (tech waves, 2019) 

 

Table 3. Available area for charging EVs and how many cars could get enough energy based on the PV’s tilted angle. 

 

Compound 

number  

Approx. 

Area in m2 

Number of cars in Summer  

At ß= 0° At ß= 10° At ß= 20° At ß= 30° At ß= 45° 

1 1301 226 222 214 202 174 

2 536 93 91 88 83 72 

3 3441 596 586 567 533 460 

4 3574 620 609 589 554 478 

5 288 50 49 47 45 38 

6 3325 576 566 547 515 445 
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Table 3 illustrates the compound number of the sample data, the available rooftops area in each compound, and the 

number of Electric Vehicles that could be charged in the summer for different tilted angles, where ß= 0°, 10°, 20°, 

30° and 45°. The number of cars for each tilted angle = the total available area of rooftops of all buildings (before 

approximating the total available area) in a compound / the estimated required area for a car for the summer (Table 2) 

Table 4. Available area for charging EVs and how many cars could get enough energy based on the PV’s tilted angle 

Compound 

number  

Approx. Area 

in m2 

Number of cars in winter 

At ß= 0° At ß= 10° At ß= 20° At ß= 30° At ß= 45° 

1 1301 97 114 128 139 150 

2 536 40 47 53 57 62 

3 3441 257 301 339 369 397 

4 3574 267 313 352 383 412 

5 288 21 25 28 31 33 

6 3325 248 291 327 356 383 

 

Table 4 illustrates the compound number of the sample data, available rooftops area, and the number of Electric 

Vehicles that could be charged in the winter for different tilted angles, where at ß= 0°, 10°, 20°, 30° and 45°. The 

number of cars for a tilted angle = the total available area of rooftops of all buildings (before approximating the total 

available area) in a compound / the estimated required area for a car for the winter (Table 2) 

In the summer, the number of cars that PVs could charge decreases with the increase of the inclined angle ß. 

The number of EVs that could be charged is the maximum when PVs are horizontal. In the winter, the number of cars 

that PVs could charge increases with the inclined angle ß, and the number of EVs that could be charged is maximum 

when PVs when ß= 45°. This suggests two scenarios for PV arrangements: arranging the PVs horizontally or at a tilted 

angle at ß= 45° after considering whether or not there is a plan to export the extra electricity to the grid.   

4. Discussion 

 
Using one VHR satellite image in extracting rooftop areas automatically or semi-automatically is very 

promising in regions with urban features with discriminating spectral reflectance. However, extracting rooftops areas 

is challenging in desert regions where spectral reflectance of the materials of rooftops, pedestrians, streets, and bare 

land are overlapped (Mohamed, 2018), (Herold et al., 2004) and (Javed et al., 2021). Therefore, it is recommended to 

use three images to create a third dimension which can be used as a variable or an input in automatic or semi-automatic 

extraction (Tian et al., 2017), (Xiang et al., 2012), (Tian et al., 2017), and (ZuWhan Kim et al., 2001). Manual 

extraction or digitizing rooftops produces accurate measurements but is time-consuming and costly. The design of 

roofs in Egypt creates an additional challenge for mapping shades. For example, the thickness of the roof’s parapet is 

25 cm, and its height ranges between 90 cm and 1 m. Since the parapet’s width (25 cm) is less than the spatial 

resolution (50 cm), it was not possible to detect the parapet (0.25 pixels) or its shades (less than 2 pixels). New Cairo’s 

topography is almost horizontal and buildings heights are almost equal because of the construction Egyptian law. 

However, this is not the case all over greater Cairo where buildings` height and topography of the land are changing 

within the same block or neighborhood. Therefore, traditional civil surveying is important to identify the height of 

buildings (Shaker et al., 2011) to avoid shades created by other buildings.  

 

It is essential to avoid shades that will decrease the efficiency of the PV. Shades’ avoidance is possible by 

grouping PVs as one block array (Fig. 2) facing south. Therefore, developing more detailed designs or architecture 

drawings for PV arrangements facing south with acceptable height for each building with a unique rooftop design is 

required. Furthermore, not all designs and shapes of rooftops were taken into consideration. Since New Cairo’s 
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architectural style is designed as a mixture of the Egyptian and Western styles, many shapes and designs exist for 

entirely or partially tilted rooftops. Suitable rooftops design should be enforced or recommended in new desert cities 

to achieve the best usage of rooftops for generating energy, a.  

 

There is a high need for accurate information about EVs, the location of charging stations, and the number 

of families, buildings, and cars in each compound, and the average distance a driver takes daily to get accurate areas 

required for charging one EV. These requirements suggest creating extensive databases and spatial databases for EVs. 

Since EVs market has just started, it is suggested to create this database for each new EV that enters Egypt and update 

it throughout the year.  

5. Conclusion 

Rooftops can provide enough energy for charging EVs based on two factors, the available areas of rooftops not 

affected by the shades and the PVs` tilted angle. VHR satellite imagery provides a wealth of information for solar 

planning in urban areas for desert cities in Egypt. It could be used to map urban areas such as rooftops, streets, 

pedestrians, and parking. VHR satellite imagery could be used for estimating suitable areas for PV installation. 

Accordingly, estimating energy from PVs and the area required for charging one EV is possible. Remote Sensing and 

GIS are recommended for use in the different stages of planning and managing cities.  

 

The current study identified and extracted rooftops in New Cairo-Egypt from VHR satellite images using Remote 

Sensing and Geographic Information Sciences techniques. The area required for generating enough energy for 

charging one EV was estimated for both summer and winter. The results showed that rooftops could provide electricity 

for charging EVs in neighborhoods with different urban designs. The maximum number of EVs depends on the 

available area in each compound, the time of the year, and the PV tilt angle. 
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Abstract 

The solar thermal collector with return/supply connection to the district heating system through a heat exchanger 

with a 3-way valve for temperature control was investigated. The study of supply temperature fluctuations and 

stabilization possibilities in northern climatic conditions was performed by an energy simulation software package 

and a test facility with flat plate and vacuum thermal collectors. Here we report the experimentally discovered 

temperature fluctuation in different working regimes (heat carrier supply temperature 80°C, 65°C, 50°C, 30°C) 

and different weather conditions (sunny and cloudy), as well as analyze the potential of using solar collectors for 

radiative cooling during the night period and present the computer model validation results. 

Keywords: solar thermal collector, district heating and cooling, control accuracy 

 

1. Introduction 

The global average temperature in 2017 was about 1°C above pre-industrial levels (as a reference point for the 

sampling period 1850 − 1900) and continues to increase by about 0.2°C over ten years, explained by various 

greenhouse gas emissions based on human activity (Allen et al., 2018). Many scientists predict severe 

consequences for the environment as rising ocean levels, increase frequency of droughts, reduced biodiversity, 

reduce agricultural land and pastures, etc. As temperatures rise, so will the number of heat-related human health 

problems, and the spread of dangerous diseases such as malaria, tropical fever (Hoegh-Guldberg et al., 2018). 

One way to slow down climate change is to pursue a carbon-neutral policy, to which 195 countries have committed 

themselves by 2050 under the Paris Agreement. Greenhouse gas emissions reduction can be achieved by replacing 

fossil fuels (coal, oil, natural gas) with renewable energy sources (solar, wind, hydro). With the development of 

renewable energy technologies, their efficiency is increasing but costs are falling, so households are increasingly 

using them to reduce the cost of heating and hot water in buildings, as well as greenhouse gas emissions. 

At the end of 2019, the installed capacity of global solar collectors was 479 GWth (684 million m2) with a total 

heat production of 389 TWh per year; in 2018, 12,192 m2 flat surface solar collectors with a total capacity of 

8.5 MWth and 3240 m2 vacuum tube solar collectors with a capacity of 2.3 MWth were installed and operated in 

Latvia, just as in 2019 a 21,672 m2 flat surface solar collector park with a capacity of 15 MWth was built in 

Salaspils (Latvia), which was connected to the existing district heating systems of the city (Weiss and Spörk-Dür, 

2020). Hybrid gas boilers in combination with solar thermal panels were promoted on the market as the most 

efficient and environmentally friendly solutions. Nevertheless, the annual savings for a single-family house are 

minor and the payback time for the installation of hybrid gas/solar systems could exceed 20 years (Borodinecs et 

al., 2019). Despite the long payback period of solar thermal systems in Baltic countries, the market is slowly 

growing, mainly due to support from the EU and other funds (Valančius et al., 2020). Also, a high potential of 

renewable energy sources can be spotted for mobile solutions. The use of renewable energy for heat and 

ventilation in the mobile unit was investigated in the study (Bogdanovics et al., 2021) and solutions described in 

this study can be adopted for mobile use in the future.  

Previous studies (Zajacs et al., 2020) confirmed that solar collectors produce the largest amount of heat energy in 

summer, when the solar intensity is the highest, while the heat demand during summer is the lowest because heat 
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is only used to prepare hot water. During the day, hot water consumption fluctuates significantly, leading to a 

mismatch between heat supply and demand. This problem is partially solved by using hot water storage tanks, but 

if the tank volume is too small, or the household does not use hot water for a long time, solar collectors have 

nowhere to return heat energy, and the system temperature starts to rise and stagnation and overheating may occur. 

It has been found (Hillerns, 2001) that the propylene glycol-water mixture ages prematurely under the influence 

of high temperatures, which manifests itself as a darkening of the liquid and a decrease in the pH value, so in solar 

collectors, under conditions of constant stagnation, irreversible degradation of the heat carrier occurs within  

2 − 3 weeks. As a result of the oxidation reaction, the glycol liquid decomposes chemically, forming acidic organic 

compounds (lactic acid, oxalic acid, acetic acid, formic acid) as reaction products.  

Almost all methods of overheating protection of solar collectors are aimed at preventing solar collectors from 

generating heat in the event of excess heat, thus reducing the total amount and efficiency of heat produced. If solar 

collectors are connected to a sufficiently large district heating network (Brange et al., 2016; Heymann et al., 2017; 

Lennermo et al., 2019), then the problem of stagnation could be solved without reducing the efficiency of the 

system, as district heating provides hot water preparation and supplies heat to factories for production processes 

also during the summer. Solar collectors installed in households in the summer months usually produce more heat 

than required, so creating a heat supply system where unused heat can be diverted to a district heating system 

would not only improve the overall efficiency of the system but also provide financial benefits and reduce the 

payback time of solar collectors.  

Integrating large solar parks into a district heating system has been studied extensively (Paulick et al., 2018; 

Sørensen et al., 2012; Winterscheid et al., 2017). Large solar parks are mainly integrated into the district heating 

system, but there is very little information on small, decentralized solutions when household roof solar panels are 

connected to district heating networks. If energy is both consumed and produced within the household, such 

households are called “prosumers” or “proactive consumers”. Currently, this concept is already successfully used 

in the electricity market, but the concept can also be used in the field of heat energy (Brange et al., 2016). 

Low heat carrier temperatures allow to significantly increase the efficiency of solar thermal collectors (Lund et 

al., 2021). In Strasbourg (France), the initial cost of solar collectors in the fourth-generation (annual average 

temperature regime 55/25°C) is reduced by 30% compared to the third-generation (80/45°C) heating system, 

because to achieve this the amount of heat energy per year requires a smaller solar collector area due to higher 

solar collector efficiency, with the percentage difference increasing in regions with the lowest solar radiation 

intensity (Averfalk and Werner, 2020). 

Compared to the fourth-generation, the concept of the fifth-generation system includes even lower heat carrier 

temperatures (20 − 40°C) and the possibility to use heating networks simultaneously as a source of heat and cold 

for heating and cooling buildings using heat pumps. The concept of “proactive consumers” is one of the 

components of the fifth-generation district heating system. In total, there are at least 40 fifth-generation district 

heating systems in operation in Europe (mainly in Germany and Switzerland) and some of them have integrated 

solar systems (Buffa et al., 2019; Millar et al., 2021; Revesz et al., 2020). 

In fifth-generation district heating and cooling system, radiative cooling technology – heat is radiated to outer 

space through a transparency window in the atmosphere between 8 and 13 μm (Bartoli et al., 1977) – can be used 

to produce cooling energy by solar colectors. The theoretical calculation with ZnS cover-based vacuum solar 

collectors shows about 75 W/m2 cooling power at night with 5 °C difference between ambient air and absorber 

temperatures (Ao et al., 2021). The experimental study shows maximum net cooling power of 96 W/m2 at night 

and 45 W/m2 at noon under an average of 952 W/m2 solar radiation (Zhao et al., 2019). As the night radiative 

cooling is more efficient, it is beneficial to produce heat during the day and cool during the night. 

In this study, the solar thermal collector with return/supply connection to the district heating through a heat 

exchanger with a 3-way valve for temperature control was investigated. The study of supply temperature 

fluctuations and stabilization possibilities in northern climatic conditions was performed by the TRNSYS energy 

simulation software package and a test facility with flat plate and vacuum thermal collectors, that was placed on 

the university roof in Riga, Latvia. Here we report the experimentally discovered temperature fluctuation in 

different working regimes and different weather conditions and the computer model validation results. 
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2. Methods 

2.1. Test facility 

The test facility with flat plate and vacuum thermal collectors was created and placed on the Riga Technical 

University roof in Riga, Latvia, providing the location of solar collectors to the south without shading. Test facility 

is composed of 4 modules (see Figure 2): 

• M1: parallel-connected flat plate and vacuum tube solar collectors with separate circulation pumps; 

• M2: solar collector connection module for district heating system; 

• M3: district heating system simulated with electric water heater; 

• M4: thermal energy consumer simulated with variable speed water heating unit. 

The test facility is compact and mobile (see Figure 1). Collectors slope 45°. Pipes, pumps, valves and controls are 

located in a water-resistant cabinet with a key. The heating unit is above the cabinet and is protected from rain. 

To avoid overheating, it is possible to mechanically cover collectors. Management is possible both on-site and 

remotely via an Internet connection. Equipment requires an electricity connection. The rig is intended to be 

operated at an outdoor temperature above 0°C, but for safety purposes, a water-glycol mixture (50%) is used as a 

heat carrier.  

   

Fig. 1: Test facility 

 

Fig. 2: Test facility schematic 

The 3-way valve (see M2 in Figure 2) control speed may be changed in the range 20% − 500%, changing the time 

of providing a signal for opening/closing the valve (run time) and the waiting time between two consecutive 

opening/closing signals (see Figure 3). Three control speeds were investigated: low (20%), normal (100%), fast 

(500%). 
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Fig. 3: Control signal (a) waiting time and (b) run time depending on the temperature difference (dT)  

between actual and specified heat carrier supply temperature 

The experiment took place during the summer weather. Measurement step: 2.0 s. Data were filtered so only 

measurements then heat carrier from module M2 were injected into M4 (see Figure 2) are taken into account. Data 

were grouped in a way that each hour can be analyzed separately.  

Hourly average solar radiation with standard deviation [W/m2], as well as hourly average heat carrier supply 

temperature with standard deviation [°C], were calculated. If hourly solar radiation SD < 100 W/m2, it is assumed 

that during this hour the weather was sunny, otherwise – cloudy. 

During the experiment, four temperature regimes (T1/T2) for the summer period were used: 

• HighT: 80/50°C, regime usually used in the big scale 3rd district heating systems; 

• MediumT: 65/42°C, regime usually used in the small-scale 3rd district heating systems; 

• LowT: 50/30°C, regime represent 4th generation district heating; 

• UltraLowT: 30/15°C, regime represent 5th generation district heating. 

Legend for cases: 

• 80 / 65 / 50 / 35 - required supply temperature, °C; 

• L / N / F – low / normal / fast control speed (see Figure 3); 

• S / C – sunny / cloudy hour. 

All temperature regimes were performed both in sunny and cloudy weather conditions and with three different  

3-way valve control speeds (see Figure 3). 

2.2. Computer model 

The computer model (see Figure 4) was developed by TRNSYS 18 energy simulation software package. It 

represents the M1 and M2 modules from Figure 2. Data about M3 and M4 modules are implemented by input 

values based on the test facility measured values. 

Input data: ambient air temperature, return heat carrier temperature and solar intensity [W/m2] during the day 

based on the experiment measurement data (step 2.0 s), values between input data are linearly interpolated. Solar 

position from Meteonorm database for a specific day in Riga (Latvia). Pressure in the district heating system 

fluctuates; supply pipe 60±6 kPa, return pipe: 33±5 kPa.   

Simulation time: one day from 7:00 till 19:00. Simulation step 0.1 s.  

Assumptions: no specific data about wind speed, so Meteonorm database data is used; in the model heat carrier 

flow speed is not considered, so model response time might be faster. 
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Fig. 4: Computer model created with the TRNSYS energy simulation software package 

Main component parameters: 

• Three-way valve with actuator (Type204). Time constant: 15 s; hysteresis: 5%; curve: linear / linear; 

• Control signal (H-Type1233 and C-Type1233). The program according to Figure 3; 

• Flat plate solar collector (Type1290). Area (total): 2.03 m2; efficiency: 0.712; coefficient α1: 

3.18 W/m2K; coefficient α2: 0.010 W/m2K2; heat capacity: 6.3 kJ/m2K; slope: 45°; direction: to equator; 

• Vacuum tube solar collectors (Type1288). Area (total): 1.95 m2; efficiency: 0.362; coefficient α1: 

0.60 W/m2K; coefficient α2: 0.005 W/m2K2; heat capacity: 6.5 kJ/m2K; slope: 45°; direction: to equator; 

• Circulation pump (Type742). Pressure 42.7 kPa, efficiency 3-19% (depending on flow); 

• Circulation pump (Type741). Pressure 30.0 kPa; max flow: 100 kg/h; efficiency 3-19%; 

• PID controller (Type23). Gain constant: 3; integral time: 1 s; derivative time: 4 s; 

• Heat exchanger (Type5b): heat transfer coefficient 425 W/K; 

• Pipes with defined heat losses (Type-31). The actual loss of heat in the system is not known, therefore, 

for the model, heat losses are assumed to be equivalent to heat losses in DN15 (1/2’’) insulated steel tube 

with a heat loss factor of 10 W/m2K. The total assumed equivalent pipe length is 14 m. 

3. Results 

3.1. Heat carrier temperature fluctuations 

For each temperature regime, average supply temperature, measurement standard deviation, kurtosis and 

skewness were calculated. It was found that the shape of the probability distribution plot of the heat carrier 

temperature deviation from desired supply temperature (see Figure 5) usually has two peaks – near 0 and some 

degrees Celsius behind. For instance, case 50-F-C with average temperature deviation ATD = -0.49°C, standard 

deviation SD = 1.11 °C, kurtosis K = 0.65 and skewness S = 0.17 or 80-L-S with ATD = -0.65 °C, SD = 2.66°C, 

K = 0.42, S = -0.63 has potential for control improvement. Only few cases have the ideal desired distribution 

characteristics like 50-N-S with ATD = 0.32°C, SD = 0.89°C, K = 21.78, S = -3.67. 
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Fig. 5: Measured heat carrier supply temperature distribution; x-axis: supply temperature deviation from required temperature; 

y-axis: amount of measured supply temperatures; red line – normal distribution 

Results show that temperature fluctuations cannot be perfectly described with normal distribution plot, but 

anyway, standard deviation parameter can be used to compare cases to find out the scope of temperature 

fluctuations (see Figure 6). The greater is the standard deviation (SD), the greater temperature fluctuates. The 

greatest SD = 2.85°C is found in the combination 80-L-C. The smallest SD = 0.89°C is found in the case 50-N-S. 

In most cases, SD in cloudy weather is greater than in sunny weather. 

 

Fig. 6: Supply temperature normal distribution plots, (a) HighT: 80/50°C, (b) MediumT: 65/42°C, (c) LowT: 50/30°C 

Based on the temperature regime, ranges of average temperature deviation (ATD) and standard deviation (SD):  

• HighT:   ATD = -2.07 – -0.65°C;  SD = 1.34 – 2.85°C; 

• MediumT:   ATD = -1.07 – 0.34°C;  SD = 1.46 – 2.19°C; 

• LowT:   ATD = -0.49 – 1.23°C;  SD = 0.89 – 1.34°C; 

• UltraLowT:   ATD = -0.47 – 0.40°C;  SD = 1.15 – 1.51°C. 

-5 -4 -3 -2 -1 0 1 2 3 4 5

50-F-C

-5 -4 -3 -2 -1 0 1 2 3 4 5

80-L-S
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Fig. 7: Hourly average supply temperature [°C] dependence on hourly average solar radiation [W/m2],  

(a) 50-N-C, (b) 50-F-S, (c) 65-N-S, (d) 80-L-C 

It is found (see Figure 7) that in all cases the hourly average supply temperature is lower at the lower solar radiation 

level and the relation between these two parameters is strong (p < 0.05). 

3.2. Computer model validation results 

Computer simulations were performed for 18 days (6 days per one temperature regime, 6 days per one control 

program in all possible combinations). The simulated supply temperature results were analyzed in the same way 

as experimentally measured data. The standard deviation of supply temperature from the experiment was 

compared (see Figure 8) with the standard deviation of supply temperature from the simulation based on the same 

weather conditions, temperature regime and control program. 

 

Fig. 8: Standard deviation [°C] based on experimental measurements compared to simulation results,  

(a) HighT: 80/50°C, (b) MediumT: 65/42°C, (c) LowT: 50/30°C 

The linear regression analysis shows that there is a strong relation between experimental and simulation SD, so it 

is possible to use the computer model to analyze different components' impact on temperature fluctuations. 

The difference between the experimental and simulation SD might be explained by assumptions and 

simplifications of the model that results in faster response time and higher average heat carrier temperature in the 

model compared to the measured temperature. The main cause might be in the simplification of the hydraulic 

model: no precise hydraulic resistance and geometry of facility components are used in the model as well as heat 

carrier flow speed is not considered. To increase the model accuracy, more measurements in different regimes 

should be done and more sensors, including pressure sensors, should be used. 

3.3. Heating energy production 

The produced energy amount from 7:00 till 19:00 was measured and simulated for 2 days – 16.08.2022 (cloudy 

day) and 28.08.2022 (sunny day) for MediumT (65/42°C) regime for both solar collectors. Results show that the 

simulated energy amount from collectors (without heat losses in pipes and system components) is 60-108% higher 

than measured (see Figure 9) which can be explained by high heat losses at the test facility compared to system 

size, so in small solar collector systems, the component proper insulation is very important. 

Sunny day vacuum collector produced 2.63 kWh, flat plate collector 4.01 kWh; operation time: 10:30 – 17:30. 

Cloudy day vacuum collector produced 1.91 kWh, flat plate collector 2.66 kWh; operation time: 10:30 – 16:20. 
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Fig. 9: Cumulative energy production, calculated and measured values, (a) sunny day, (b) cloudy day 

3.4. Cooling energy production 

The solar collector radiative cooling potential was investigated on 2 clear sky nights from 00:00 till 6:00. 

Tab. 1: Measured values from the test facility during the night operation  

Day 04.08.2022 07.08.2022 

Solar collector type Vacuum Flat plate Vacuum Flat plate 

Average T to solar collector, °C 36.9 36.7 18.4 18.4 

Average T from solar collector, °C 35.2 33.6 17.9 17.3 

Average flow through solar collector, l/h 53.9 55.6 50.4 48.8 

Average cooling power, W/m2
total area 45 89 11 27 

Produced cooling energy, Wh 543 1037 128 311 

Average ambient air temperature, °C 19.6 19.6 14.7 14.7 

 

Results show (see Table 1) that the cooling potential of flat plate solar collector is 2 times higher compared to 

vacuum tube solar collector and with higher heat carrier temperature the cooling power increase can be explained 

by increasing transmission heat loss. During the experiment, the heat carrier temperature was above ambient air 

temperature and the temperature drop in collectors was not significant. 

4. Conclusion 

Within this study the test facility and the TRNSYS 18 computer model were developed with the purpose to 

simulate and measure the performance of two types of solar collectors (vacuum tube and flat plate) in different 

working regimes and how they perform as a prosumer unit for thermal energy feed into the district heating 

network. The main desired parameter was constant supply temperature from the solar collectors' system to the 

district heating system. The computer model was validated within three temperature regimes and correlation 

coefficients for each regime were determined. 

It is found that there is a difference in average supply temperature and temperature fluctuations depending on 

weather conditions, heat carrier temperature regime, and three-way valve control speed, achieving the best 

performance in sunny weather with the lower required supply temperature. With increasing the speed of the 

control valve, the standard deviation of heat carrier temperature fluctuations mainly decreases but the average 

temperature decreases too. The shape of the probability distribution plot of the heat carrier temperature deviation 

from desired supply temperature does not represent the normal distribution plot and usually has two peaks. 

The measured produced energy demand is significantly lower than the simulated which might be explained by 

significant heat losses in the test facility, so additional investigations and further improvements of the test facility 

and computer model are going to be done in future research. 
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Abstract 

A visually appealing integration of renewable energies into cityscape is important to retain acceptance. Therefore, 
recommendations considering aesthetic requirements have been developed for photovoltaic (PV), solar thermal (ST) 
and air-based heat pumps. PV and solar thermal on pitched roofs should match the roof’s shape and color and do 
without any elevation. On flat roofs, the installations should be as invisible as possible, which can be achieved by 
low elevation angles and large distances to the building’s edges. As visibility can often not be avoided completely, 
it is important to at least install the modules or collectors parallel to the roof edge. Showcase simulations have shown 
that an aesthetically optimized solar thermal system has a decreased energy output compared to a conventional 
installation, but it has almost no effect on the overall costs for heat generation in a time span of 20 years. Especially 
outdoor units of air-based heat pumps should be installed with some kind of noise and sight protection (e. g. 
enclosure). 

Keywords: photovoltaic, solar thermal, heat pump, outdoor unit, cityscape, urban planning, aesthetic aspects, 
renewable energies, cost efficiency 

1 Introduction 

 

The acceptance of solar energy and heat pumps is high among the public in Germany 
(Lichtblick SE, 2020). To ensure that this remains the case, aesthetic aspects must be 
considered during planning. Therefore, recommendations for the integration of 
photovoltaic, solar thermal and heat pumps into cityscape have been developed at 
Technische Universität Dresden on behalf of and in interaction with Dresden’s Urban 
Planning Office. 

2 Recommendations for solar energy systems on pitched roofs 
2.1 Shape and arrangement 

   

Fig. 1: Examples for photovoltaic area matching the roof shape (left, © Felsmann) and zigzag arrangement (center, © Felsmann), 
further a combination of horizontal and vertical PV modules and solar thermal collectors (right, © Felsmann) 

The shape of the PV or solar thermal system should be oriented towards the roof and compact areas or stripes are to 
be favored (see lift picture in Fig. 1). At valleys and ridges, zigzag arrangements should be avoided (see center picture 
in Fig. 1), meaning no fragmentation of the total area due to roof-lights or roof penetrations (see right picture in Fig. 
1). Broad installations on large, continuous dormers are particularly good solutions regarding cityscape. In general, 
the arrangement of modules or collectors should be consistently horizontal or vertical in every area or – even better 
– at the whole building.  
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2.2 Elevation 

On pitched roofs, an elevation of solar thermal collectors or photovoltaic modules is quite common, but not 
acceptable from an aesthetic point of view (see left picture in Fig. 2). Considering urban planning aspects, only roof-
parallel and roof-integrated systems are acceptable, as a more consistent overall appearance is achieved (see center 
and right picture in Fig. 2). In-roof systems are a particularly aesthetic solution but may cause a higher heat input 
into rooms behind. This might make stronger heat protection measures necessary or decrease thermal comfort. In 
case of photovoltaic, a higher module temperature decreases efficiency, whereas a solar thermal system becomes 
more efficient. 

   

Fig. 2: Elevated photovoltaic modules (left, © Felsmann), roof-parallel evacuated tube collector (center, © Vaillant GmbH) and 
in-roof flat-plate collector (right, © Vaillant GmbH) 

2.3 Color 

The modules’ or collectors’ color plays an important role on pitched roofs. From an aesthetic point of view, their 
color should match the roof’s color. Contrasts – as in the left picture in Fig. 3 – should be avoided. Photovoltaic in 
various colors is already available on the market1. The center picture in Fig. 3 shows red modules on a common 
brick-red roof. However, colored solar thermal collectors are still a subject of research. First results of a project 
conducted by Fraunhofer ISE are very promising (see Fig. 3 right). The developed MorphoColor™ technology for 
coating flat-plate collector’s and PV module’s glass covers allows to achieve different colors (Wessels et. al., 2021).  

   

Fig. 3: High color contrast between roof and PV modules (left, © Felsmann), red photovoltaic on red roof (center, © BISOL 
Production Ltd.) and green solar thermal collector developed by Fraunhofer ISE (right, © Fraunhofer ISE (Andreas Wessels)) 

3 Recommendations for solar energy systems on flat roofs 
3.1 Elevation 
In terms of cityscape, a visibility of PV and solar thermal on flat roofs should be avoided completely, as roof edges 
appear erratic due to elevated modules or collectors. Besides, people tend to feel more comfortable in urban areas 
that are clearly delimited towards the sky. It follows that, considering urban planning requirements, the optimum 
elevation angle of PV and solar thermal on flat roofs is 0° and that the installation should not include any substructure. 
These demands are often opposed to a desired maximization of energy output. For solar thermal, elevation angles 
between 25° and 70° are common, for PV 30° to 45° (depending on orientation and load profile in both cases). 

                                                 
1 E. g. Spectrum Series by BISOL Production Ltd., see brochure here: 
https://dl.bisol.com/files/Spectrum%20Brochure/BISOL_Spectrum_Brochure_DE.pdf  
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Besides, minimum elevation angles usually must be abided by for static reasons. Even if an installation with almost 
0° is possible, usually a substructure of 10 to 30 cm height is necessary. Hence, visibility from the surrounding urban 
space cannot be avoided completely. 

Evacuated tube collectors that can be installed with an angle of 1° to 3° have been commercially available for more 
than 10 years already. The showcase collector in Fig. 4 (left picture) furthermore offers the possibility to rotate single 
tubes. Elevated installations are still standard though, which makes recommendations for these systems necessary 
(see the following paragraph 3.2).  

     

Fig. 4: Evacuated tube collector lying flat on the roof (left, © Viessmann GmbH) and solar thermal system with orientation parallel to 
building’s edges (right, © Ritter Energie- und Umwelttechnik GmbH & Co. KG) 

3.2 Shape and arrangement 
To decrease visibility from the surrounding area, the horizontal distance between module/collector and the building’s 
edge should be as large as possible (guiding value: 1,50 m). However, this leads to decreased energy outputs as the 
area available for PV or solar thermal diminishes. In terms of maximum energy output, it is also possible to always 
choose a south exposure for the system. This cannot be favored in terms of cityscape though, as orientation should 
always be parallel to the roof edge (see Fig. 4 right). 

4 General recommendations for solar energy systems 
4.1 Roof greening 
The positive effects of roof and façade greening in urban areas are well known (e.g., improvement of microclimate, 
sound absorption, time-delayed wastewater effect in the case of heavy precipitation, habitat for beneficial organisms 
in the city) and go far beyond the simple, appealing appearance that can be perceived by everyone. Despite formal 
competition for space, the approach of combining photovoltaic and solar thermal systems with roof greening is 
increasingly being adopted and available on the market (e.g., "SolarGrünDach" by Optigrün) - see Fig. 5. 

   

Fig. 5: Showcase combination of photovoltaic and green roof (© Optigrün) 

The following aspects should be taken into account in a pro and con consideration: 

• Plants can bind CO2. However, this does not lead to an actual avoidance since the CO2 is released back into 
the environment at the end of the plant’s lifetime. The proportion that is sequestered as carbon in the soil in 
the long term is relatively small: 23.6 kgCO2/m² in 50 years (Thiele, 2015). PV or solar thermal can achieve 
double the amount per year, i.e., 100-fold values during their lifetime.  In terms of maximum CO2 avoidance, 
PV or solar thermal systems are therefore to be preferred over roof greening. 
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• Plants lead to a reduction in local and surface temperature, especially in summer. The combination with PV 
results in slightly increased yields, while the solar thermal energy output rather decreases. 

• Greening leads to savings in heating and especially cooling demand. A general quantification and thus 
recommendations are difficult; individual case studies are necessary. 

• In the case of construction asymmetries (chimneys, roof exits, etc.) or technically required gaps in the 
arrangement of PV and solar thermal fields, an architectural solution using roof greening can be extremely 
positive for the cityscape. 

4.2 Glare effects 
The cover glasses of photovoltaic modules - so-called solar glasses - reflect sunlight, so that a reflection cannot be 
completely prevented. Manufacturers of these solar glasses estimate the reflection percentage at approx. 8 %. The 
left picture in Fig. 6 shows the exemplary reflection of sunlight on PV modules. 

The reflection properties of solar thermal collectors differ depending on the manufacturer/model and depend on 
various properties. Nowadays, the reflected portion of the incident radiation is usually well below 5 % (see right 
picture in Fig. 6 for an example of the reflection on vacuum tube collectors). The only exception are vacuum tube 
collectors with CPC reflectors - their overall reflection properties are dominated by the CPC reflector. 

   

Fig. 6: Reflection of sunlight on photovoltaic modules (left, © SOLARWATT GmbH) and solar thermal collectors (right, © Ritter 
Energie- und Umwelttechnik GmbH & Co. KG) 

For both photovoltaic modules and solar thermal collectors, the type of solar glass is determining for the resulting 
glare effect. Structured glass (microstructures on both sides, with high proportions of diffuse reflection) should be 
preferred over float glass (similar behavior to window glass). Moreover, flat inclination angles have a positive effect 
in most urban locations (e.g., no glare for traffic). Nevertheless, a glare effect cannot completely be ruled out, so that 
in the case of exposed locations (e.g., airport approach lane, direct view from certain city views), it may be necessary 
to check on a case-by-case basis. 

4.3 PVT 
For more than 20 years, the development of hybrid modules that provide both electrical energy and heat at low to 
medium temperature levels is advanced. They are referred to as PVT collectors. The basic idea addresses the 
drawback that the performance of current standard photovoltaic modules decreases significantly at module 
temperatures above 25 °C. By using a liquid or air flow, cooling of the modules is achieved, and the annual PV yield 
can be increased. If a designated use is found for the heat at low to medium temperature levels, the overall efficiency 
can be increased even further. Moreover, less area is required for installation. 

4.4 Combining solar thermal or PVT collectors with heat pumps 
Heat pumps are an important element when it comes to increasing the amount of renewable energy sources in the 
heating sector. The German federal government is aiming at installing half a million new heat pumps in Germany 
per year during the next few years. But tapping environmental energy as a heat source often proves problematic in 
urban areas, since neither the ground nor the ambient air can make significant contributions regarding the trend 
toward increasing building density. 

A combination with solar thermal can be a very good alternative. Commercially available collectors can realize direct 
supply at the level needed for domestic hot water and space heating in summer and spring/fall. During the rest of the 
year, the solar system then serves as a heat source for the heat pump, thus contributing indirectly to the heat supply.  
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If PVT collectors are used, increasing the temperature level using the heat pump is required almost all year round. 
The situation is similar for low-cost solar thermal collectors (e.g., uncovered finned absorbers), although there is the 
option of using it for cooling as well if the heat pump can also realize cooling functions via additional components. 
In this operating mode, the collectors take over the heat dissipation to the environment. 

Current research on pilot installations combining PVT collectors and heat pumps is for instance conducted by 
Fraunhofer ISE. Two showcase installations using PVT as the only heat source for the heat pump reached seasonal 
performance factors of 3.3 and 3.8 in the year 2021 (Helmling et. al., 2022), which is almost as efficient as common 
brine-water heat pumps with flat ground collectors as heat source. 

5 Showcase simulations for solar thermal systems 
5.1 Simulations of solar thermal systems with 22 collectors 
The effects of aesthetical optimization measures were examined through annual yield simulations (using Polysun) 
and simple estimations of overall costs in a period of 20 years. The following boundary conditions were selected for 
all simulated scenarios: 

• Apartment house: new building with flat roof 

• Building orientation: southeast 

• Floor/roof area: 28 m x 10 m  

• 8 residential units with 4 persons each 

• Heat demand for space heating: 30 kWh/(m²a) 

• Domestic hot water demand: 50 l/d per person at 60 °C 

• Solar thermal system with 22 flat plate collectors 

• Collector dimension: 1.00 m x 2.00 m 

• Distance to the roof edge: 1.50 m 

• Buffer storage with a volume of 2,000 l 

• Additional gas boiler with a capacity of 100 kW 

The scenarios differ in orientation and elevation angle of the collectors (see Table 1). The reference simulation sticks 
to common design conventions, assuming that an elevation angle of 45° and south exposure will lead to a rather high 
(area-specific) heat output. In contrast, there is a scenario optimized aesthetically with a southeast orientation and an 
installation angle of 15° (last column in Table 1). Additionally, there are two "compromise installations" in which 
either only the orientation was adapted to aesthetic requirements ("parallel to roof edge") or only the installation 
angle ("small elevation angle"). 

Table 1: Overview of scenarios – 22 solar thermal collectors 

Scenario Conventional 
(reference) 

Parallel to roof edge Small elevation 
angle 

Aesthetically 
optimized 

Elevation angle 45 ° 45 ° 15 ° 15 ° 

Orientation S SE S SE 

 

    
 

The results of the yield simulations are shown in Table 2. First, it is noticeable that the solar yields decrease at least 
slightly through all urban planning optimization measures (see lines 3 to 5): When placed parallel to the roof edge 
and continuing with a 45° installation angle, the yield decreases by 0.2 %. With an additional reduction of the 
installation angle to 15°, the yield even decreases by 7.0 % compared to the reference case. 
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When considering the natural gas consumption, however, it is noticeable: The relative increase (line 8) for the 
aesthetically optimized scenario is only 1.3 %. This is due to the fact that the gas boiler takes over most of the heat 
supply in all scenarios, which means that the reference value for this percentage is rather high in all cases. 

Table 2: Results of yield simulations - 22 solar thermal collectors 

 

To be able to better classify the results, a simplified profitability analysis was carried out. The assumptions made and 
the results are shown in Table 3. For the reference case, area-specific investment costs of 350 EUR/m² gross collector 
area were assumed. For the two scenarios with southeast orientation, this value was decreased by 15 % (see line 3), 
since two instead of seven collector rows must be installed here and thus a significantly decreased expenditure for 
the piping must be expected. For the two systems with a flat installation angle (15°), the area-specific costs were 
reduced by 10 % (see line 4), since a less complex substructure is required here. 

Table 3: Estimation of overall cost – 22 solar thermal collectors 

 

0 Scenario unit
conventional 
(reference)

parallel to 
roof edge

small elevation 
angle

aesthetically 
optimized

1 Elevation angle 45° 45° 15° 15°
2 Orientation S SE S SE
3 Solar yield MWh/a 21.862 21.813 20.505 20.324
4    Difference compared to reference MWh/a -0.049 -1.357 -1.538

5
   Relative difference compared 
   to reference -0.2 % -6.2 % -7.0 %

6 Natural gas consumption MWh/a 133.502 133.576 134.998 135.186
7    Difference compared to reference MWh/a 0.074 1.496 1.684

8
   Relative difference compared 
   to reference +0.1 % +1.1 % +1.3 %

9 Consumption of electricity kWh/a 300 300 309 305

0 Scenario unit
conventional 
(reference)

parallel to 
roof edge

small elevation 
angle

aesthetically 
optimized

1 Elevation angle 45° 45° 15° 15°
2 Orientation S SE S SE
Investment cost
3 Factor for reduction of piping cost 1 0.85 1 0.85

4
Factor for reduction of cost for 
substructure

1 1 0.9 0.9

5 Area-specific cost of collector EUR/m² 350 298 315 268

6 Overall cost of collectors EUR 15,400 13,090 13,860 11,781

7 Cost of buffer storage EUR 2,500 2,500 2,500 2,500
8 Cost of gas boiler EUR 7,000 7,000 7,000 7,000
9 Assembly charges EUR 3,000 3,000 3,000 3,000
10 Overall investment cost EUR 27,900 25,590 26,360 24,281
Running cost
11 Natural gas price EUR/kWh 0.10 0.10 0.10 0.10
12 Electricity price EUR/kWh 0.30 0.30 0.30 0.30

13
Maintenance cost in relation to 
investment cost

0.5 % 0.5 % 0.5 % 0.5 %

14 Yearly natural gas cost EUR/a 13,350 13,358 13,500 13,519
15 Yearly electricity cost EUR/a 90 90 93 92
16 Yearly maintenance cost EUR/a 140 128 132 121
17 Overall yearly cost EUR/a 13,580 13,576 13,724 13,732
Total cost
18 Period under review a 20 20 20 20
19 Total cost in 20 years EUR 299,494 297,101 300,846 298,911

20
   Additional total cost compared 
   to reference

EUR -2,393 +1,352 -583

21
   Relative additional cost 
   compared to reference 

-0.8 % +0.5 % -0.2 %

22
   Yearly additional cost per housing 
   unit compared to reference

EUR/a -15.0 +8.5 -3.64
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Investment costs for buffer storage (line 7 in Table 3), gas boilers (8) and assembly (9) were assumed to be identical 
for all scenarios, as were natural gas and electricity prices (lines 11 and 12). A price increase in the period under 
consideration was neglected here for reasons of simplification. Natural gas and electric energy consumption are the 
result of Polysun annual simulations (see Table 2, lines 6 and 9). 

A period of 20 years is considered, for which total costs of approximately 300,000 EUR result for all variants (see 
line 19 in Table 3). The comparison shows: The scenario "small installation angle" (15° and south orientation) has 
the highest total costs. Compared to the conventional reference case, this results in additional costs of about 
1,350 EUR (+0.5 %). 

The aesthetically optimized system is about 600 EUR (0.2 %) less expensive than the reference case. The most cost-
effective variant is the installation parallel to the roof edge with an installation angle of 45°. Compared to the 
reference case, the total costs are reduced by about 2,400 EUR (0.8 %) over the observation period of 20 years. This 
is due to the lower investment costs resulting from the reduced effort for pipe installation, which compensate for the 
additional costs of the slightly higher natural gas consumption. 

For a better classification, the cost differences were finally related to the number of residential units (eight) and a 
period of one year (see line 22 in Table 3). This results in a cost reduction of 3.64 EUR/a per housing unit for the 
aesthetically optimized installation compared to the conventional system. 

Overall, the differences in total costs between the various scenarios are very small. The deviations of the assumptions 
made for e.g., costs are certainly in a similar order of magnitude. It follows that a general rejection of the urban 
planning optimization measures on purely economic grounds would not be justified. 

5.2 Simulations with reduced row distance 

 
Fig. 7: Results of energetic and economic comparison of solar thermal systems with reduced row distance  

It could be argued though that in terms of a high amount of renewable energy sources in the heating system, the 
reference case (“conventional”) is still to be favored, as the solar thermal output is the largest. To examine this 
statement, another effect must be taken into account: The design of the simulated reference case was done using a 
common rule for determining row distances in solar energy systems. It aims at minimizing row distance, but the 
collectors should not shade each other at noon on winter solstice. The solar radiation angle is about 15.6° in Dresden 
at that time. This leads to a required row distance of 2.53 m and further to a total of 22 collectors fitting on the roof 
in the conventional scenario (45° installation angle). To simplify the comparison of the different variations, the 
number of 22 collectors has been assumed for all the simulations. However, it would also be possible to recalculate 
the minimal row distance for the variations with an elevation angle of 15° using the described rule. In this case, only 
0.93 m would be required, leading to a total of 48 collectors fitting on the roof in case of southeast orientation 
(“aesthetically optimized” version). 

Accordingly, another simulation with 48 collectors, 15° elevation and southeast exposure was conducted, called 
“aesthetically optimized with small row distance”. Buffer storage size was changed to 4,000 l and its investment 
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costs were assumed to be 4,500 EUR. The results are displayed in Fig. 7: The thermal output of the system is about 
28.5 MWh/a and thus more than 30 % higher compared to the reference case, while the overall costs are increased 
by only 1.4 %. So, in case the aim is to achieve a high ratio of renewable energy sources in the system, the 
aesthetically optimized version is to be favored over the reference case. 

However, the sheer number of collectors on the roof might be the driving factor for the high heat output in this 
scenario. This leads to another question: Might the conventional installation – with 45° elevation and south exposure 
– achieve an even higher yield if the row distance is reduced and thus the number of collectors is increased? (This 
obviously means that the collectors would indeed shade each other at noon on winter solstice!) This was examined 
in the last solar thermal simulation: The row distance of the conventional scenario was lowered to 0.93 m (same as 
in 48 collector version “aesthetically optimized with small row distance”). In this case, 39 collectors fit on the roof 
(assumptions for buffer storage: 3,000 l and 3,500 EUR). Fig. 7 includes the results: The yield is about 3.6 % lower 
compared to the reference case (and even 26.0 % lower compared to “aesthetically optimized with small row 
distance”). This is due to the large amount of shading caused by the small row distance. While the system generates 
about 25 % more heat than the reference case during summer, the heat output in winter is drastically reduced as many 
of the collectors are shaded most of the time. Furthermore, it is the most expensive installation examined – the total 
costs are about 6.1 % higher than those of the reference case. 

It can thus be concluded that in terms of total energy output and economic efficiency, the showcase system benefits 
from aesthetical optimization measures.  

6 Showcase simulations for photovoltaic systems 
6.1 Simulations of photovoltaic systems with 27 modules 
For photovoltaic yield simulations and estimations of overalls costs, the same assumptions as for the solar thermal 
systems (see chapter 5) were made whenever possible. Additional conditions and properties include: 

• Power consumption: 3,500 kWh/a per housing unit (28,000 kWh/a for the whole building) 

• Module dimensions: 1.00 m x 1.72 m 

• Module efficiency at STC: 17.5 % 

• Number of modules: 27 

• Power output: 8.09 kWp  

• Investment cost: 1,500 EUR/kWp 

• Feed-in tariff: 6 ct/kWh 

• Maintenance charges: 1.5 % of investment cost per year 

The scenarios examined are the same as in the solar thermal simulations as well: There is a conventional reference 
case with south exposure and 45° elevation angle, two “compromise scenarios” and the aesthetically optimized 
version with southeast exposure and 15° installation angle (see pictographs at the bottom of Fig. 8). 

The results of the yield simulations and the overall cost estimations are shown in Fig. 8. In all scenarios, the electricity 
output is between 7,200 and 7,600 kWh/a and the overall cost in 20 years is between 141,000 and 145,000 EUR. 

The system parallel to the roof edge with 45° installation angle generates about 2.1 % less electricity compared to 
the conventional (reference) case. However, the absolute self-consumption almost does not change. As feed-in 
remuneration is one of the driving factors regarding running cost, and investment cost are the same as in the reference 
scenario, both 45° scenarios result in almost the same overall cost. 

In the “small elevation angle” scenario, the electrical output is almost the same as in the reference case. However, 
the self-consumption increases by 3.7 %. Apparently, the characteristics of the building’s load and the photovoltaic 
output match better at 15° elevation angle in case of south exposure. Hence, less electricity from the grid is needed. 
This is the main reason why the “small elevation angle” scenario is the least expensive.  

The aesthetically optimized installation has the lowest electricity yield (-3.4 % compared to conventional system). 
But as the self-consumption is still 1.1 % higher compared to the reference case, the overall costs decrease. 
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All in all, from a financial point of view, a 15° elevation angle is to be preferred over 45° in the given scenarios. The 
two main reasons for that are: 

• Corresponding to the assumptions for solar thermal simulations, investment costs are reduced by 10 %, 
since a less complex substructure is required. 

• The load curves seem to match better, resulting in a higher self-consumption and thus decreased yearly 
electricity costs. 

 
Fig. 8: Yield simulations and cost estimations including percentage of change compared to reference case for photovoltaic systems 

with 27 modules 

6.2 Simulations with reduced row distance 
According to the adaptions made for the solar thermal simulations in chapter 5.2, the row distance was decreased to 
0.93 m for the aesthetically optimized as well as the conventional scenario (see pictographs on the bottom of Fig. 9). 
This results in 56 modules fitting onto the roof in the “aesthetically optimized with small row distance” variant and 
50 for the “conventional with small row distance” case. The specific costs of the system have been lowered to 
1,400 EUR/kWp in both cases (it was 1,500 EUR/kWp for the systems with 27 modules). The results of the 
calculations are displayed in Fig. 9.  

 
Fig. 9: Yield simulations and cost estimations for photovoltaic with reduced row distance 
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It is obvious that the aesthetically optimized version with small row distances generates by far the most electricity 
and the least cost. The conventional scenario with small row distances has a 41.0 % increased electrical output 
compared to the reference case, even if the number of modules is almost doubled. The self-consumption is increased 
by 13.9 %, but as investment cost almost doubled, the overall cost in 20 years slightly increases. This example proofs 
how relevant shading is for the efficiency of photovoltaic systems. It must be considered though that it is not trivial 
to represent shading effects in simulation software such as Polysun. Therefore, discrepancies between simulation and 
actual application cannot be excluded.  

All in all, both maximizing the yield/self-consumption of the system and minimizing cost do not conflict at all with 
aesthetical optimization measures in the examined cases.  

7 Recommendations for outdoor units of heat pumps 
Besides aesthetic aspects, noise pollution is to be considered as well when planning an air-based heat pump – 
especially in areas with a high building density. Indoor installations generally have a smaller noise impact on the 
environment than split or outdoor systems. Depending on the type of installation, heat load etc., distance areas or 
additional noise protection measures are required. 

Enclosures for heat pump’s outdoor units are commercially available and provide optical improvement as well as 
noise prevention and access security (see left and center picture in Fig. 10). If the heat pump is not split but installed 
outside as a single device, sight and noise protection constructions should be considered as well. Installing the heat 
pump on the rooftop behind an attic or any other roof structure is a particularly good solution which also provides 
protection from water damage in flood-prone areas (see right picture in Fig. 10). Enclosures should not restrict the 
airflow to prevent performance losses in the heat pump.   

   

Fig. 10: Enclosures for heat pump’s outdoor units (left and center, © REMKO GmbH & Co. KG), rooftop installation of a heat pump 
with sight and noise protection (right, © iDM Wärmepumpen) 

8 Summary 
The most important, general design guidelines for solar thermal and photovoltaic systems are: 

• For pitched roofs, the collector/module color should match the roof color, if possible. Compact surfaces or 
strips are preferred, and elevation should be avoided. 

• On flat roofs, visibility of the collectors/modules should be avoided if possible. This means that large edge 
distances and flat installation angles are to be preferred. Alignment should be parallel to the roof edge. 

Showcase simulations indicate that conventional design approaches for flat roofs should be reconsidered and adapted 
to meet requirements regarding cityscape, as this might even lead to higher yields and decreased cost. The number 
of collectors/modules that fit on the roof as well as the shading are essential influencing factors regarding energy 
output, making smaller elevation angles favorably in the examined simulations. 

For heat pumps, enclosures or similar constructions ensure both an aesthetical integration into cityscape as well as 
noise protection without having relevant effects on the efficiency of the system as long as the airflow is not restrained. 
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Abstract 

Photovoltaic panels rights in planning are not clearly defined in the UK.  There are also no accepted criteria to assess 
how much is considered an acceptable reduction of solar radiation being enjoyed previously. This has even resulted 
in legal challenges of planning decisions. Conversely, increased global awareness to the need to reduce carbon 
emissions, volatile  energy prices and shortage of supply, have increased the appetite for the installation of PV panels 
to generate renewable energy locally. This paper presents a case study of a new development in a terrace house and 
assesses the impact on an existing PV panel installation on a neighbouring building. Three different methods are 
discussed and a further detailed method of assessment that better quantifies the impact loss of the PV panels is 
proposed. Its rationale could lead to more informed decisions made to new developments submitted for planning.  

Keywords: Photovoltaic panels, loss of performance, impact of new development  

 

1. Introduction 
The awareness of climate emergency and the need to reduce fossil fuel energy has led to an increase in use of 
photovoltaic panels to generate clean energy. This strategy is even more relevant in the current global energy 
crisis reinforcing the importance of local generation of renewable electricity.  The installation of PV panels is well 
regulated and under certain conditions can benefit from permitted development and be exempted from planning 
permission. However, the impact of a new development on an existing PV is not prescribed, either expressly or 
by implication, in the Planning Acts or any other relevant legislation. But this type of problem can be considered 
a material planning consideration in the determination of applications. This paper attempts to address this problem 
and reviews a case study where a new extension may have an impact on a existing PV panel installation. A 
dwelling has Photovoltaic (PV) panels installed on its roof (referred as pv_roof) and a neighbouring dwelling 
(referred as new_roof) has put forward a planning application to raise its roof level. There is a concern that the 
extension of new_roof may potentially reduce the solar admission to the PVs and create a significant loss to the 
generation of renewable electricity and associated carbon emissions reductions. This paper aims to provide further 
insights on the case so that a more informed decision can be made on the planning application for the new_roof.  

Local authorities have the duty to analyse objections raised against a planning application and decide on its merits 
and prevent or grant permission to the development. One aspect that has been raised in favour of protecting the 
solar admission to pv_roof  is based on the importance of climate change and the role PV panels can have to 
reduce carbon emissions. Various national, governmental, local policies, programmes and incentives promoting 
green systems, reiterate the importance of green electricity to mitigate climate change, to reduce carbon emissions 
and improve associated co-benefits, e.g. local energy generation, resilience to increasing energy bills. 

This was also acknowledged in a Judicial Review case McLennan v Medway Council case (McLennan, 2019) 
that overturned the planning permission for an extension which would have blocked a neighbour’s solar panels. 
One basis was that the electricity generated by solar PV panels was helping to mitigate climate change. 

It is also acknowledged that the ‘loss of the impact of development on solar panels is a material planning 
consideration’ and may not only affect the owner of pv_roof but may, in a small way, contribute to mitigating 
climate change and that the promotion of renewable energy sources is in the interest of the public as a whole. 

So, it is important to have regard to the claim, even if later it may be considered not to have material consideration 
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or merit. It may be relevant to weigh the impact of the loss for an informed decision to be made on the planning 
application.  

On the other hand, local authorities are under increasing pressure to provide more social housing. It is also worth 
considering an increasing demand for new build in London boroughs. However, central boroughs have a limited 
availability of land and a relatively dense urban morphology. Increasing the buildings’ height can be seen as a 
possible option to the housing crisis. 

Each case is a case, but the decision on the new proposal for a new_roof may not deny merits to the loss of the 
energy generated by the neighbouring pw_roof. Equally, there is a degree of pragmatism about how constructions 
will have an impact on the environment. So, it is important to better assess the case study and quantify the predicted 
loss by the pv_roof as well as the context and opportunity of the area to expand accommodation.  

2. Impact on the energy generation 
Three assessments/supporting documentation in association with this case all seem to identify the potential loss 
on the capacity to receive solar radiation and therefore generate green energy.  It is important to weigh the impact 
of the loss for an informed decision to be made on the planning application. 

All assessments vary significantly in methodology and impact. An assessment made by the original installer for 
the pv_roof claims that the new proposal will reduce by 60% the electricity generated by the pv panels but does 
not provide a clear methodology that justifies this claim. It is an educated guess based on a review of the original 
installation calculations. 

The promoter of the new_roof has hired a consultant, which estimates a loss of 16% during the whole year and 
54% during the winter period. It also claims a reduction of around 15% (i.e. the solar panels enjoy 96% of the 
sunlight before the development and 81% after the development). It then concludes that the proposed development 
will have a low impact and sufficiently safeguards the sunlight amenity of the neighbouring building. 

Another consultant commissioned by the council suggests that the PV panels simulated individually receive 
between 1028 and 1140kWh/m2 solar radiation per annum. On average, this existing scenario has a 10% reduction 
against an ideal unobstructed scenario with panels having the same tilt and orientation (e.g. unobstructed solar 
irradiance of 1210 kWh/m2). With the proposed extension new_roof the solar radiation on the PV panels is 
indicated that would drop to between 830 and 1012 kWh/m2. This is considered a loss between 11 and 21% against 
its current value. The average of the proposed scenario would reduce to around 25% the unobstructed scenario 
and 16% against its current value. An assumption is made that if some incremental solar radiation reflected from 
surrounding surfaces is to be added, the overall reduction (existing versus proposed) is considered to average 13%. 

3. Methodology 
The initial three approaches differ in their methodology, and it is therefore reasonable to assess their reasoning. A 
new approach further attempts to come up with further insights to a more informed decision. Its rationale is also 
presented here. 

The pv_roof installer’s claim presents no calculation to how the loss is derived. However, it is worth considering 
that he is an accredited installer with many years of experience. So, with eventual knowhow to provide ‘an 
educated guess’. 

The consultants acting on behalf of the new_roof proposer has based their approach in estimating the Annual 
Probable Sunlight Hours (APSH), (Littlefair, 2001). APSH is a fairly simplified model that considers only 
sunlight. It is the long-term average of the total number of hours during the year in which direct sunlight reaches 
the unobstructed ground. A geometrical plot of 100 dots in a sky hemisphere is proportional to the probability of 
the sun shining from a particular area of the sky. It only assumes the sunlight contribution and its loss expressed 
as a percentage. No consideration is given to the angle of incidence on the PV panel nor its intensity reduction. 
No contribution is taken from the diffuse sky (skylight) nor any reflected contributions from nearby surfaces of 
influence. The variability of the diurnal daylight hours for different days of the year is also not accounted for.  

For sunlight planning studies, the APSH criteria developed assumes that the loss of sunlight should be lower than 
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5% in winter and 25% for the whole year, or less than 0.80 times its former winter or annual value, respectively. 
Also that the reduction in sunlight received over the whole year is lower than 4% of annual probable sunlight 
hours. A recent update of the most used publication in planning for daylight and sunlight: the Building Research 
Establishment, BRE, Site layout planning for daylight and sunlight: A guide to good practice (Littlefair et al, 
2022) suggests that where the annual probable sunlight hours received by a solar panel with the new development 
in place is less than 0.90 times the value before, a more detailed calculation of the loss of solar radiation should 
be undertaken. 

It is also worth highlighting that the using the APSH criteria for solar availability on pv studies should not 
distinguish the winter season but consider the whole year, as PVs are expected to take advantage of most of the 
solar radiation available. The plots for the APSH were originally developed for vertical windows oriented south 
(Littlefair and Aizlewood, 1999), but can be accepted for other tilts and orientation for basic initial assessments. 
Lastly, it is relevant to consider that the variation of the daylight hours for different seasons (nearly 8 hours at the 
winter solstice versus 17 hours at the summer solstice) is not taken in consideration in this simplified assessment.  

The third assessment adopts a method based on simulations using the BRE average sky. Representative sun 
positions at different times of the day and days of the year (1300 measures) are thoroughly assessed. Simulations 
also account for the diffuse sky distribution to estimate the total solar radiation reaching the two scenarios (and 
its loss). The sky model defined has been thoroughly validated for daylight studies, both with theoretical and real 
measurements collected originally in Berlin and at BRE Watford (Littlefair, 1994). This method is a significant 
improvement to the previous APSH method as it more accurately considers both solar geometry (i.e. position of 
the sun and angle of incidence) and the sky distribution (e.g. diffuse radiation) contributing towards solar 
irradiance. The proposed daylight modelling adopted does not consider the reflected sunlight/daylight 
contribution. For this case, a 3% (reduction in the loss) is put forward. The separate modelling of the eight modules 
in the PV array is considered important to assess the solar distribution over the various panels. But no information 
is given about the geometry considered nor the actual software used is presented.  

The fourth proposed model attempts to estimate the annual solar radiation on the PV panels for the existing and 
proposed scenario based on annual simulations, with 4 time steps (i.e. every 15 min) undertaken with the weather 
file for Gatwick from the Energy plus software (Energyplus, 2022). This is a Test Reference Year (TRY) weather 
file based on statistical measurements for the location for a representative period of usually 15 years. These types 
of files are widely used and accepted for dynamic daylight and thermal modelling. 

The model of the existing buildings with and without the proposed roof extension were modelled in Rhino. The 
geometry was modelled based on drawings submitted with associated planning applications. Daylight analyses 
were made with the widely validated RADIANCE v5.4a (Radiance, 2022) software via grasshopper, honeybee 
and ladybug tools v1.1.0 interface (Ladybug, 2021). IEA/SHC Task 63 (2022) has recently publish a report on 
existing tools for solar neighbourhood planning. The fourth method and tools indicated above align with this 
report and the tools adopted are widely validated. The report also highlights the lack of agreed metrics, a concerted 
approach on various countries or even regions in the definition of key performance indicators, KPIs, for planning 
with solar energy. Littlefair et al (2022) have put forward an advisory recommended minimum ratio based on the 
tilt of the PV (see Table 1) 

Table 1 Recommended minimum ratios of solar radiation received (Littlefair et al, 2022) 

Slope of solar panel in degrees to horizontal Recommended minimum ratio of radiation 
received after/before 

0-30 0.90 
30.01-59.99 0.85 
60-90 0.80 

 

The fourth model was simplified to only include elements that may have an impact on collecting solar radiation. 
These include chimneys, parapets and ridges on top of the roofs. Other elements of the building at a level below 
the roof line, where the PV panels are located, do not contribute to the solar radiation reaching the panels, were 
therefore not modelled. This will significantly reduce the simulation time without reducing the accuracy of the 
results. The PV panels were modelled individually, and each include a grid of 96 sensors, that can highlight the 
spatial variances as seen in Figures 4 and 5. Other methods only considered the centre point of the panels. 
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However, for this initial assessment the annual cumulative results were averaged for each panel and later results 
averaged across the 8 panels. 

All external surfaces with exception of the PV panels, were modelled as Lambertian perfect diffusers with an 
average reflectance of 20%. This estimation may even overestimate the real situation, as materials used on roof, 
walls and parapets, are dark and old and may have a lower reflectance. Nevertheless, it is relevant to assess the 
eventual contribution of reflected sunlight. 

 
Figure 1. Volumetric scheme of buildings  pv_roof without (left) and with the new_roof extension. 

A desktop analysis of the urban site, based on google maps (2022), bing maps (2022) as well as views from vu-
city (2022) were considered reliable to assess the volumetry and buildings surfaces that may act as reflectors or 
obstructions to the solar radiation reaching the panels. 

Both figures 2 and 3 highlight that the neighbourhood has a low density with predominantly terrace houses. The 
landscape does not have significant tall volumes that may affect solar radiation reaching the PV panels. It is also 
relevant to highlight for planning purposes that several other terrace houses in the street and surrounding areas 
have already been raised by one floor. From the street view they seem acceptable.  

 

 
Figure 2 : VuCITY view of the neighbourhood. 
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Figure 3: Street view. 

4. PV panels technology 
Solar photovoltaics (PVs) convert solar energy into electricity using a semiconductor material such as silicon. 
When solar radiation hits the semiconductor, the energy in the solar radiation is absorbed, ‘exciting’ the electrons 
in the semiconductor so that they break free from their atoms. This allows the electrons to flow through the 
semiconductor material producing electricity. There are different types of PV panels with different efficiencies 
but the ones installed at pv_roof are monocristaline and are by catalogue expected to have an efficiency of around 
15%. This is an ideal ‘theoretical’ scenario estimated under laboratory-controlled measurements. In real life 
situations there are several environmental and man-made variables that may affect the overall performance of the 
PV panels. (Sick and Erge, 2013; Boyd and Coonick, 2015) 

Maximum solar radiation is received by surfaces that are perpendicular to the solar rays. As such the orientation 
and tilt of the panel should therefore be adapted to the latitude of the place and position of the panel. Solar PV 
panels are best mounted on an inclined plane within the quadrant of the south orientation (northern hemisphere). 
Further orientations and tilts are still possible but with a reduced total irradiance (Littlefair et al, 2020). However, 
for structural aspects, to reduce problems with wind load issues as well as to promote a good visual integration, it 
is common to install PV panels coupled to the roof surface even if the orientation and tilt are not optimal for 
energy production (Holden and Robinson, 2014; Boyd 2015).  

PV panels strongly rely on direct solar radiation from the sun but may also capture to a lower order of magnitude 
solar radiation from the sky dome. Cloud cover and shadowing can significantly reduce the amount of solar 
radiation and therefore the generation of electricity. Likewise, both sunlight and daylight may be reflected from 
obstructions and still contribute to the overall irradiance on the PV panels. The reflected contribution will strongly 
be affected by the reflectance of the surfaces, their specularity and roughness, the distance to the panels and the 
way the two surface elements ‘see each other’ and exchange radiation.  

Sunlight availability is not that abundant in the UK (in comparison with some other locations), therefore reducing 
the overall performance of PVs. High capital investment needed to install PV technologies, can result in long 
payback periods. To promote its wide installation, there have been some government incentives in the past, namely 
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the ‘Feed in tariff’ (FIT). This incentive included a payment for generation in addition to an export fee. However, 
FITs had become less of an encouragement to install PV panels and more of an incitement to profit from 
excessive subsidies. Following a significant reduction in the cost of the PV panels, there was a reduction in both 
the incentive and the regular payment to generate renewable electricity.  

The performance of the PV system can also be significantly affected by dust, leaves, snow or any element that 
covers the PV cell. Also, in a PV system, each panel has an individual maximum power point. Differences between 
panels introduce power losses and can lead to underperformance of the entire system over time (Pillai et al, 2022). 

With traditional inverters, the weakest module reduces the performance of all modules. Newer smart systems with 
module-level power electronics (MLPE), e.g. microinverters and integrated power optimizer, each module 
produces the maximum energy, and power losses are eliminated (DOE, 2015; US DE 2015).  

According to details submitted by the installer, the PV panels measure 895mm x 1320mm which results in a total 
area of 9.45m2. The FIT assumed at the time of installation is 5 pence per kWh exported to the grid. No indication 
of the generation fee is provided. Table 1 identifies the layout of the PV panels for the results presented. 

Table 1. Layout of the PV panels 

A B C D 

E F G H 

5. Results and discussion 
Table 2. Comparison of results from the different approaches 

 INSTALLER 
(1nd method) 

PROPOSAL CONSULTANT  
(2nd method) 

INDEPENDENT CONSULTANCY 
(3nd method) 
 

NEW APPROACH 
(4nd method) 

 LOSS YEAR 
(WINTER) 
EXISTING 
% 

YEAR 
(WINTER) 
PROPOSED 
% 

LOSS 
% 

EXISTING 
kWh/m2 

PROPOSED 
kWh/m2 

LOSS 
% 

EXISTING 
kWh/m2 

PROPOSED 
kWh/m2 

LOSS 
% 

Unobstructed  1350 100%   1210   1161   

A     1140 1012 11.2 1109 1023 7.8 

B     1111 955 14.0 1089 971 10.9 

C     1120 950 15.2 1086 950 12.6 

D     1091 927 15.0 1072 935 12.9 

E     1099 941 14.4 1059 946 10.7 

F     1073 879 18.1 1031 877 14.9 

G     1056 850 19.5 1015 839 17.3 

H     1028 830 19.3 988 811 17.9 

AVERAGE 60 96 (28) 81 (13) 16 (54) 1090 918 15.8 1056 919 13.1 

 

Results between the different methods vary significantly. Different calculations and limitations not included in 
the modelling have been presented previously.  

These methods also generate different amounts of global solar radiation. The installer considered a global radiation 
1350 kWh/m2 (not clear if at the panel or horizontal), which is considered above 10 and 14% the global 
contribution at the PV panels from the BRE average sky (adopted by the third method), and the London Gatwick 
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E+ sky distributions (4th method), respectively. 

 
Figure 4: Total solar irradiance on PV panels at the existing scenario 

 

Figure 5: Total solar irradiance on PV panels at the proposed scenario 

Table 3. Difference between unobstructed and average values for the different models 

 3rd Method 4th method DIFFERENCE 
Unobstructed 1210 1161 4.0 
Average EXISTING 1090 1056 3.1 
Average PROPOSAL 918 919 -0.1 

 

Both third and fourth results seem realistic and in a similar order of magnitude. The former third gives a higher 
unobstructed radiation but the loss between the existing and the proposed scenario is higher (as well as for the 
unobstructed) than the fourth model.  

The third model did not account for the solar energy reflected by the surrounding walls, parapets and roof. It is 
however difficult to clearly identify further variables of influence, namely the accuracy of the modelled geometry 
of the proposed extension and the chimneys.  

Further analyses undertaken for the fourth model with and without the contribution of reflected sunlight/skylight 
showed that the gain in the former model averaged less than 2%. It is worth mentioning that there are no significant 
obstructions on the southern side and the ground does not have an impact on the PVs. This is consistent with the 
educated estimation by the third consultant. 

Panel H of the fourth proposed model has the lowest annual solar radiation incident, as 811 kWh/m2. While this 
is an estimated reduction of 18% it is still considered an acceptable amount to produce a reasonable amount of 
green energy.  A PV array with 1 peak power (kWp) and considering the 20% losses of the system would still 
generate 649 kWh of electricity per annum, above the minimum 600 kWh threshold suggested (IEA/SHC Task 
63, 2022). The third worse case would for the same PV power capacity, generate slightly more electricity, 
estimated as 664 kWh/yr. 

Figures 4 and 5 show the variation of solar radiation reaching the different panels with and without the proposed 
extension. The existing scenario (Figure 4) shows a more even distribution of solar radiation across all panels A-
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H. It is noticeable the maximum reduction of 121 kWh/m2 between panel A (top left) and panel H (bottom right), 
likely a result of the influence of the facade parapet casting a shadow on to the nearest panels. But overall all 
panels seem to receive a fair amount of solar radiation. For the proposed scenario the reduction between panels A 
and H of 212 kWh/m2 is more significant. This would be a result of the cumulative influence of the proposed 
extension at the new_roof. For the lowest row E to H the reduction for the existing scenario amounts to 71 and 
for the proposed 135 kWh/m2. In case of old PV panels installations it can be argued that the lowest PV panel is 
likely to restrict the conversion of solar radiation captured by others located in a less obstructed position. 

6. Limitations 
Both third and fourth models modelled the amount of solar radiation reaching the 8 individual panels. One limitation 
of this approach is not accounting for a loss of performance of the whole array if one PV panel is in the shadow. New 
developments of smart technology and improved invertors may minimize this problem. But for the panels in the 
study, installed in 2005, it should be assumed that if a panel in either top or lower row is obstructed and receives a 
reduced amount of solar radiation, then the 3 others in the row will not generate electricity above this threshold. 

So, an initial estimation based on the table above should look only at the lowest solar radiation received between 
panels A to D and E to H or simply assume the panel that is performing worst.  For the fourth model that would 
indicate the total solar radiation would be reduced from 988 to 811 kWh/m2. And a loss of 18% would be reported.  

This assumption should be taken with caution and the performance may be further reduced as it does not consider 
for the annual cumulative values estimated for each PV panel the synchronous reduction that could occur at each 
time step of the simulation that could affect the total output of the PVs connected in series. This study may be 
pursued at a later stage to estimate this loss more accurately.  

7. Criteria of assessment 
Rights of light are considered an easement, i.e., a right acquired by one party over another one’s land. In the UK 
(RICS, 2016). ’Rights of Light’ legally protects individuals in their access to daylighting against threats from new 
constructions or extensions to existing neighbouring constructions. The prescriptive right takes effect if it has 
been enjoyed for 20 years without interruption of a year or more, unless the right has been waived by express 
agreement. However, unlike rights of light that may be subject to legal remedy, access and retention of the right 
to solar energy does not explicitly exist in the UK law. Only recently Littlefair et al (2022) have put forward a 
maximum reduction considered acceptable for PV panels. However, there is no clear explanation for the criteria 
and how to assess how much is considered an acceptable reduction of solar radiation being enjoyed previously.  

This study aimed to propose more insights to the definition of KPIs. Can we define some assessment and criteria 
that seem reasonable? Is an absolute value beyond which the reduction is not deemed acceptable, a valid approach? 
or is it a percentage of reduction versus the previous value? What could be a reasonable reduction? 

Ideally a reduction of green energy generation should be minimised as much as possible. There are clear 
immediate benefits to generate free, clean and renewable energy. Reducing carbon emissions and mitigation of 
climate change, minimise the potential demand from the grid, especially at peak times, promoting resilience to 
the impacts of shortage of supply or be less vulnerable to the market rise of energy prices. Last but not the least, 
if the owner has invested in the PV infrastructure at some point in the past there is an expectation in a return of 
the investment. A positive return of investment may also be of more importance at later periods of life, especially 
when salaries/pensions may be reduced and result in an inability to pay the energy bills. PV panels providing free 
energy can be very important to avoid fuel poverty. 

As indicated previously the price of installing a PV array has dropped significantly in the past years. But so has 
the payment for exporting the electricity. The Smart Export Guarantee (SEG, 2021) is the Government's successor 
to the FIT scheme. SEG came into force in January 2020. It applies to businesses and homes that generate solar 
power and other renewables on a small scale. Unlike the FIT that considered a generation and export fee there is 
only an agreement to pay for export electricity. The Smart Export Guarantee scheme allows companies to decide 
their own rates, as long as it's more than zero. Market value currently indicates between 1.5-11p/kWh (OFGEM, 
2021). However, for the purpose of this estimation the price of this assessment is calculated as 5.3p/kWh of 
electricity exported to the grid based on the Standard Assessment Procedure, SAP10.2 (SAP 2022).  Whilst the 
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small payment for exporting energy from the SEG is claimed to allow a return on investments at a reasonable rate, 
installations will remain for most an environmental rather than a financial decision. However, the recent energy 
crisis and the increase of energy price is changing the perception that PV panels can be a cost effective way to 
generate electricity against purchase form the grid. 

So, responding to the question what is a recommended threshold for PVs? In a crude approach we can assume 
that a reduction that goes beyond a cost per kiloWatt peak (kWp) that no longer allows a reasonable positive 
investment is considered to have a significant negative impact. PV panels have a life time expectancy of 25 years 
(that excludes consideration of maintenance and replacement of other parts, namely inverters or batteries). So, a 
simple payback (not considering any changing value of money over time) should not go above 15 years. 

Equally important is to estimate the degree of what is lost. This is important to estimate the net loss or decreased 
profit. It may also serve as an indication for the estimation of a possible compensation payment and a carbon 
offset payment to minimize the carbon emissions that would have been saved for a certain period of time.  

8. Loss in FIT and reduction in carbon 
emissions 

For this PV scheme, an area of 9.5m2 and an efficiency estimated as 15%, results in a peak capacity of 1.425 kWp. 
This is considered a very small installation and therefore may be more susceptible to a higher price than an 
economy of scale. An estimation of a cost around £2000 for a full installation without battery is hopefully not too 
far from the current market. For the purpose of the following calculations a system loss that would account for 
cable, PCU, inverter, metering and interface losses, typically 20%, has been made. 

Table 4. Simple payback analysis for the fourth model for the existing and proposed scenario 

FOURTH MODEL 

 EXISTING PROPOSED 

Min Average Min Average 

Solar irradiance (kWh/m2) 988 1056 811 919 

Power rating of PV array (kWp) 1.425 

Installation cost of PV system (£) 2000 

PV generation (kWh/yr) 
0.8 system losses  

1126 1204 925 1048 

PV export tariff (£/kWh) (SAP10.2) 0.0559  

Electricity standard tariff (£/kWh) 
(SAP10.2) 

0.1649 (it should be noted that this cost has increased significantly in the 
recent months with the removal of the Energy cap and the energy crisis. But 
for the purpose of this assessment the price indicated at SAP is still retained) 

Annual income from PV export tariff (£) 63 67 52 59 

Annual savings if all electricity is consumed (£)  186 199 153 173 

Estimated PV system 
payback time  (Years) 

export 32 30 38 34 

consumed 11 10 13 12 

 
Table 4 suggests that neither the existing nor the proposed scenario make sense from an economical point of view 
under the new SEG scheme to export energy generated. This is considering an export tariff of 5.59 p/kWh (no 
generation tariff has been included). Payback times are above 30 years. However, if we take into consideration 
the savings in terms of purchasing electricity at a nominal value of 35.796 p/kWh (as per indication of the unit 
rate of a current standard tariff from 1st Oct 2022, supplied by a mains energy company)  then the PV system could 
have a return of investment around after 5 years. The extension of new_roof would increase the payback time by 
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1 years compared to the existing scenario pv_roof. No interest rates are assumed in these models. 

Taking the previous scenario of the minimum and average PV solar capture, the estimated loss in FIT can be found. 
Estimating the carbon emissions is based on SAP 10.2 conversion factors (i.e. 0.136 kg CO2e per kWh). But for 
ancillary purposes conversion factors from SAP 2009 and SAP10.0 (i.e. 0.591 and 0.233 kg CO2e per kWh, 
respectively) are also presented. Much lower values are a result of the decarbonisation of the grid which has the 
benefit of reducing the carbon emissions associated with the consumption of electricity, but equally has the drawback 
of reducing the impact of green electricity generated by PV in mitigating carbon emissions.  See Tables 5 and 6. 

Table 5. Estimation of the total energy captured by the PV panels and the equivalent Carbon Emissions savings based on the 
minimum result for the fourth model 

MINIMUM TOTAL ENERGY 
GENERATED 

kWh/yr 

CARBON EMISSIONS SAVINGS 
kg CO2/yr 1 

  SAP2009 SAP10.0 SAP10.2 
EXISTING 1126 665 262 153 
PROPOSED   925 547 216 126 

DIFFERENCE   201 119 47 27 
DIFFERENCE  

for 30 Years 
6030 3564 1405 820 

 

Table 6. Estimation of the total energy captured by the PV panels and the equivalent Carbon Emissions savings based on the 
average result for the fourth model 

AVERAGE TOTAL ENERGY 
GENERATED 

kWh/yr 

CARBON EMISSIONS SAVINGS 
kg CO2/yr 1 

 
  SAP2009 SAP10.0 SAP10.2 

EXISTING 1204 712 281 164 
PROPOSED 1048 619 244 143 

DIFFERENCE   156   92   36   21 
DIFFERENCE  

for 30 Years 
4680   630 

 
Accounting for the minimum PV panel performance the existing scenario would generate 1126 kWh annually and 
0.15 tonnes of CO2 would be saved. The proposed scenario could reduce the energy generated annually to 925 
kWh and would save 0.13 tonnes of CO2 per annum. 

The difference between the existing and the proposed scenario, of 201 kWh generated annually, is to be used for 
the estimation of the loss of export tariff with the proposal. For a price of 5.59 pence per kWh of electricity 
generated exported to the grid this amounts to £11 per year. For a price of 35.796 p/kWh of energy generated and 
assumed saved in energy bills this would amount to £72 per year.  

Assuming a very generous life expectancy of 30 years for the PVs, the total loss of income from exporting would 
be £337 and a loss of £2,159 could be associated in the energy bill. These do not consider any changing value of 
money nor the energy price over time. 

In a similar manner the loss of carbon emission savings could be estimated with a carbon offset payment, 
considered by the Great London Authority, currently at £95 per tonne of CO2 accounting for a period of 30 years. 
This would estimate a carbon offset payment of £78. 

Accounting for the average PV panel performance, in absolute values both the existing and proposed scenarios would 
generate higher carbon savings, but the difference between models would be lower than the difference identified 
accounting for the worse PV performance (i.e. minimum). A smaller difference for the average makes sense as the 
worst case will be more sensitive to the variation, albeit in absolute terms has, by definition a lower value, in energy 
generated and associated carbon emissions savings. The average quantification would reflect a lower loss of income 
(export £261 and £1,675 in the energy bill) and a lower equivalent carbon offset payment of £60. 

 
1 The carbon emission factors are 0.591 kg CO2e per kWh  for SAP 2009,  0.233 kg CO2e per kWh for  SAP10.0  and  0.136  kg CO2e per 
kWh for SAP10.2.    
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9. Conclusions 
As a first principle, enshrined in local, national and international policies, local boroughs should ensure that 
opportunities to maximise on-site generation of green electricity is pursued and maintained throughout a 
reasonable period.  

The decarbonisation of the grid has reduced the impact PV has on carbon emission savings, but there are still 
several co-benefits to be considered. Reducing carbon emissions and mitigation of climate change, minimising 
problems with grid capacity, especially at peak times, promoting resilience to the impacts of shortage of supply 
or being less vulnerable to the market rise of energy prices. Last but not the least, if the owner has invested in the 
PV infrastructure at some point in the past there is an expectation of a return of the investment. A positive return 
of investment may also be of more importance at later periods of life, especially when salaries/pensions may be 
reduced and result in an inability to pay the energy bills. PV panels providing free energy can be very important 
to avoid fuel poverty. 

A comparison of various methods presented from the Installer (1st method), the Consultant for the proponent of 
the extension new_roof (2nd method), an Expert commissioned by the borough (3rd method) or this last approach 
(4th method), highlight several discrepancies and a significant variation in the quantification of the loss of solar 
access for the PV panels of the neighbour pv_roof. However, both third and fourth methodologies seem to be 
more realistic and provide results in a similar order of magnitude. The other two methods are either unknown or 
based on simplified assessments. 

Overall the loss between the existing and proposed scenario is estimated by the Installer as 60%, by the Consultant 
of  the new_roof as 16%, and on average across all panels as 16% by the third and 13% by the fourth method.   

Concerns were raised by the fact that a PV panel in shadow will affect the performance of the overall array and 
these potential synchronous reductions, not accounted for in the models, may further aggravate the difference 
between the two scenarios. New installations with module-level power electronics will mitigate this impact. 

Criteria to assess the loss of energy generated by the PV panel has been put forward. However, some caution 
should be taken to ensure the effect is more widely tested.  These highlight that the reduction in absolute terms is 
still considered viable to generate useful energy and possibly offset a capital investment in a reasonable payback 
time. This is the case for a payment of around 36 p/kWh, either saved on the energy bills, or possibly negotiated 
as a FIT/SEG payment, resulting in a payback of around 5 years. A reduced payment of around 6 p/kWh would 
not be economically viable (i.e. more than 30yrs payback time). 

Further estimations of the energy generated by the fourth model for the least performance panel suggests that the 
loss in terms of profit is around £11 or £72 per year, depending on the price of kWh, for exporting or saving on 
the energy bills, is considered. Assuming a generous life expectancy of 30 years for the PVs that would result in 
a loss of income from the export tariff of £337 and a loss of £2,159 in the energy bill. 

In a similar manner the loss of carbon emission savings could be estimated with a carbon offset payment, 
considered by several local authorities and the GLA, currently at £95 per tonne of CO2 accounting for a period of 
30 years. This would estimate a carbon offset payment of £78. 

The estimation of the impact of the proposed development, identified as a loss of income and carbon savings 
reductions may be seen as low. However, significant co-benefits further associated with the local generation of 
green electricity should not be underestimated. Equally, lack of methods and criteria of assessment of the impact 
on PV panels should not give grounds for ignoring the important role that renewable energy may have, even if it 
is a small contribution to mitigating climate change. 

An overview of the neighbouring area with similar roof extensions already permitted, may also give grounds for 
the acceptance of the proposed roof extension. 
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Abstract 

The paper discusses the installation of PV and solar thermal collectors on the available roof spaces, by applying 

heat pumps and energy efficiency standards in multi-apartment buildings, aiming to recommend measures 

towards net-zero neighborhoods. A real building is used varying the number of stories in the various Greek 

climate zones. Globally acknowledged standards such as EnerPHit are applied to investigate the potential of 

covering the electricity loads with PV. Besides, the choice of the heating and cooling generation system is 

investigated. Split units or heat pumps are used varying the COP and the design sink temperature to provide a 

complete overview of the energy performance. The results show that in a neighborhood with 9 buildings from 

3- to 5-story buildings, the PV yield could cover 80% of the total required electricity for the year. 

Keywords: Net-zero neighborhood, EnerPHit, multi-apartment buildings 

1. Introduction 

The need for self-production of the energy required in houses is getting more and more important in Europe. 

The net-zero energy goals are still not clearly defined. For example, an NZEB definition based on the type of 

balance (import/export, load/generation balance, or monthly net balance) is proposed (Sartori, Napolitano, and 

Voss 2012). Ochs, Dermentzis, and Ksiezyk (2017) highlighted the importance of considering other metrics 

than the mere energy balance, such as the load match factor and the PV self-consumption. In Mediterranean 

countries, the potential for using solar energy is very high. Besides, very good energy renovation standards 

such as EnerPHit (Zeno and Feist 2012) are well known to minimize building loads. De Masi, Gigante, and 

Vanoli (2021) proposed that a tradeoff between the thermal insulation and the installed power of renewable 

sources should be found. Feist (2014) suggested to use the footprint area for the specific PV electricity instead 

of the treated area of the building. 

Papadopoulos (2016) discussed the development of regulations regarding energy standards in European 

countries. In a comparison between German and Greek energy regulations, the heating energy requirements 

were higher in Greece than in Germany since 1994 even though Berlin has almost four times higher heating 

degree days (HDD) than Athens. The final energy consumption in Greece increased by 7.1% from 1995 to 

2011 and the residential total floor area by 16.5% (Papadopoulos 2016), meaning a reduction in the specific 

final energy consumption. There is a clear trend of U-value reduction over the past 40 years. Karkanias et al. 

(2010), in 2008 interviewed 17 persons from construction, research, and public sectors about the development 

of bioclimatic buildings in Greece. They concluded among others that the main barriers were the lack of 

adequate policy by the state, however in 2010 the a regulation on Energy Performance of Buildings (KENAK) 

was announced (E. G. Dascalaki et al. 2012) and revised in 2017 (“KENAK 2017. Greek Code of Energy 

Performance of Buildings” 2017). 

Dascalaki et al. (2010) investigated a sample of 250 buildings from various areas in Greece to represent the 

Hellenic building stock. They found that buildings' U-values of walls, roofs, and windows, show a trend to 

decrease over time. In addition, the thermal energy consumption was the highest part of final energy 

consumption and it varied between 70  kWh/(m2·yr) and 155 kWh/(m2·yr) in residential buildings and 

26  kWh/(m2·yr) and 233 kWh/(m2·yr) in non-residential buildings. The contribution of solar thermal 

collectors in domestic hot water production decreases the total electrical energy consumption by 27%-37% in 

single-family houses and 36%-57% in multi-family houses. Over 60% of the external walls do not reach the 

minimum U-value defined in the building codes. Space heating (SH) dominates the final energy consumption 

with 66% and 50.5% in residential and non-residential buildings, respectively, while the share for cooling is 
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1% and 6.5%, correspondingly. However, space cooling (SC) may increase importance in Greek cities, 

especially in Athens due to the increase of the ambient temperature over the years and the island heat effect. 

Papakostas, Mavromatis, and Kyriakis (2010) calculated an increase in cooling demand in Athens by 26% 

between the decade 1983-1992 and 1993-2002. 

This study aims to quantify the required combination of building renovation and on-site renewable sources in 

Greek neighborhoods towards net-zero energy. Furthermore, the impact of using split units or heat pumps is 

investigated aiming to provide a complete overview of possible SPF in various Greek cities. 

2. Methodology 

A real building that has been renovated is considered as a reference. It is modeled in PHPP (Feist 1998) such 

to account for varying number of floors, in different climatic conditions (10 cities), and different HVAC system 

and installed renewable sources. Furthermore, the obtained results are extrapolated to a typical neighborhood 

in Thessaloniki. 

The building has been renovated according to EnerPHit standard (Zeno and Feist 2012) and it was modelled 

in PHPP (Feist 1998) by the Hellenic Passive House Institute. That building is chosen as a typical one having 

also an open space on the ground floor (often used for car parking called ‘piloti’), which is very common in 

multi-apartment buildings in Greek cities. Split units are considered to supply both space heating and cooling. 

It has to be noted that split units used for cooling is a very common system in Greece. But the use of spit units 

for space heating is not a favorable solution from the occupant’s point of view due to poor thermal comfort 

conditions in poor energy-performance buildings. However, this is not the case in a well-insulated building 

due to the high radiative indoor temperature since the internal surface of the opaque and transparent elements 

have high temperature due to low transmission losses of the insulated walls and good energy efficient windows. 

For the DHW preparation, either solar thermal collectors or electric water tank heaters are used, since both are 

common solutions in Greece. As an additional option, the use of air-source heat pumps to supply space heating 

and DHW is investigated (cooling can be also provided only if the existing radiators are changed to fan coils). 

The available roof space without significant shadings is fully covered with PV (in 0° inclination angle to install 

the maximum possible number of PV modules) and/or solar thermal.  

Fig. 1 shows a typical neighborhood of a Greek city, in which the number of stories is quite different. Thus, as 

a next step, the number of stories as well as the location is varied in PHPP.  

Besides, even though ‘net-metering’ is currently available in Greece, the part of PV electricity that is directly 

used is investigated with or without batteries. The following parameters are varied: 

• The climatic conditions - 10 Greek cities 

• The number of stories of the multi-apartment building - from two to eight stories 

• Three HVAC systems:  

a) split units for SH and SC and solar thermal collectors (ST) for the DHW preparation 

(including an electric rod), the rest of the roof is covered with PV,  

b) air-source heat pump (HP) for SH, DHW and optionally SC (assuming an installation of fan 

coils, otherwise split units for SC), the roof is fully covered with PV and  

c) split units for SH and SC, and electric water heaters (with a tank) for the DHW preparation, 

the roof is fully covered with PV.  

• Use of PV electricity: i) “net metering” currently available in Greece, ii) part of direct use of PV 

electricity without or iii) with batteries. For the share or directly used PV electricity, the “PVecon” 

tool is used (Ochs, Dermentzis, and Magni 2022). 

• The energy performance of the split units and the heat pumps is investigated by varying: first the COP 

assuming a better product and second the sink temperature for supplying space heating. Four different 

efficiencies are considered namely ‘poor’, ‘moderate’, ‘good’ and ‘very good’, with a corresponding 

COP of 2.8, 3.3, 3.7, and 4.2 at 2 °C ambient temperature and 35 °C sink temperature. The sink 
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temperature is varied with a step of 5 K from 35 °C up to 45 °C in the case of split units and up to 

60 °C in the case of HP. 

 

  

Fig. 1: View of a neighborhood in Thessaloniki, Greece [from Google Earth] and a photo of the street view. 

Fig. 2 presents climatic data of 10 cities from the coldest to the warmest. The maximum monthly temperature 

is similar in most of the cities except for the three coldest, however, the minimum monthly temperature is quite 

different from 2 °C in the coldest (Kastoria) to 12 °C in the warmest (Heraklion). Global radiation has a similar 

trend to the minimum monthly temperature with a range between 1525 to1838 kWh/(m2 a). 

 

Fig. 2: Minimum and maximum monthly ambient temperature and the annual horizontal global radiation of the 10 climates 

(sorted from cold to warm) 

In Tab. 1, the space heating and space cooling criteria to reach EnerPHit are presented as well as the calculated 

DHW demand and the household electricity by PHPP. The calculated number of persons in PHPP is 

approximately 3.6 persons per story. According to the EnerPHit standard the limit for SH is 20 kWh/(m2 a) in 

the sixth colder climates and 15 kWh/(m2 a) in the rest, while SC varies depending on each case up to a 

maximum of 21 kWh/(m2 a). It is worth to be noted that the criteria to reach the Passive House standard are 

the same expect for the sixth colder climates in which the SH has to be 15 kWh/(m2 a). The DHW demand 

varies from 11.4 to 13 kWh/(m2 a) due to the different cold water temperatures.  
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Tab. 1: Space heating and cooling demands (limits according to EnerPHit standard) and DHW demand and household 

electricity based on PHPP. 

Climate 
SH demand SC demand DHW demand Household electricity 

kWh/(m2 a) 

Kastoria 

20 

15 

13.0 

23.9 

Kozani 
12.5 

Ioannina 

Thessaloniki 17 

12.0 Larisa 15 

Volos 16 

Patras 

15 

21 

11.4 
Athens 17 

Kalamata 19 

Heraklion 20 

 

In order to achieve the required SH demand in each climate, the U-values vary quite significantly. Tab. 2 shows 

the applied values for a 3-story building located in different cities. In the coldest climate, the U-values of the 

insulated opaque elements are even below 0.1 W/(m2 K) similar to the central European climate. In the rest 

cold climates (from Kozani to Volos), located in the North and in the middle of the country, the required U-

values are between 0.12 and 0.18 W/(m2 K). In the warmest climates, located in the southern part (such as 

Athens), the U-values are higher with a max of 0.47 W/(m2 K) in Heraklion.  

Tab. 2: U-values of the opaque and the transparent (as well as g-values) elements for a renovated building with 3 stories 

Climate wall roof 

slab 

ambient 

slab 

ground windows g-value 

W/(m2 K) [-] 

Kastoria 0.08 0.09 0.08 0.53 

0.90 

0.54 

Kozani 0.12 0.12 0.12 0.53 

Ioannina 0.13 0.13 0.13 0.53 

Thessaloniki 0.17 0.18 0.17 0.53 

Larisa 0.17 0.18 0.17 0.53 

Volos 0.15 0.16 0.16 0.53 

Patras 0.28 0.31 0.31 0.54 

Athens 0.28 0.15 0.30 0.54 0.37 

Kalamata 0.26 0.28 0.27 0.53 
0.54 

Heraklion 0.42 0.46 0.47 0.54 

3. Results and discussion 

Fig 3 shows the influence of the climate on the SPF of the heat pump used for space heating and the PV yield. 

Presenting the climates from the colder to the warmer. It is observed that the same heat pump has better 

performance in south Greece from 22% (Patras) up to 32% (Heraklion) compared to the cold climate of 

Kastoria. The PV yield follows a similar trend but with lower values e.g., the highest increase is 20%. 
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Fig. 3: Influence of the climate (10 Greek cities from cold to warm climate) on the SPF of the split units and the PV yield  

A complete overview of the SPF of a heat pump used for space heating in four representative climates of 

Greece is presented in Fig. 4. It is observed that the choice of the heat pump has a similar impact on the SPF 

as the sink temperature. The latter depends on the heat emission and distribution system, the well-

dimensioning/sizing of the HP, and the proper commissioning and operation (control) of the system. For 

example, in Thessaloniki, a poor HP that operates with a low sink temperature e.g., 45 °C leads to an SPF of 

2.1, which is equal to the SPF for the case of a very good HP with a high sink temperature such as 60 °C. The 

choice of the HP based on its efficiency (i.e., COP) can have an impact on the electric consumption of up to 

21%, e.g., in Kastoria the SPF increases from 1.6 to 2.1 (operation at 55 °C). An HP in Athens that operates at 

50 °C instead of 60 °C results in 16% electricity savings and at 35 °C (by using fan coils) results in 42% or in 

absolute 3.1 kWh/(m2 a) of electricity savings. 

 

Fig. 4: Overview of the system performance factor (SPF) varying the design sink temperature, the efficiency of the heat pump, 

and the climate. 

In Fig 5, the ratio of PV electricity and building consumption included (top) or excluding (bottom) the 

household electricity is presented varying the climate and the number of stories. By excluding household 

electricity from the balance, NZEB is possible in all climates when the building consists of a maximum of six 

stories. The climate influences the results; however, different measures should be applied in each climate to 

reach the standard (see Tab. 2). For example, the insulation thickness of the wall is 35 cm in Kastoria and six 

cm in Heraklion. Thus, the implementation of the building standard varies significantly, and the target of NZEB 

is easier to be reached in warm than cold climates due to higher SPF and PV yield that compensates for the 

increased cooling loads. It has to be noted that when the household electricity (23.9 kWh/(m2 a)) is also 

considered in the balance, NZEB can be reached with a maximum of a 3-story building.  
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Fig. 5: Load factor considering net metering i.e., the ratio of PV electricity and building consumption over a year, depending 

on the climate and the number of stories including (top) or excluding (bottom) household electricity  

The results are applied in a neighborhood in Thessaloniki by varying the number of stories of each building. 

Tab. 3 shows the influence of using solar thermal for DHW rather than electric water heaters and PV. As can 

be seen, even if all buildings are renovated according to very good building standards and the roof space is 

covered with renewable sources, the neighborhood cannot be net-zero energy since the PV production is 20% 

less than the electricity needed. The latter becomes 30% when the roof is fully covered with PV and electric 

water heaters are used for DHW (i.e., no solar thermal collectors). The results highlight that a reduction of 

heating demands is a priority in energy policies so that the on-site renewable sources can cover a significant 

part of the electricity demand towards the target of net-zero neighborhoods. PV in the façade would be also an 

additional option however due to very dense building areas, the shadings can be an obstacle. 

 

Tab. 3: Ratio of PV yield and electricity demand of a neighborhood in Thessaloniki once with using solar thermal to cover the 

DHW demand and once without solar thermal (i.e., roof fully covered with PV) 

Num. of stories Num. of buildings 
Wel_PV / Wel_bui 

with solar thermal 

Wel_PV / Wel_bui 

without solar thermal 

3 5 1.03 0.87 

4 1 0.75 0.66 

5 3 0.58 0.53 

neighbourhood: 9 0.80 0.70 
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The annual remaining electricity in the neighborhood that cannot be covered by on-site renewable sources is 

demonstrated in Fig. 6, varying the system used for space heating and DHW, as well as the efficiency of the 

system and the sink temperature. In the case of split units, the sink temperature is considered to vary from 35 

to 45 °C, while in the case of an HP from 35 to 60 °C, assuming using fan coils (35 up to 50 °C) or new 

radiators (45 up to 55 °C) or existing (or even adding some more) radiators (55 up to 60 °C). The choice of 

letting the electric water heaters for the DHW preparation and covering the roof with only PV (without the use 

of solar thermal collectors) requires almost double electricity from the grid compared to the case with ST. The 

use of HP for SH and DHW could lead to less required electricity from the grid, however, proper dimensioning 

and a choice of an HP with rather high COP are required. This is similar to the findings from an Austrian case 

study (Ochs, Dermentzis, and Feist 2014). Typically, often the more complex the system is, the higher the 

possibility for maloperation such that the HP operates at the same temperature for SH as for the DHW 

(Dermentzis, Ochs, and Franzoi 2021). The use of the split units for heating and cooling combined with ST for 

DHW are totally independent and well-established systems reducing the risk of more inefficient operation than 

designed. 

 

Fig. 6: Influence of the system and its performance on the final (site) energy for the neighborhood in Thessaloniki. 

The annual electricity balance between PV production and electric consumption (i.e., ‘net metering’) that 

assumes the grid as ideal storage, can be misleading since the direct use of PV electricity in the building is 

significantly lower. Fig. 7 demonstrates the monthly electricity consumption dedicated to SH, DHW, 

auxiliaries, and household electricity, and the PV yield as well as the directly used electricity with or without 

battery installation of the 3-story building in Thessaloniki. The building is an NZEB with a ratio of 1.03 (PV 

yield divided by electricity consumption), however, in the winter months, the PV cannot even cover only the 

household electricity, resulting in high electricity demand in these months and overproduction in summer 

months. This need for electricity from the grid in the winter months will be significantly higher if other building 

standards are applied. This indicates the need for effective building energy renovations and even the need for 

seasonal storage. The part of the electricity consumption that is directly covered by the PV is calculated to be 

0.37 in case of no batteries and 0.50 in the case with batteries. The use of batteries increases the share of direct 

PV electricity usage by 21%.  

0

5

10

15

20

25

3 5 4 0 4 5 3 5 4 0 4 5 5 0 5 5 6 0 3 5 4 0 4 5

t h e t a _ s n k  [ ° C ]
S U & S T

t h e t a _ s n k   [ ° C ]
H P

t h e t a _ s n k   [ ° C ]
S U _ w / o  S T  

W
el

_n
ei

gh
-

P
V

yi
el

d
[ 

kW
h

/(
m

2
a)

]

2.8

3.3

3.7

4.2

COP(2/35):

 
G. Dermentzis et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1016



 

Fig. 7: Monthly electricity consumption for each application (i.e. SH, DHW, aux, and appliances) and monthly PV yield as well 

as the share of direct use of PV electricity with and without batteries for the 3-story building in Thessaloniki. Remark: cooling 

is excluded since it is not available in the current version of the PVecon tool.  

New constructions consist of even more floors than the existing ones, for example, a new building in this 

neighborhood consists of 7 stories. This is an advantage from the space heating demand point of view due to 

compactness (volume/surface area). However, the remaining area for on-site renewable sources is the same, 

thus, other renewable sources have to be used. This increases the necessity of building new high-performance 

buildings and renovating the old ones with as sufficient measures as possible. Similarly, Papadopoulos et al., 

(2016) concluded about the real need for deep renovation of the building stock.  

4. Conclusions 

The study was performed to investigate the potential of applying EnerPHit standards in multi-family buildings 

varying the number of stories and including PV towards net-zero energy neighborhoods in Greece. The results 

show that PV can cover on an annual balance the electricity required for heating, cooling, DHW, and auxiliaries 

(excluding households) if the building is up to 6 stories in Greek climates. However, NZEB is possible up to 

a maximum of 3 stories when household electricity consumption is included in the balance, although the latter 

is not foreseen by national regulations.  

The difference in climate in Greece does not have a significant influence on reaching NZEB levels, when the 

EnerPHit standard is applied. However, reaching the standards is much easier in the southern compared to 

northern climate; in the warmest climate, the required U-value of the wall is 0.42 W/(m2 K) whilst in the coldest 

0.08 W/(m2 K); the latter figure might be challenging to achieve in practice. 

The increased number of stories and also the increased compactness reduces the required measures to achieve 

high-performance energy standards, and at the same time, whilst the available roof space for PVs remains the 

same making the target of NZEB more difficult. Therefore, the implementation of a thermally well protected 

envelope is very important to reduce the required loads to the minimum. The choice of the heating generation 

system plays a major role and especially, solar thermal collectors are favorable from the energy point of view 

for the DHW preparation. In case of renovation, the system for DHW should be retrofitted, too and electric 

water heaters should be avoided even when combined with PV. Air-source HPs for supplying space heating 

and DHW (optional cooling, too – if fan coils are installed) combined with PVs have a potential for the highest 

efficiency. However, commissioning, control strategy, and sizing of the heat emission system are very 

important to operate the system with the lowest possible sink temperature resulting in high SPF up to 3.4 in 

Thessaloniki and 3.9 in Athens. 

The results can be used for making policy about ways to reduce the on-site electricity consumption considering 

PV and solar thermal, prioritizing deep renovation concepts. 

Future work should include also an economic analysis to reach the standards in several climates considering 

the heat and cool generation systems as well as the renewable sources. 
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Abstract 

The great growth of cities in the last century, together with the scarcity of developable land, has led to the growth 
of high-rise cities, limiting the access to solar radiation for their inhabitants. For this reason, it is crucial to have 
models that allow an accurate assessment of the amount of solar radiation that can be received in highly obstructed 
environments. In this work, it has been evaluated and compared the performance of an angular distribution model 
against a simpler irradiance model to estimate the diffuse irradiance received on tilted planes located in obstructed 
environments. To this end, a total of 320 urban scenarios were considered derived from the combination of 
different orientations and inclinations of the tilted plane, and different orientations and aspect ratios of the urban 
canyon. Models were evaluated against the diffuse irradiance values obtained by the ISO 15469:2004(E)/CIE S 
011/E:2003 model and radiance measurements performed by a sky scanner at the radiometric station of the Public 
University of Navarre (Spain). 

Keywords: Diffuse solar irradiance, Angular distribution models, Tilted planes, Urban environments 

 

1. Introduction 
For the last century there has been a growing concentration of population in cities. This tendency is expected to 
continue unless the necessary policy measures are taken. According to the United Nations report (United Nations, 
2018), in 2018, 1.7 billion people –23 per cent of the world’s population– lived in a city with at least 1 million 
inhabitants. In 2030, a projected 28 per cent of people worldwide will be concentrated in cities with at least 1 
million inhabitants. The scarcity of available developable land has caused cities to grow in height, limiting access 
to solar radiation for their inhabitants. For this reason, it is crucial to have models that allow an accurate assessment 
of the amount of solar radiation that can be received in highly obstructed environments. Specifically, the 
estimation of diffuse irradiance on tilted planes –given their diffuse and anisotropic nature– requires the use of 
models. Depending on their complexity, such models can be classified into two main groups: (1) simple or 
irradiance models within which it is possible to distinguish between isotropic and pseudo-isotropic models (Liu 
and Jordan, 1961; Koronakis, 1986; Tian et al., 2001) and anisotropic models (Bugler, 1977; Temps and Coulson, 
1977; Klucher, 1979; Steven and Unsworth, 1979; Hay and Davies, 1980; Willmott, 1982; Ma and Iqbal, 1983; 
Skartveit and Olseth, 1986; Saluja and Muneer, 1987; Gueymard, 1986, 1987; Muneer, 1987, 1990; Perez et al., 
1987, 1990; Reindl et al., 1990); and (2) complex or angular distribution models (Matsuura and Iwata, 1990; Perez 
et al., 1993a; Brunger and Hooper, 1993; Igawa et al., 2004; Igawa, 2014; Lou et al., 2022). 

Although numerous studies can be found in the scientific literature that evaluate the performance of these models, 
both simple and complex, when estimating the irradiance received on an inclined plane located in an obstacle-free 
environment, there are very few studies that evaluate this performance in obstructed environments. In this sense, 
it was carried out an evaluation of the behavior of simple or irradiance models to assess diffuse irradiance on 
inclined planes in urban environments in a previous work (García et al., 2021). 

The current work aims to evaluate and compare the performance of an angular distribution model against a simple 
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irradiance model, both widely used, in determining sky diffuse irradiance in obstructed environments. The 
hypothesis is that models based on the angular distribution of diffuse radiance in the sky allow for more accurate 
consideration of environmental obstacles than the simple models. The scope of this study is limited to sky diffuse 
irradiance. That is, we have not considered the reflected fluxes which, in very obstructed environments, can 
account for a significant part of the received energy. Therefore, this issue will be addressed with the depth it 
deserves in future works. The estimation of direct irradiance has also not been addressed. 

This paper is organized into five sections and two appendices. The meteorological data and the quality control 
procedures are detailed in Section 2. Section 3 describes the general methodology and the different considered 
models. Section 4 presents the results obtained and the conclusions are detailed in Section 5. 

2. Meteorological data 
In order to compare the results obtained in this study with those obtained in the previous one (García et al., 2021), 
in which irradiance or simple models were evaluated, the same experimental dataset was used. Thus, the data used 
in this study were collected from the radiometric station of the UPNA, located on the roof of one of the buildings 
of the Higher Technical School of Agricultural Engineering and Biosciences (42º47’32’’ N, 1º37’45’’ W, 435 m 
a.s.l.) in Pamplona (Spain). The data series consist in 6,767 observations made between July and December 2018. 
Measured variables include 1-min frequency data of global irradiance on the horizontal plane, using a Kipp & 
Zonen CM11 pyranometer, diffuse irradiance on the horizontal plane with a Kipp & Zonen CM11 pyranometer 
with a shadow ball, and direct normal irradiance with a Kipp & Zonen CH1 pyrheliometer. All three instruments 
were mounted on a Kipp & Zonen 2AP solar tracker. In addition, the angular distribution of diffuse sky radiance 
was measured every 10 min using an EKO MS-321LR sky scanner. Both irradiance and angular distribution 
measurements corresponding to solar elevations below 5º were discarded. Irradiance measurements were further 
subjected to the quality control procedure proposed by the MESoR project (Hoyer-Klick et al., 2008). In the case 
of angular distribution of radiance, quality control was based in three criteria described in García et al. (2020). 

3. Methodology 
The general methodology consists of: (1) the sky classification according to the 15 types established by the ISO 
15469:2004(E)/CIE S 011/E:2003 standard (2004) from radiance measurements performed by the sky scanner; 
(2) the estimation of the diffuse irradiance on the tilted plane from the measured angular distribution of radiance 
and the ISO/CIE angular distribution model, considering the obstruction provided by the urban canyon; (3) 
obtaining the diffuse irradiance predicted by the angular distribution model and the irradiance one, considering 
the effect of obstructions; and (4) the comparison of model predictions with the reference irradiance values 
obtained in step 2 by the ISO/CIE angular distribution model. 

The computation of the diffuse irradiance received on the tilted plane of interest, indicated in steps 2 and 3 of the 
general methodology, was carried out by integrating the radiances corresponding to a series of visible sky elements 
–782,268 in this work– on such plane. In this way, those sky elements obstructed by the urban environment can 
be accurately discarded (see Fig. 1). 

 
Fig. 1: Projection of the ISO/CIE sky standard 7 onto a plane with an inclination 𝜷𝒑 = 45º and an azimuth 𝜸𝒑 = 30º, when the sun 

has a solar zenith angle of 45º and an azimuth of 30º, considering different aspect ratios (𝜶𝒄) of the urban canyon. The black-
shaded area is the visible part of the ground, and the gray-shaded area is the projection of the urban canyon onto the tilted plane. 
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The described methodology was used to compare the performance of an angular sky diffuse radiance distribution 
model versus an irradiance model when estimating the diffuse irradiance received on tilted planes located in urban 
environments with different configurations. The considered models –listed below–, as well as the reference 
ISO/CIE angular distribution model, are described in Subsections 3.1 to 3.3. 

1. All-weather model (Perez et al., 1993a, 1993b). This is a widely used angular distribution model that 
uses the sky's clearness (𝜀) and brightness (∆) to parameterize the angular distribution of luminance in 
the sky. Despite being designed to estimate the angular distribution of sky luminance, previous studies 
have confirmed its good performance when estimating radiance (Gracia et al., 2011). 

2. Modified Perez irradiance model (Perez et al., 1987). This is a modification of the original anisotropic 
sky model proposed by García et al. (2021) to take into account the effect of the obstacles on the various 
defined sky areas (isotropic background and circumsolar region). As in the case of the All-weather model, 
𝜀 and ∆ are used to characterize the sky conditions. 

As in the case of the data set used, a similar set of urban scenarios of the previous work was considered in order 
to compare the results obtained previously with simple models, and those obtained in this study from a complex 
one. Therefore, the general methodology was applied to a total of 320 urban scenarios resulting from the 
combination of 4 different orientations (𝛾!) and 10 inclinations (𝛽!) of the tilted plane and 2 orientations (𝛾") and 
4 aspect ratios (𝛼") of the urban canyon, listed in Tab. 1. The aspect ratio is considered as the quotient of the 
height and width of the urban canyon and the azimuth origin is in the south and it increase positively towards the 
west and negatively towards the east. 

Many urban scenarios were considered to cover as many situations as possible that can occur in a real urban 
environment. For all scenarios, the tilted plane of interest was considered to be in the center of the urban canyon, 
i.e., equidistant to the two facades that delimit the canyon. 

Tab. 1: Considered configurations of the urban canyon and tilted plane. 

Variable Initial value Final value Increment Cases 
Urban canyon azimuth (𝛾") 0º 90º 90º 2 

Urban canyon aspect ratio (𝛼") 1 4 1 4 
Plane tilt angle (𝛽!) 0º 90º 10º 10 

Plane azimuth (𝛾!) -180º 90º 90º 4 

 

The ISO/CIE angular distribution model was used to obtain the reference diffuse irradiance against which values 
provided by the analyzed irradiance models were compared because of two fundamental reasons. The first is the 
practical impossibility to install irradiance sensors in such a large number of considered scenarios. The second is 
to overcome data discontinuities resulting from the saturation of the sky scanner measurements of angular 
distribution of radiance in those patches close to the sun. The measurements of angular distribution of sky radiance 
were used to characterize the state of the sky according to the ISO/CIE standard. In this way, it was possible to 
determine the theoretical ISO/CIE radiance distribution closest to the real measured distribution. Then, the model 
proposed in the standard was used to obtain a continuous distribution of radiance in the sky according to the 
obtained ISO/CIE sky-type. 

3.1. Reference luminance/radiance model: ISO/CIE angular distribution model 
The standard ISO 15469:2004(E)/CIE S 011/E:2003 (2004) established a total of 15 standard sky luminance 
distributions. Although the ISO/CIE model is designed to describe the luminance distribution of the sky and not 
the radiance, García et al. (2020) found that classification in sky types from radiance and luminance measurements 
gives an exact match for nearly 60% of the cases and reaches 90% when, in addition to the matching 
classifications, the differences of 1 and 2 sky types are considered. 

According to the ISO/CIE standard, the luminance relative to zenith at a given point in the sky vault, 𝑙#$%(𝜃, 𝜒), 
is given by eq. (1). 

𝑙#$%(𝜃, 𝜒) =
𝐿#$%(𝜃, 𝜒)

𝐿&
=
𝜑(𝜃)	𝑓(𝜒)
𝜑(0)	𝑓(𝜃')

, (eq. 1) 
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where 𝐿#$%(𝜃, 𝜒) is the luminance of any sky point given its zenith angle (𝜃) and angular distance to the sun (𝜒), 
𝑓(𝜒) is the indicatrix function, 𝜑(𝜃) is the gradation function, 𝜃' is the solar zenith angle. 

The gradation function, 𝜑(𝜃), which obeys to the eq. (2), characterizes the luminance variation from the zenith 
(𝜃 = 0°) to the horizon (𝜃 = 90°). 

𝜑(𝜃) = 1 + 𝑎#$% 	exp(𝑏#$% cos 𝜃⁄ ). (eq. 2) 

The indicatrix function, 𝑓(𝜒), in eq. (3) expresses the relationship between the luminance at a sky point and that 
at the point where 𝜒 = 90°). The indicatrix function is related to the scattering of solar radiation as it passes 
through the atmosphere. 

𝑓(𝜒) = 1 + 𝑐#$% 	[exp(𝑑#$%𝜒) − exp(𝑑#$% 𝜋 2⁄ )] + 𝑒#$% cos( 𝜒. (eq. 3) 

Coefficients 𝑎#$%, 𝑏#$%, 𝑐#$%, 𝑑#$% and 𝑒#$% included in eqs. (2) and (3) depend on the standard sky type. 
Consequently, in order to calculate the angular distribution of relative luminance in the sky vault at any given 
moment by applying eq. (1), it is necessary to know first the type of sky at that moment. 

When 𝐿& is not a known value, it is possible to obtain the absolute luminance of the sky element, 𝐿#$%(𝜃, 𝜒), from 
the normalization of the measured horizontal diffuse irradiance (𝐺)) according to eq. (4). 

𝐿#$%(𝜃, 𝜒) =
𝑙#$%(𝜃, 𝜒)	𝐺)

∫ ∫ [𝑙#$%(𝜃, 𝜒, 𝛾) cos 𝜃]d𝜃	d𝛾
(*
+,-

* (⁄
/,-

. (eq. 4) 

Considering the proposed sky discretization, which consists of a large number of sky elements –782,268 in this 
work–, the integration of the denominator of eq. (4) can be replaced by a sum without loss of precision, as 
described in eq. (5). 

𝐿#$%(𝜃, 𝜒) =
𝑙#$%(𝜃, 𝜒)	𝐺)

∑ 𝑙#$%,1(𝜃, 𝜒)𝜔1 cos 𝜃12
1,3

, (eq. 5) 

where 𝑛 is the number of sky elements into which the sky vault is divided and 𝜔1 is the solid angle of the sky 
element 𝑖. 

So that, according to the ISO/CIE sky radiance distribution, the horizontal diffuse irradiance (𝐺),#$%) can be 
obtained by integrating/summing the values of 𝐿#$%(𝜃, 𝜒), according to eq. (6). 

𝐺),#$% =O 𝐿#$%,1(𝜃, 𝜒)𝜔1 cos 𝜃1
2

1,3
. (eq. 6) 

This last operation, as it is, may be of no interest since the value of 𝐺) is already known. However, when 
calculating the diffuse irradiance received on a tilted plane (𝐺),4,#$%) located in an obstructed or unobstructed 
environment, an analogous procedure will be applied, eq. (7). 

𝐺),4,#$% =O 𝑚𝑎𝑥R𝐿#$%,1(𝜃, 𝜒)𝜔1 cos 𝜃15 , 0S
2

1,3
, (eq. 7) 

where 𝜃15 is the zenith angle relative to the normal of the tilted plane of a sky element 𝑖. 

3.2. Luminance/radiance model: All-weather model 
According to Perez et al. (1993a, 1993b), the relative luminance, 𝑙67(𝜃, 𝜒), defined as the ratio between the 
luminance of the considered sky element, 𝐿67(𝜃, 𝜒), and the luminance of an arbitrary sky element –generally the 
zenith– is given by eq. (8). 

𝑙67(𝜃, 𝜒) = [1 + 𝑎67	exp(𝑏67 cos 𝜃⁄ )][1 + 𝑐67	exp(𝑑67𝜒) + 𝑒67 cos( 𝜒]. (eq. 8) 

The coefficients 𝑎67, 𝑏67, 𝑐67, 𝑑67 and 𝑒67 are adjustable coefficients that depend on two parameters used to 
characterize the sky conditions at a given time: sky clearness (𝜀) and sky brightness (∆). 

𝐿67(𝜃, 𝜒) may be obtained from 𝑙67(𝜃, 𝜒), if zenith luminance (𝐿') is known by eq. (9). 

𝐿67(𝜃, 𝜒) =
𝐿',67	𝑙67(𝜃, 𝜒)
𝑙67(0, 𝜃')

. (eq. 9) 
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However, the authors recommend that 𝐿67(𝜃, 𝜒) be obtained by eq. (10) after normalization of 𝐺). According to 
the reasoning stated in Section 3.1, the integration can be replaced by a sum of very small discrete elements. 

𝐿67(𝜃, 𝜒) =
𝑙67(𝜃, 𝜒)	𝐺)

∫ ∫ [𝑙67(𝜃, 𝜒) cos 𝜃]d𝜃	d𝛾
(*
+,-

* (⁄
/,-

=
𝑙67(𝜃, 𝜒)	𝐺)

∑ 𝑙67,1(𝜃, 𝜒)𝜔1 cos 𝜃12
1,3

. (eq. 10) 

Once the value of 𝐿67(𝜃, 𝜒) is known, the calculation of the diffuse irradiance on a horizontal (𝐺),67) or tilted 
plane, (𝐺),4,67) can be carried out by eqs. (6) and (7), respectively. 

3.3 Irradiance model: modified Perez model 
The original model published by Perez et al. (1987) is shown in eq. (11). The three terms in this equation 
correspond to the diffuse irradiance from the isotropic background region, the circumsolar region, and the 
contribution of the horizon brightness. 

𝐺),4,89:9' = 𝐺) T(1 − 𝐹3) V
1 + cos β!

2 X + 𝐹3
𝑎
𝑏 + 𝐹( sin β![, 

(eq. 11) 

where 𝐹3 is the circumsolar brightness coefficient; 𝐹( is the horizon brightness coefficient; 𝑎 is the solid angle 
subtended by the circumsolar region, weighted by its average incidence on the slope; and 𝑏 is the solid angle 
subtended by the circumsolar region, weighted by its average incidence on the horizontal. Coefficients 𝐹3 and 𝐹( 
depend on 𝜀 and ∆. 

The proposal by García et al. (2021) modified the original model in order to take into account the effect of urban 
canyon on the irradiance of the isotropic background and the circumsolar region. In this regard, the first term, the 
contribution of the isotropic background, was modified replacing the factor \1 + cos𝛽!]/2 by the sky view factor 
(𝑆𝑉𝐹). In the case of the circumsolar component, the factor 𝑎/𝑏 was replaced by the circumsolar view factor 
(𝐶𝑉𝐹), which allows to consider the effect of the urban canyon on the circumsolar region. The term related to the 
horizon brightness was eliminated, in the understanding that this sky region will be obstructed, almost completely, 
by the urban canyon. Therefore, the modified Perez model is given by Equation (12). 

𝐺),4,89:9' = 𝐺)[(1 − 𝐹3)𝑆𝑉𝐹 + 𝐹3𝐶𝑉𝐹]. (eq. 12) 

García et al. (2021) analyzed 5 different half-angles of opening of the circumsolar region –from point source to 
45º– and demonstrated that the model that considered the 35º half-angle circumsolar region performed best when 
estimating the irradiance received on a tilted plane considering all studied urban scenarios. For this reason, in this 
work such aperture angle of the circumsolar region was selected. 

4. Results and discussion 
Fig. 2 shows the sky classification obtained according to the ISO/CIE standard. Clear sky types (11-15) 
predominate, with 56% of the records, being the sky type 13 the most frequent one. Overcast skies (types 1-5) 
accounted for 24.9% of the skies observed and intermediate skies (types 6-10) 19.1%. 

 

Fig. 2: Observed frequency of occurrence of each ISO/CIE Standard General Sky classification. 

Once the ISO/CIE sky type was obtained, the diffuse irradiance on the inclined plane was determined for each of 
the 320 urban scenarios designed using the ISO/CIE angular distribution model. These irradiance values were 
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used as the reference against which the irradiance estimates provided by the All-weather angular distribution 
model, or the modified Perez irradiance model were compared. For each scenario and modified model, the 
performance was evaluated with the relative mean square error (𝑟𝑅𝑀𝑆𝐸), according to eq. (13). 

𝑟𝑅𝑀𝑆𝐸(%) =
100

�̅�),4,#$%
h∑ \𝐺),4,1,#$% − 𝐺),4,1,;]

(2
1,3

𝑛 . (eq. 13) 

where 𝐺),4,#$% is the diffuse irradiance on the tilted plane calculated from the ISO/CIE angular radiance 
distribution model, �̅�),4,#$% is the average of all 𝐺),4,#$% values, and 𝐺),4,1,; is the diffuse irradiance on the tilted 
plane given by the All-weather angular distribution model or the modified Perez irradiance model. 

Fig. 3 shows the 𝑟𝑅𝑀𝑆𝐸 values obtained by the two evaluated models considering a γ" of 0º (north-south 
direction) and a γ! of -90º (east-oriented plane), Fig. 3a, and of 0º (south-oriented plane), Fig. 3b. In each of the 
plots we show the evolution of the errors as a function of the plane inclination and the aspect ratio of the canyon 
(α"). Although 4 different orientations of the plane were considered for γ"	= 0º, only 2 have been included in Fig. 
3 for space reasons. In all cases it can be observed how the error obtained by the models when estimating the 
diffuse irradiance on a tilted plane increases as the plane’s inclination and the aspect ratio of the urban canyon 
rise. However, the 𝑟𝑅𝑀𝑆𝐸 values are significantly lower in the case of the angular distribution model compared 
to the irradiance model. 

 
Fig. 3: 𝒓𝑹𝑴𝑺𝑬 (%) values of tilted diffuse irradiance obtained by each model for the different 𝜷𝒑 and 𝜶𝒄 combinations considering 

a 𝜸𝒄 of 0º (north-south direction) and a 𝜸𝒑 of (a) -90º (east facing) and (b) 0º (south facing). 
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Fig. 4 shows results analogous to those presented in Fig. 3, but, in this case, for a 𝛾" of 90º (east-west direction). 
Again, the trend observed in Fig. 3 can be seen. That is, the errors increase with the increase of the β! and α", 
being significantly higher in the case of the simple model or irradiance model. For the specific case of this canyon 
orientation and for the reasons mentioned above, the other 2 plots corresponding to plane orientations of 90º and 
180º have not been included. Thus, a total of 8 plots corresponding to the 320 scenarios considered were obtained. 

 
Fig. 4: 𝒓𝑹𝑴𝑺𝑬 (%) values of tilted diffuse irradiance obtained by each model for the different 𝜷𝒑 and 𝜶𝒄 combinations considering 

a 𝜸𝒄 of 90º (east-west direction) and a 𝜸𝒑 of (a) -90º (east facing) and (b) 0º (south facing). 

Data in those 8 plots like Figs. 3 and 4 were summarized to simplify the analysis of the results. In this regard, 
Tabs. 2 and 3 show the 𝑟𝑅𝑀𝑆𝐸 values obtained for the two considered 𝛾" values. Each table shows the errors 
obtained by the two analyzed models for the different 𝛼". Also, for each 𝛼", models have been ranked according 
to their 𝑟𝑅𝑀𝑆𝐸 values and their rank order is shown in brackets. 

As can be seen, in all cases the All-weather model, which considers the angular distribution of radiance in the sky 
vault, shows the best performance when estimating the 𝐺),4 values received on a plane located inside an urban 
canyon, with errors ranging from 11.96% in an obstacle-free environment to 15.23% when the aspect ratio of the 
urban canyon reaches a value of 4. In fact, the 𝑟𝑅𝑀𝑆𝐸 values obtained by the simple or irradiance model almost 
double the errors of the angular distribution model. 
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Tab. 2: 𝒓𝑹𝑴𝑺𝑬 (%) values of tilted diffuse irradiance obtained by each model for different 𝜶𝒄 considering a 𝜸𝒄 of 0º (N-S). For 

each 𝜶𝒄, model rank scores are shown in parenthesis. 

𝜶𝒄 
All-weather angular 
distribution model 

Perez modified 
irradiance model 

1 13.01 (1) 21.00 (2) 
2 14.52 (1) 23.65 (2) 
3 15.02 (1) 25.00 (2) 
4 15.23 (1) 26.04 (2) 

 

Tab. 3: 𝒓𝑹𝑴𝑺𝑬 (%) values of tilted diffuse irradiance obtained by each model for different 𝜶𝒄 considering a 𝜸𝒄 of 90º (E-W). For 
each 𝜶𝒄, model rank scores are shown in parenthesis. 

𝜶𝒄 
All-weather angular 
distribution model 

Perez modified 
irradiance model 

1 11.70 (1) 20.68 (2) 
2 12.35 (1) 23.12 (2) 
3 12.64 (1) 24.37 (2) 
4 12.75 (1) 25.52 (2) 

5. Conclusions 
In this work we have evaluated the performance of an angular distribution model of diffuse sky radiance versus 
that of an anisotropic irradiance model, when estimating the diffuse irradiance received in a tilted plane immersed 
in an urban canyon. After analyzing the results considering a total of 320 urban scenarios, which arise from the 
combination of different orientations and aspect ratios of the canyon and different orientations and inclinations of 
the plane of interest, the starting hypothesis of the article has been verified. That is, the angular distribution model 
performs significantly better than the irradiance model. In fact, when comparing the models, it has been observed 
that the errors are reduced by almost half.  

It should be noted that the values of sky diffuse tilted irradiance taken as a reference against which to assess the 
considered models have been calculated according to the ISO/CIE angular distribution model, given the practical 
impossibility of carrying out a measurement campaign in the 320 urban scenarios. Although this may introduce 
some uncertainty in the results, the use of this model, together with the sky scanner measurements, makes it 
possible to obtain the standard sky radiance distribution most similar to the real measured distribution. 

In the future, this same study will be undertaken using HDR images of the sky calibrated in radiance, which will 
allow greater precision in the results. The problem of estimating reflected energy fluxes in complex environments 
will also be addressed. 

In conclusion, the use of angular distribution models is recommended over irradiance models when estimating the 
diffuse sky irradiance received on planes located in urban environments. 
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Abstract 

The energy master planning process for districts requires an analysis of different scenarios, which often includes 
the determination of the solar potential of a district. In the past, several solar planning tools were developed. These 
are reviewed in the first part of this paper and classified in the main part of the paper according to a list of 
restriction and functionality classification. Three classifications of tools were found and specified in tables. The 
first level comprises of stand-alone tools (e.g. PVSys, Polysun) with certain functionality restrictions. The second 
level comprises tools based on GIS data (e.g. PVGIS, Solroof) with restrictions by introducing reduction factor. 
The third level is embedded solar potential analysis in Energy Master Planning (EMP) tools (e.g. City Energy 
Analyst (CEA), Sympheny). By integrating comprehensive spatial and temporal analyses, along with multiple 
renewable energy sources, urban areas can optimize their energy utilization, minimize energy waste, and advance 
towards a sustainable and low-carbon future. 

Keywords: Solar radiation, planning tool, simulation 

1. Introduction 
Climate change challenges the ambitious goals that policy makers have put in place by setting more and more 
ambitious energy-related building and community requirements and standards based on the Sustainable 
Development Goals of the United Nations (UN) [1]. The concept of Energy Master Planning (EMP) – a roadmap 
of planning for energy efficiency and grid optimization - can help to initiate a better planning and implementation 
process to fulfil these goals. Reaching for the greenhouse gas reduction goals of the Paris Agreement, stakeholders 
on all geographical and organisational levels from nations, regions, cities and communities are challenged. 
Following bottom-up approaches for energy planning on the neighbourhood level is a promising attempt to reduce 
energy demand, increase efficiency and lower the carbon footprint in a multi-stakeholder approach (JPI UE, 2020). 
Reaching for the Global Sustainability Goals, cities and communities play a prominent role as they are 
geographically the main cause for emissions and on the other hand play a prominent role in putting global goals 
into local policies and means and at the same time embedding them in the local context with site specific demands 
and settings 

With the 2015 Paris commitment in mind it is even more important to make sure that energy generation is 
renewable. Since solar energy systems can replace other building materials such as cladding or shading devices, 
they have additional advantages compared to other heat and power production solutions (Schiefelbein 2018). Solar 
power as a source of low carbon energy is an essential component for the sustainability of cities and its 
implementation and management, through urban planning practices, can play a strategic role in improving the 
energy efficiency of cities. Solar urban planning is a complex process which needs to consider the interplay 
between multiple factors and variables, depending on urban form and solar energy inputs. In order to enhance 
solar considerations within the planning process, there is a great need for knowledge from different disciplines to 
reach the planning practice and the public (Eicker 2012, Kaiser 1996). 

1.1. Urban planning process 
The urban planning process is a political and technical process that balances different needs of society within a 
physical and spatial environment (Haase and Lohse 2019; Haase 2020). Decisions need to be taken during the 
process in regard to spatial, social, environmental, economical, technical and political aspirations and goals. 
Strategies and tools are needed to support and facilitate these decisions and to enhance solar energy considerations 
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within the existing urban planning processes (Sharp et al. 2020; Schiefelbein 2018). The concept of Energy Master 
Planning (EMP) in Urban planning can help to initiate a better planning and implementation process to fulfil these 
goals through providing a roadmap for energy planning. The application of principles of a holistic approach to 
neighbourhood and districts, often coined community energy planning in the literature and discussed in Haase and 
Baer (2020). The concept of Energy Master Planning (EMP) can help to initiate a better planning and 
implementation process to fulfil these goals through providing a roadmap for energy efficiency in the district as a 
basis for energy planning that points into the future. Haase and Lohse (2019) tried to define EMP and explained 
the different steps involved in the process; energy efficiency (1) and comprehensive energy planning (2) (Haase 
and Lohse 2019). In addition, to provide the necessary methods and instruments to stakeholders involved, it is 
essential to identify and frame the constraints that bound the options towards an optimized energy master planning 
solution (Sharp et al. 2020). 

1.2. Constraints and goals in Energy Master Planning 
Far less common in EMP guidance and related literature is information on the identification of constraints that 
limit energy technology options and how stakeholders influence the decision-making process.  Although the work 
of Sharp et al. (2020) contributes by widening the definition of constraints into EMP, it is limited in its scope 
while focusing on single-ownership neighbourhoods like campuses or military garrisons (Sharp et al. 2020). Not 
much work is available on the role constraints, stakeholders, and boundary conditions in EMP for multi-owner, 
multi-stakeholder neighbourhoods many cities and regions are characterized of more complex ownerships and 
therefore a more complex stakeholder group with more complex framing goals that can lead to further constraints 
in EMP. An important part is the constraints analysis as part of the assessment when energy options are developed 
which can be divided into the following five categories: 

• Natural Locational Constraints – Resources and threats 

• Distribution System & Storage Constraints 

• Building and Facility Constraints 

• Indoor Environment Constraints 

• Building Equipment and District System Constraints 

1.3 Aim of the study 
As argued above there is an intrinsic need to know the natural locational constraints of a site early in the Energy 
Master Planning process. Especially the resources need to be evaluated to form the basis for goal setting and 
further steps in the EMP. The aim of this study was to collect and assess different approaches to quantify solar 
energy potential from photovoltaic systems in the urban context. Within this framework, the amount of energy 
provided by the integration of photovoltaic systems into existing buildings and their energy consumption, are two 
key indicators to identify the neighborhoods of the city that behave as urban units with positive, negative or 
balanced energy performances. 

2. Methodology 
We collected methods and tools from various sources. An extensive literature review was conducted, followed by 
a review of past and present solar neighbourhood research activities: 

• ScienceDirect and Scopus database 
• International research activities (IEA SHC Task 51, IEA SHC Task 63, IEA EBC Annex 73, IEA EBC 

Annex 83, IEA EBC Annex 75, EU projects)  
• Software databases (e.g. https://www.buildingenergysoftwaretools.com/) 
• Other research projects (e.g. national initiatives, local planning tools)   

Then we adopted factors which were divided between exclusion factors and reduction factors in order to consider 
spatial aspects for PV arrays installation, shading effects, roof typologies and other roof uses and PV module 
efficiency. Other factors are related to other urban parameters and the energy demand of the buildings within the 
district. Table 1 provides an overview of the factors that were included in the analysis. 

Tab. 1: Factors included in the analysis  
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Exclusion factors Reduction factors Urban factors 

surfaces obstructions Morphology  

technologies Surfaces  Energy demand 

Performance factors Physical parameters Demand profiles 

Period    
 

It can be seen that there were factors identified that exclude certain features of solar radiation potential 
calculations. These refer to surfaces, technologies, performance factors and simulation periods. The second set of 
factors were found that reduce the amount of solar radiation, such as obstructions, surfaces and other physical 
parameters. Then, there are urban factors like morphology, energy demand and demand profiles of districts. Based 
on these functionality factors, it was possible to classify the mapped tools into three levels (level1 – 3).  

3. Results 
An increasing number of cities and even regions are producing online solar maps which can give building owners 
an indication of the solar energy potential of their roofs, and some cities are additionally including solar potential 
of facades. These solar maps are both urban planning and assessment tools. When reviewing the assessment tools 
it became clear that the tools were developed and are explored in different ways. There are three main levels of 
functionality. Tools which produce solar radiation on surfaces and estimate electricity production by using 
exclusion factors were classified as Level 1. Figure 1 shows the calculation procedure. Tools which use a digital 
model and combine neighboring buildings and the terrain relief were classified as Level 2. Figure 2 shows the 
simulation procedure. Tools which are capable of coupling solar radiation analysis with the local specificity were 
classified as Level 3. 

3.1. Level 1 

Solar maps are used to identify suitable building surfaces for the installation of solar energy systems. These maps 
quantify the solar potential on building roofs or facades and predict the amount of solar energy that can be 
generated. While most solar maps focus on displaying the existing urban landscape, some cities are exploring the 
possibility of incorporating these features into urban planning maps. The production of solar maps involves the 
use of advanced technologies such as photogrammetry and drones. 

To obtain solar radiation data, various National Solar Radiation Databases (e.g., NSRDB in the US) have been 
established. These databases contain solar radiation and meteorological data for national and regional areas, 
including neighboring countries. They provide publicly available datasets that have been collected and distributed 
over a certain period of time. The databases typically consist of surface observations, models, satellite data, as 
well as measurement and modeling technologies. For example, the current NSRDB includes solar irradiance data 
at a 4-km horizontal resolution for every 30-minute interval from 1998 to 2016. This data is computed using the 
National Renewable Energy Laboratory's (NREL's) Physical Solar Model (PSM), along with products from other 
research labs in the US (Sengupta 2018). It is important to validate the irradiance data with surface observations, 
which can be done by assessing mean percentage biases for global horizontal irradiance (GHI) and direct normal 
irradiance (DNI). 

Efforts to develop solar maps can also be observed in other countries, as indicated in Table 2. However, existing 
solar maps have limitations, particularly in estimating solar potential for integrated solar facade systems, as the 
majority of maps are designed for small-scale roofing installations (Lobaccaro et al. 2012). Furthermore, some 
solar energy potential assessment categories are not clearly defined (Lobaccaro et al. 2019). 

 

Tab. 2: Solar maps  
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name features country 

Aurora AI engine, sales support, contract manager Global 

BlueSol • BlueSol is a software for the design of photovoltaic systems in every country in 
the world.  

• It allows to perform the entire process of designing a PV system, from the 
preliminary assessment of producibility to the realization of the project 
documentation.  

• made with a standard Microsoft interface, easy to use and manages every detail 
of the PV system. 

Global 

Helioscope • web-based sales and design tool for solar professionals  
• robust 3D design engine and bankable energy yield simulator  
• detailed financial calculator and drag-and-drop proposal editor 

Global 

Global 
Solar Atlas 

• Regional and local geographical characteristics may represent technical and 
environmental prerequisites, but also constraints for solar energy development.  

• Ground imagery from satellite and city maps helps identify potential areas of 
interest. Main roads, railways, and transmission line networks help define the 
accessibility and feasibility of sites for the location of power plants.  

• Different map layers can be selected: photovoltaic electricity output (PVOUT), 
global horizontal irradiation (GHI), direct normal irradiation (DNI), diffuse 
horizontal irradiation (DIF), global tilted irradiation for fixed systems 
at optimum angle (GTI), optimum angle of PV modules (OPTA), temperature 
(TEMP), elevation (TERRAIN), satellite view (SATELLITE) and information 
on roads and streets (NORMAL). 

Global 

NREL The maps illustrate select multiyear annual and monthly average maps and 
geospatial data from the National Solar Radiation Database (NSRDB) Physical Solar 

Model (PSM). The PSM covers most of the Americas. 

US 

NY Solar 
map 

The website provides a step-by-Step approach 
1. Evaluate the building’s solar potential (see solar map solar potential 

calculator) 
2. Learn about solar technologies (see solar basics) 
3. Learn about available PV incentives 
4. Gather energy bills and roof schematic drawings (if available), and contact 

solar installers using the 'solar connect' feature on the map 
5. Receive remote and on-site evaluations from contractors to get at least 3 

quotes 
6. Evaluate if your roof needs to be reinforced or replaced 
7. Contact references from solar contractors 
8. Evaluate costs and financing options to decide on direct ownership or third-

party ownership 
9. Sign contract with selected solar installer 
10. The solar contractor files applications for incentives and permits; the 

installation moves forward 

NY, US 

PV Sol Free 
& Premium 

• PV*SOL is a software used by planners, architects, installers and skilled 
technicians around the world to plan and design efficient PV systems. 

• PV*SOL offers the most detailed configuration and shade analysis for PV 
systems. 
It calculates solar output, panel sizing and economic forecasting for a PV 
system. 

Global 

PV F-chart PV F-CHART is a comprehensive photovoltaic system analysis and design program. 
The program provides monthly-average performance estimates for each hour of the 

day. The calculations are based upon methods developed at the University of 
Wisconsin which use solar radiation utilizability to account for statistical variation of 

radiation and the load. 

Global  
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Polysun Polysun software from Vela Solaris allows a multi-practice simulation of various 

energy system with reliable results in terms of functionality, energy efficiency and 
profitability – from single-family homes to districts, worldwide and for all market-

standard technologies. 

Global 

Pylon Web-based PV design software US 

PVsyst • PVsyst is designed to be used by architects, engineers, and researchers. It is also 
a very useful educative tool.  

• It includes a detailed contextual Help menu that explains the procedures and 
models that are used, and offers a user-friendly approach with a guide to 
develop a project.  

• PVsyst is able to import meteo data, as well as personal data from many 
different sources. 

Global 

PVGIS Free and open access to: 
• Electricity generation potential for different PV technologies and configurations 
• Solar radiation and temperature, as monthly averages or daily profiles 
• Full time series of hourly values of both solar radiation and PV performance 
• TMY data for nine climatic variables, formatted for building energy calculation 

tools 
• Application Programming Interface for fast, automated access needs 
• Maps of solar resource and PV potential, by country or region, in ready to print 

files 
• PVMAPS, a software suite for users to make customised maps 
• PVGIS uses high-quality and high-spatial and temporal resolution data of solar 

radiation obtained from satellite images, as well as ambient temperature and 
wind speed from climate reanalysis models. 

The PVGIS energy yield model is validated from measurements performed on 
commercial modules at the JRC’s European Solar Test Installation (ESTI). ESTI is 
an ISO 17025 accredited photovoltaic calibration laboratory for all photovoltaic 
materials. 

Europe 

Solar PV 
map 

Understand the Australian solar PV market with live generation data, historical maps 
and animations, and tools to explore rooftop PV potential and per-postcode market 

penetration. 

Australia 

Solar 
Reference 

map 

This interactive solar reference map is intended to provide quick and intuitive access 
to weather data needed to install code-compliant PV systems. 

Florida, 
US 

Solcast • Solcast takes on the many challenges of producing live and forecast solar data,  
• making the data as easy to access, validate and integrate as possible, which is 

made possible through an API Toolkit.  
• It provides instant access to live and forecast data products via this web 

interface.  
• These include direct estimates of global, direct and diffuse solar radiation, as 

well as PV power output. 

Global 

Solar 
calculator 

• The residential solar calculator is a tool intended to help determine the viability 
of adding solar photovoltaic (PV) panels as an alternative energy source to 
residential buildings (single-family homes) in Calgary.  

• Homeowners can use this tool as a starting point to help assess their home's 
solar potential, and to get an idea of the estimated costs and payment options.  

• The residential solar calculator is intended for informational purposes only. 

Calgary, 
Canada 

SolarEdge 
site designer 

• SolarEdge Designer is a free web-based solar design tool that helps solar 
professionals lower PV design costs and generate winning customer proposals.  

• plan, build and validate with SolarEdge residential and commercial systems from 
inception to installation with this powerful selling tool 

Global 

Solarius Solarius PV is a professional software for technical design and economic analysis for 
any type of photovoltaic system connected to national electricity grids (grid-
connected). 

Global 
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Sizing, financial analysis and single-line diagrams in a single solution, which can be 

used in every situation and for all kinds of needs: 
• for PV systems installed on new or existing buildings or even for large systems 

(photovoltaic farms) 
• in every location (geolocation with reference climate data) 
• in any boundary condition (near and far obstacles) 
• all types of Panels and Inverters (extensive library with thousands of different 

models) 

Solargis • Multiple independent studies have found Solargis to be the most reliable solar 
database 

• Spatial resolution of 250 m and sub-hourly temporal resolution better represent 
typical and extreme weather and improve accuracy 

• Solutions available for all solar energy assessment needs: from prospecting to 
effective operation 

• Solargis data and services are available for any location between latitudes 60N 
and 50S 

Global 

Suncalc SunCalc shows the movement of the sun and sunlight-phase for a certain day at a 
certain place. 

The results can be printed or given by API. 

Global  

Sunroof Solar savings are calculated using roof size and shape, shaded roof areas, local 
weather, local electricity prices, solar costs, and estimated incentives over time.  

Using a sample address, the detailed estimate Project Sunroof can give output for 
any address. 

US 

 

 
Fig. 1: Calculation illustration 

3.2. Level 2 

Alternatively, the solar potential of every roof and facade may be precisely calculated using a digital model which 
combines neighboring buildings and the terrain relief (Digital Surface Models or 3D City Models) with an adapted 
solar simulation software. The identified tools in this category are listed in Table 3. Such digital models are 
available in an increasing number of places. Solar simulation tools integrate radiation models considering urban 
shading effect and the possibility of reflections. Solar energy can be utilized in buildings to a much higher degree 
than is the case today, but the first obstacle is at the urban level. Local authorities currently lack the approaches, 
methods and tools to assess the potential for active solar energy. In order to perform an analysis of the solar 
potential of a study area, a 3D model built at a certain Level of Detail needs to be employed. According to 
(Biljecki, 2015), buildings are represented as footprint extrusions and with flat roofs at LOD 1 (at this level of 

Satellite NWP forecast Irradiance
measurement

PC system Conversion to power PV power 
measurement

Site-specific
prediction of

horizontal irradiance

Reduction factors Exclusion factors

Power outcome of
site
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detail). The complexity of the built agglomerations (such as building volumes, urban or building typological 
factors, density, vegetation, etc.) affects the incidence of solar irradiation on the buildings’ surfaces (e.g., partial 
shading or localized hot spots causing overheating), which may lead to power losses, non-optimal operating 
conditions caused by potential malfunctions, or safety and reliability reduction effects. Moreover, the 
determination of the solar potential of construction surfaces in a more realistic way becomes more prominent. In 
the analysis of constraints at the urban scale it becomes important to analyze typological factors. By introducing 
weighting indicators to translate the different constructive, geometric, and typological constraints that affect the 
solar system’s integration, shading from surrounding buildings and solar inter-building reflections are becoming 
common solution to the deployment of solar systems on façades and roofs in such highly densified urban 
environments. Nonetheless, it is possible to use more detailed three-dimensional representations for analysis 
concerning a limited number of buildings since computation time exponentially increases with the number of 
modelled surfaces. Once the physical model is available, two main approaches for estimating solar irradiance 
values on building envelopes can be employed according to the literature review of Freitas et al. (2015): empirical 
based or computational based.  

The empirical based models transpose the global and diffuse horizontal radiation values measured from weather 
stations located in open fields into the direct beam and diffuse components for any tilted surface by also 
considering the reflections due to the ground's albedo. 

In general, there is a big consensus around the use of the Perez anisotropic sky model (Perez et al., 1987) that 
considers one direct beam component from the sun, three diffuse sky components e deriving from the circumsolar 
disc close to the sun's position, the horizon band close to the ground and the isotropic contribution from the 
remaining of the sky dome respectively e and the ground reflected component. However, these models fail when 
complex urban layouts need to be taken into account, especially when obstructions to sunlight can strongly affect 
solar harvesting like within dense urban environments. Consequently, the development of computational based 
models that mainly differ each other for the resolution (both spatial and temporal) of the analysis and the radiation 
components taken into account. 

Tab. 3: Solar simulation  

name Description System 
level 

Design-
Builder 

DesignBuilder Software Ltd specialises in developing high-quality, easy-to-use 
simulation software that helps you to quickly assess the environmental 

performance of new and existing buildings. DesignBuilder’s advanced building 
performance simulation tools minimise modelling time and maximise 

productivity. Models either imported from BIM, or built quickly within 
DesignBuilder, provide fully-integrated performance analysis including energy 

and comfort, HVAC, daylighting, cost, design optimisation, CFD, 
BREEAM/LEED credits, and reports complying with several national building 
regulations and certification standards. DesignBuilder software is distributed 

globally and via a network of international partners. 

Building, 
components 

District 
Energy 
Concept 
Adviser 

This software was developed in collaboration with international partners from 
IEA ECBCS Annex 51 "Energy Efficient Communities“ and comprises a set of 

individual supporting tools. The very heart of the software is a tool for the 
energy assessment of districts, which uses archetypes and other pre-set 

configurations to allow for a simple and quick data input mapping all the 
buildings in the district. Thus it takes the user just a few steps to identify the 

energy saving potential of various strategies in the areas of building 
construction, technical building systems, and centralized supply systems. Other 
included tools are a case study viewer with 19 exemplary energy efficient city 

quarters, information on energy efficient technologies and strategies and a 
benchmarking tool for measured energy use. 

Building 

Homer HOMER software is built on the trusted, market-leading HOMER platform, 
used by more than 250,000 system designers and developers in over 190 
countries. I 

Building 
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Whether designing hybrid microgrids or distributed generation systems, the 
software solution consider geographic-specific criteria and risks, such as fuel 
price changes, load growth, accelerated battery degradation and changing 
weather patterns. 

 

IDA ICE IDA ICE is an innovative and trusted whole-year detailed and dynamic multi-
zone simulation application for study of thermal indoor climate as well as the 
energy consumption of the entire building. The physical models of IDA ICE 
reflect the latest research and best models available, and the computed results 
compare well with measured data. While serving a global market, IDA ICE is 
adapted to local languages and requirements (climate data, standards, special 

systems, special reports, product and material data).  

Building, 
components, 

systems 

OnGrid 
Tool 

OnGrid offers data, software, and education to solar companies — so those 
companies can offer effective financial presentations to their prospects. OnGrid 

started in 2005, in Northern California 
 

system 

Polysun Polysun software from Vela Solaris allows a multi-practice simulation of 
various energy system with reliable results in terms of functionality, energy 

efficiency and profitability – from single-family homes to districts, worldwide 
and for all market-standard technologies. 

Building, 
components, 

system 

RETscreen  CanmetENERGY's engineering experts have developed innovative clean 
energy project analysis, modelling, and simulation software tools to help users: 
• assess various types of renewable energy and energy efficient technologies 
• reduce greenhouse gas emissions 
• optimize integrated energy efficient design in domestic and international 

markets 
• reduce operating costs & comply with code requirements 
• qualify for funding and incentive programs 

District, 
systems 

Sonnendach 
(CH), 

Solroof 

The map shows the degree of suitability of roofs for the use of solar energy, 
together with the potential yield. For this purpose the course of the sun 

throughout the year is simulated and the level of solar radiation reaching the 
roof is calculated. 

Building, 
system 

Sympheny Sympheny aims to empowers the planners and managers of buildings & local 
areas to drive the global energy transition. Their unique combination of digital 

twin technology and intelligent algorithms allows to provide for the new 
knowledge needs of energy planners, facility managers and site owners in the 
emerging energy landscape. Sympheny aims to support energy planners and 

energy managers in different countries and contexts around this world by 
providing software that is globally scalable and locally adaptable. 

Building, 
components, 

systems 

System 
Advisor 
Model 
(SAM) 

The System Advisor Model (SAM) is a free techno-economic software 
model that can model many types of renewable energy systems.  

SAM simulates the performance of photovoltaic, concentrating solar power, 
solar water heating, wind, geothermal, and biomass power systems, and 

includes a basic generic model for comparisons with conventional or other 
types of systems.  

The financial models are for projects that either buy and sell electricity at retail 
rates (residential and commercial) or sell electricity at a price determined in a 

power purchase agreement (PPA).  
SAM's simulation tools facilitate parametric and sensitivity analyses, Monte 

Carlo simulation and weather variability studies. It includes a built-in scripting 
language called LK that automates simulations for batch processing and allows 

for more complex analyses and reading and writing data from files.  
Several macros written in LK come with SAM to help with tasks such as 

checking weather files, sizing photovoltaic systems, and other tasks.  

Building, 
components, 

systems 

TRNSYS - 
Solar 

• TRNSYS is made up of two parts. The first is an engine (called the 
kernel) that reads and processes the input file, iteratively solves the 
system, determines convergence and plots system variables. The kernel 

Building, 
components, 

systems 
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Thermal 
Energy 

also provides utilities that, among other things, determine thermophysical 
properties, invert matrices, perform linear regressions and interpolate 
external data files. 

• The second part of TRNSYS is an extensive library of components, each 
of which models the performance of one part of the system. The standard 
library includes approximately 150 models ranging from pumps to multi-
zone buildings, wind turbines to electrolyzers, weather data processors to 
economics routines, and basic HVAC equipment to cutting edge 
emerging technologies. Models are constructed in such a way that users 
can modify existing components or write their own, extending the 
capabilities of the environment. 

UrbaSun • Meteodyn have been studying micro-meteorology since 2003.  
• They develop wind flow and solar radiation simulation software that is 

suitable for all types of terrain.  
• Their software and services allow the renewable energy, construction and 

transportation industries to accurately calculate and model wind or solar 
radiation. 

Building 

 

 
Fig. 2: Simulation illustration 

3.3 Level 3 

On the strategic planning level, buildings and neighborhoods can be recognized in districts. Regarding sensitivity, 
particularly sensitive (or non-sensitive) districts can be identified in an area that otherwise is assessed as a uniform 
medium-sensitive territory. In GIS zones with different heritage categories in accordance with the method of 
context sensitivity presented in the previous chapter can be marked in maps. As such protected zones in land use 
plans can be marked as highly sensitive areas, commercial and industrial zones as low sensitive areas. These 
considerations need to be coupled with a deep understanding of the local specificity and a constructive discussion 
with the local site protection authorities (Amado and Poggi 2014). Table 4 lists the tools that were identified in 
this category. 

 

Tab. 4: Solar urban design tools 

name url Urban planning level 

City Energy Analyst 
(CEA) 

https://cityenergyanalyst.com/ advanced 

Power outcome of
site

Electricity profile District energy
profiles Heating profile

site balance

Building cooling
profile

Building heating
profile (incl. DHW)

Building archetypes
model

Site climate data set
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DIVA-For-Rhino http://www.solemma.com advanced 

RETscreen  http://www.retscreen.net high 

Sonnendach (CH), 
Solroof 

https://www.uvek-
gis.admin.ch/BFE/sonnendach/index.html 

medium 

Sympheny https://www.sympheny.com/#1 advanced 
 

3.4 Features of Solar PV planning tools 
All solar PV design software need some kind of features to match technical accuracy and urban planning criteria 
(e.g. gross roof area of building (m²) Calculating the shadow free area on the site, available for solar PV 
installation, Estimation of the annual yield for PV systems on available roof area (kWh), etc.). These are elaborated 
and provide useful information for further EMP. 

All solar PV design software need some kind of input data, which include: 

• Gross roof area of building (m²) 

• Available flat roof area for PV installation considering exclusion factors (m²) 

• Estimating the solar energy available at a given location – for example, rooftop of a building 

• Calculating the shadow free area on the site, available for solar PV installation 

• Sum of all global solar irradiation values over a year (kWh/m²)  

• Mean annual global radiation on available roof area (kWh) 

• Designing a solar PV installation to produce the required solar power 

• Calculating the projected solar energy production 

• Creating the engineering drawings and reports for the planned installation 

• Available pitched roof area for PV installation considering exclusion and reduction factors (m²) 

• Estimation of the annual yield for PV systems on available roof area (kWh) 

 

The characteristics and parameters of the urban system which are required to estimate photovoltaic solar electricity 
have been gathered by mean of quantitative spatial analysis. According to related approaches to available roof 
surface area for photovoltaic energy potential evaluations, some specific criteria have to be assumed for taking 
into account those factors that can reduce the gross roof surface. 

Table 5 shows the analysis results of the functionality levels of different solar planning tools. 

Tab. 5: Analysis results of functionality levels of different solar planning tools 

Planning tool url Functionality 
  Level 1 Level 2 Level 3 

Aurora http://www.aurorasolar.com/ X   

BlueSol http://www.bluesolpv.com/ X   
City Energy Analyst 

(CEA) 
https://cityenergyanalyst.com/   X 

DesignBuilder https://designbuilder.co.uk/ X X  
District Energy Concept 

Adviser 
https://www.district-eca.com/  X  

DIVA-For-Rhino http://www.solemma.com   X 
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Helioscope https://www.helioscope.com/ X   

Homer https://www.homerenergy.com/  X  
IDA ICE https://www.equa.se/de/ida-ice  X  

OnGrid Tool http://www.ongrid.net/  X  
PV Sol Free & Premium https://pvsol.software/en/ X   

PV F-chart http://fchartsoftware.com/pvfchart/ X   

Polysun https://www.velasolaris.com/ X X  

Pylon https://getpylon.com X   

PVGIS tool https://re.jrc.ec.europa.eu/pvg_tools/en/ X   
PVsyst https://www.pvsyst.com/ X   

RETscreen  http://www.retscreen.net  X X 

SolarEdge site designer https://www.solaredge.com/us/products/inst
aller-tools/designer#/ 

X   

Solarius https://www.accasoftware.com/en/solar-
design-software 

X   

Sonnendach (CH), 
Solroof 

https://www.uvek-
gis.admin.ch/BFE/sonnendach/index.html 

 X X 

Sympheny https://www.sympheny.com/#1  X X 
System Advisor Model 

(SAM) 
https://sam.nrel.gov/download  X  

TRANSYS - Solar 
Thermal Energy 

http://www.aiguasol.coop  X  

UrbaSun http://meteodyn.com/en/  X  

 

4. Conclusions 
Typical-alone tools were classified as Level 1 (e.g. PVSys, Polysun). The Level 2 tools are based on GIS data 
(e.g. PVGIS, Solroof) and provide urban planning relevant features. Level 3 tools embedded solar potential 
analysis in Energy Master Planning (EMP) tools (e.g. City Energy Analyst (CEA), Sympheny).  

Solar potential calculations for different buildings are incorporated into a Geographic Information System (GIS) 
platform, which provides a comprehensive map for clear identification of urban areas, their energy consumption, 
and their potential for energy production. This step allows for achieving an energy balance in urban areas and 
enables the identification of areas with higher energy needs. Urban parameters can then be developed to transform 
and adapt the energy demand and production patterns accordingly. Conversely, by analyzing areas with energy 
surplus, it is possible to assess buildings and make necessary adjustments or improvements to urban parameters. 

However, energy balances are not the sole focus of interest. In the future, there will be a greater emphasis on 
spatial and temporal distributions. It will be important to consider not only diurnal variations but also seasonal 
differences. Solar planning tools should incorporate these developments into their analysis. Additionally, other 
renewable energy sources at the district scale, such as wind energy, biomass-based solutions, and geothermal 
energy, need to be integrated into these types of analyses. The full potential of renewable energy can only be 
harnessed when buildings are considered not only in terms of their surfaces (roofs and facades) but also in terms 
of their overall structure and fabric. Heating, cooling, and electricity demands are significant components of the 
equation for achieving a decarbonized future energy system. 

By integrating comprehensive spatial and temporal analyses, along with multiple renewable energy sources, urban 
areas can optimize their energy utilization, minimize energy waste, and advance towards a sustainable and low-
carbon future. 

The next step will be to choose a typical district and to perform for each solar potential tool class an analysis. The 
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results can then be compared and used for benchmarking purposes.  
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Abstract 

In this paper, we developed a positive energy community for renewable energy sharing community and investigated 
the positive energy performance of the proposed community compared with conventional community. The selected 
case study positive energy community has 56 houses and 2 non-residential buildings. This positive energy 
community is composed of building integrated photovoltaics (BIPV), Battery Energy Storage System (BESS), 
Thermal Energy Storage System (TESS). The community energy management system (CEMS) was operated to 
monitoring the community energy performance and energy trading of inner and outer community. This paper presents 
the positive energy performance and economic benefit of the proposed community. It was found that the proposed 
community has 229% of renewable energy penetration rate and about 30% of self-consumption rates can be improved 
compared with the conventional community.  

Keywords: energy sharing community, electric and thermal energy sharing, self-consumption, BIPV  

 

1. Introduction 
Energy sharing community refers to the sharing of the surplus energy produced from distributed energy production 
systems with surrounding buildings in the community. Such energy sharing prevents the surplus energy from being 
supplied to the grid, thereby reducing the instability of the grid caused by renewable energy. In addition, the economic 
efficiency of distributed energy production systems can be secured through such energy sharing and trading even 
though there has been no economic benefit of surplus electricity for small-scale power generation.  

2. Low-Carbon Energy Sharing Community  
A low-carbon energy sharing community attempts to operate electricity and thermal energy supply chains at the same 
time. When prosumer buildings that produce surplus energy desire to sell surplus electricity, surrounding buildings 
that consume a large amount of energy purchase such surplus energy. In this instance, prosumers can sell either the 
surplus electricity produced from PV systems or the cold and hot energy produced using such surplus electricity. For 
such energy sharing/transactions, the real-time sales of energy to be produced are also possible, but energy is stored 
in energy storage facilities, such as energy storage systems (ESS) and thermal energy storage (TES), for sales at an 
appropriate time point 

Figure 2 shows the conceptual diagram of the convergence energy system to obtain the optimal energy sharing effect 
by implementing an energy sharing platform. This convergence energy system consists of the power grid and cooling 
and heating networks. The electricity produced from the renewable energy systems installed in each building covers 
the electricity demand of each building, and the surplus electricity is supplied to the grid in the village. The surplus 
electricity is then shared with other surrounding buildings or stored in ESS for supply from ESS when the electricity 
produced from renewable energy is insufficient or the electricity cost of the grid is expensive. In addition, when ESS 
is fully charged with the surplus electricity, the heat pump is operated to store cold energy in summer and hot energy 
in winter in the heat storage tank for supply to each building. 

The self-consumption rate of the convergence energy system for the community was analyzed using the load cover 
factor (LCF) and supply cover factor (SCF). LCF represents the proportion of the amount received from the grid 
(Pimp) to cover the power load (Pload), battery (PBESS), and heat pump load for heat storage in the heat storage tank 
(PHP). As it approaches 100%, it means that the proportion received from the grid is low (eq. 1). SCF represents the 
proportion of the amount transmitted to the grid (Pexp) after covering the power load (Pload), battery (PBESS), and heat 
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pump load for heat storage in the heat storage tank (PHP) with the power generated from PV systems (Pgen). As it 
approaches 100%, it means that the proportion transmitted to the grid is low (eq. 2). In this instance, the power load 
includes all plug loads, such as lighting, in buildings. As these proportions approach 100%, the self-consumption 
rate becomes higher. In this study, the self-consumption rate (SLCF) was represented as the average of LCF and SCF 
(eq. 3).  

The SCF is self-consumption, and that is defined as the fraction of the sharing the PV and BIPV generation power 
supplied to the load. High self-consumption and self-sufficiency means that the entire electricity load is mostly 
covered by the BIPV and PV. In this study, the self-consumption rate (SLCF) was represented as the average of LCF 
and SCF. In order to investigate the energy performance of the proposed system, the building load and BIPV was 
simulated by TRNSYS 18 software. This software provide hourly based dynamic simulation results.  

𝐿𝐿𝐿𝐿𝐿𝐿 = 1 −
∫ 𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖(𝑡𝑡)𝑑𝑑𝑡𝑡𝑡𝑡2
𝑡𝑡1

∫ [𝑃𝑃𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑡𝑡)+𝑃𝑃𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝑡𝑡)+𝑃𝑃𝐻𝐻𝐻𝐻(𝑡𝑡)]𝑑𝑑𝑡𝑡𝑡𝑡2
𝑡𝑡1

      (eq. 1) 

𝑆𝑆𝐿𝐿𝐿𝐿 = 1 −
∫ 𝑃𝑃𝑒𝑒𝑒𝑒𝑖𝑖(𝑡𝑡)𝑑𝑑𝑡𝑡𝑡𝑡2
𝑡𝑡1

∫ 𝑃𝑃𝑔𝑔𝑒𝑒𝑔𝑔(𝑡𝑡)𝑑𝑑𝑡𝑡𝑡𝑡2
𝑡𝑡1

        (eq. 2) 

𝑆𝑆𝐿𝐿𝐿𝐿𝐿𝐿 = 𝑆𝑆𝑆𝑆𝑆𝑆+𝐿𝐿𝑆𝑆𝑆𝑆
2

         (eq. 3) 
 
For the analysis of economic efficiency according to the energy cost, the following assumptions were made: Building 
residents purchased electricity at 100 won/kWh from the nano-grid operator and sold electricity at 50 won/kWh. In 
the economic efficiency analysis, the electricity cost was analyzed for energy sharing and trading with-out 
considering the initial cost for PV systems, ESS, and TES. In this paper, the initial cost of the systems has not been 
considered due to the fast change of subsidies for each systems. 

 
Fig. 1: Overview of conversion energy system 

3. Case study: Smart Village 
The smart village is located in the waterfront area of Busan Eco Delta City. It consists of 56 single-family houses 
and community facilities (Fig.2). It was designed with a site area of 7,202 m2, a building area of 2,200 m2, and a total 
floor area of 3,620 m2. The single-family houses have two stories above the ground, and the community facilities 
have one underground story and two stories above the ground. The houses are lightweight steel structures based on 
the reinforced concrete structures, and the community facilities are reinforced concrete structures. The community 
facilities have a building area of 266 m2 and a total floor area of 1,192 m2. The single-family houses have a building 
area of 1,636 m2 and a total floor area of 2,374 m2 based on 19 houses. In the community buildings, locations where 
various renewable energy systems can be applied are roofs and walls. The building integrated photovoltaic system 
(BIPV) was installed on southern walls, and the installation area was 194 m2. The building attached photovoltaic 
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system (BAPV) was installed on roofs, and the installation area was 108 m2.  

First, the thermal load for each house was calculated to estimate building cooling and heating loads for the 19 houses. 
To this end, the number of household members was randomly assumed for each house, and the schedule for the 
thermal load was randomly calculated. As for the reference load, the thermal load profile was applied based on the 
measurement data and the random range was set to 80% based on this profile to derive the load profile. The reference 
thermal load was based on the use of the electricity of 3,500 kWh per year, and the 19 houses were set to have a load 
range from 2,574 to 5,064 kWh. The average load of the 19 houses was set to 3,582 kWh.  

 

 
Fig. 2: Overview of smart village 

4. Results  
In Table 1 below, simple simulation analysis on the energy sharing improvement effect was conducted using the 
convergence energy system. SLCF and energy cost for the cooling period (June to August), intermediate period 
(March to May and September to October), and heating period (November to February) were compared between the 
energy transaction methods of P2G and P2P. They were also compared among the thermal energy system 
configurations of air-source heat pump (ASHP), central supply-type ground source heat pump (GSHP), and TES. In 
addition, energy performance according to the battery size was analyzed for each method.  

The total capacity of the installed PV systems is 189.67 kW, and thus the total solar power generation is 220.2 MWh 
(Fig. 3). The total plug power consumption of buildings is 68.1 MWh. When ASHP is used, it consumes the power 
of 57.4 MWh. Thus, the total power consumption is 125.5 MWh, and the renewable energy penetration rate is 
predicted to be 180%. When GSHP is used, however, it consumes the power of 30.8 MWh and the renewable energy 
penetration is predicted to be 229%(Fig.4). 
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Fig. 3: Monthly power generation of BIPV and electric load 

 
Fig. 4: Monthly power generation to ESS and heat storage 

As shown in Table 1, the analysis results on seasonal and annual SLCF revealed that annual SLCF was 45.4% when 
energy sharing was not utilized due to P2G. When ASHP was used and energy sharing was applied, however, SLCF 
was 58.8% or higher. In addition, as the battery capacity increased, SLCF also increased from 58.8 to 77.5%. When 
central supply-type GSHP and TES were used, SLCF was more than 10% higher at the same battery capacity (100 
kWh). 

In terms of energy cost (Table 2), additional profits for surplus electricity could not be obtained for conventional 
P2G transactions. When cost benefits for surplus electricity are generated by supplying the energy produced through 
energy sharing to surrounding buildings and when surplus electricity is utilized using the central supply-type heat 
pump rather than using individual heat pumps, it was predicted that at least 2.5 million won can be obtained as a 
profit from the entire community. In addition, when both the battery and central supply-type heat pumps are applied, 
it was found that 6.5 million won per year and 340 thousand won per house can be obtained as profits for energy cost 
compared to the method of utilizing P2G. 

Table. 1: Impact of system configurations for SLCF 

Value PV capacity 
[kW] 

BESS [kWh] Sum Inter Win Annual 

SLCF 
[%] 

P2G, ASHP 0 48.2 45.0 43.8 45.4 
P2P, ASHP 100 63.30 59.6 54.5 58.8 

200 74.5 74.2 65.5 71.4 
300 79.5 78.4 75.0 77.5 

P2P, GSHP-
TES 

100 77.9 72.9 67.2 72.2 
200 79.5 77.5 83.6 80.0 
300 79.7 78.0 85.7 81.0 

Table. 2: Impact of system configurations for cost 

Value PV capacity 
[kW] 

BESS [kWh] Sum Inter Win Annual 

Benefit cost 
[Mil.won] 

P2G, ASHP 0 0 0 0 0 
P2P, ASHP 100 1.4 2.1 -0.9 2.7 

200 1.6 2.5 -0.5 3.5 
300 1.7 2.6 -0.3 4.0 

P2P, GSHP-
TES 

100 2.0 3.2 0.8 5.9 
200 2.0 3.2 1.0 6.3 
300 2.0 3.3 1.1 6.5 

 

5. Conclusions 
The cost benefits mentioned in this study are the simplest examples of various business models. Nano-grid operators 
will be able to contribute to the cost benefits of residents in the energy sharing community and create a new industry 
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referred to as nano-grid operators by producing various energy costs. In addition, they can minimize the instability 
caused by introducing renewable energy systems at very high levels, such as for net-zero, through energy sharing.  
Basically, energy sharing and trading can maximize the utilization of energy sharing through harmony between 
prosumers and consumers. To practically achieve net-zero, however, it is necessary to maximize prosumers to enable 
net-zero in a community. In addition, it will be possible to improve cost benefits and the self-consumption rate by 
supplying renewable energy to buildings where it is difficult to achieve net-zero with prosumers. 
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Abstract 

Booster Heat Pumps (HPs) are integrated into the District Heating (DH) networks aiming at increasing the PV-self 

consumption. In this work, a dynamic model of a booster HP for the preparation of the Domestic Hot Water (DHW) 

in a typical Austrian multi-family house is developed. A series of dynamic simulations considering different controls, 

DHW profiles, storage quality, demand for the appliances and common areas, PV and battery sizes are performed to 

analyse the influence of this technology on the PV self-consumption, electricity demand and thermal energy demand 

from the DH network. The results show that when appliances are included in the balance, the PV yield available for 

the booster HP is limited. A non-optimal control logic of the booster HP could lead to an increase in electricity 

demand from the grid. The application of battery to increase the PV self consumption for the common areas is not 

beneficial as the available PV peak power per flat is limited and it would be anyway self used for appliances and HP. 

Batteries contribute to a slight reduction in electricity demand from the grid when the PV yield cannot be used to 

cover the appliances. Moreover, the operation of the booster HP influences the energy demand from the DH and 

makes the CO2 emission of the building dependent on the energy mix of both DH and electricity grid. 

Keywords: Booster heat pump, District heating, PV self-consumption, Domestic hot water preparation, Appliances, 

Battery. 

 

1. Introduction 

The buildings sector is responsible for around 37% of global CO2 emissions (United Nations Environment 

Programme, 2021) and in order to achieve the 2050 neutrality targets, it will be necessary to drastically reduce current 

emissions and offset the rising trend in CO2 emissions due to population growth. According to global reports (United 

Nations Environment Programme, 2021), it is expected that by 2050 over 85% of the buildings will be zero-carbon-

ready leading to a reduction of 75% of the heating intensity of which around 50% will be covered by Heat Pumps 

(HP) and 10% by DH. From this framework, it is clear that in the future the HP technology will be strongly integrated 

with the urban DH networks (Biermayr et al., 2019). In addition, HP can support the transition toward low-

temperature DH since they influence the energy demand and temperature required by the buildings (Østergaard et 

al., 2022). HP technology can be integrated in many different ways into the DH network: providing heat to the DH 

network, centrally for a building or a building block for heating and/or DHW preparation, or decentrally flat wise for 

heating and or DHW preparation. Hence, it is clear that the possibilities for integrating the HP into the DH are 

manifold and that this integration has consequences for the operation of the DH (see (Ochs, Magni and Dermentzis, 

2022) for a comprehensive overview). Integrating HP into the DH, makes the DH dependent on the electricity 

network, might reduce the DH operation time (e.g. if all the buildings use a HP for the DHW preparation, the DH is 

not needed in summer), influences the capability of self-consume the PV yield (Ochs, Magni and Dermentzis, 2022).  

Booster HPs are able to decouple the supply temperature required by the building from the DH temperature 

(Østergaard and Andersen, 2016) allowing to operate the DH network with a lower temperature reducing distribution 

losses. In addition, HPs could contribute to increase the PV self-consumption potentially offering an economic 

advantage from the user's point of view. This work focuses on the analysis of the flat-wise integration of a booster 

HP for DHW preparation, considering a newly built multifamily house building located in Innsbruck. The source of 

the HP is a central storage supplied by the DH network. The goal of this analysis is to assess the contribution of the 

booster HP to the increase of PV self-consumption by means of dynamic simulation performed with Matlab/Simulink 

using the CARNOT Toolbox (CARNOT Toolbox - File Exchange - MATLAB Central, 2020). To make this analysis 

more robust the simulation is performed considering different scenarios for PV and battery size, control of the booster 

HP, DHW tapping profile, appliances profiles, different thermal qualities of the decentral storage. 
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2. Method 

2.1. Building 

A newly built multifamily house located in Innsbruck is used as a basis for this work. This building (see Fig. 1) is 

built with a Passive House standard and it is composed by 7 floors and 35 flats. The footprint area of the building is 

412 m2 and the total heated area is 2209 m2.  

  
(a) (b) 

Fig. 1: (a) view and (b) floor plan of the reference building (Neue Heimat Tirol - NHT) 

The building is equipped with a 1000 l central storage heated by the DH network, which supplies in each flat in 

parallel the floor heating loop and the booster HP for the DHW preparation. The booster HP is used to charge the 

decentral storage of 150 l for the DHW preparation (see also Fig. 3). The PV yield is used first for the building 

electricity demand and the excess is delivered to the electricity grid. A battery system is used with the aim of 

maximizing the self-consumption of the PV for the electricity demand of the common areas. 

A scheme of the developed model implemented in Matlab/Simulink is reported in Fig. 2 and each part is explained 

in the following sections. 

 

Fig. 2: Simplified scheme of the developed model of the flatwise booster HP for DHW preparation with PV and battery. The central 

storage (i.e. dashed area) is not modelled 
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2.2. Weather description 

The weather file used for performing the dynamic simulations is based on the OIB 2019 (Österreichisches Institut 

für Bautechnik, 2019) climate for Innsbruck. 

Fig. 3 shows the monthly ambient temperature (black line) and the monthly solar irradiation on a horizontal surface 

(red bars).  

 

Fig. 3: Solar irradiation on a horizontal surface (left side) and monthly average ambient temperature (right side) for the climate of 

Innsbruck according to OIB 2019 (Österreichisches Institut für Bautechnik, 2019)  

2.3. Photovoltaic Panels and Batteries 

PV panels are simulated with a south orientation and 10° of inclination and they have an efficiency of 20 %. The 

climate of Innsbruck (OIB climate 2019 (Österreichisches Institut für Bautechnik, 2019)) is used in the calculations 

and simulations. An inverter efficiency of 97% is considered. Different sizes of PV are considered ranging from a 

peak power per flat of 0.5 kWp to 5 kWp (see Tab. 1). 

A roof coverage of 60% is normally reachable while reaching a share between 60 % and 80 % is challenging and 

requires accurate planning. Therefore, the scenarios from PV1 to PV3 are plausible while scenarios PV4 and PV5 

are only reachable for low-rise buildings, or they require to partly cover the façade of the building with PV. 

Tab. 1: Analysed PV scenarios 

 PV peak per flat PV peak total Roof coverage 

Case [kWp/flat] [kWp] [%] 

PV1 0.5 17.5 22% 

PV2 0.86 29.9 37% 

PV3 2 70.0 85% 

PV4 3.5 122.5 - 

PV5 5 175.0 - 

PV self-consumption is evaluated using the Load and Supply Cover Factors (i.e. LCF and SCF respectively) 

according to equations 1 and 2: 

LCF = PVSelf /Wel,tot      (eq. 1) 

SCF = PVSelf/PVtot      (eq. 2) 

Where PVSelf is the self-consumption of the PV yield, PVtot is the total PV yield and Wel,tot is the electricity 

demand of the building. LCF and SCF are also calculated for the individual applications of PV energy (i.e. common 

area, battery, appliances, HP). In this case, PVSelf is the PV energy consumed directly for the application under 

study.  

In addition to different PV sizes also different battery sizes, storing energy for the common areas, are analysed (see 

Fig. 2). The simulated scenarios regarding the batteries are reported in Tab. 2. A charging and discharging efficiency 

of 0.9 and a standby consumption of 10 W are considered in the simulation model.  

Tab. 2: Analysed scenarios for the battery size. 

Case Battery size 

BATT1 No battery 

BATT2 15 kWh 

BATT3 30 kWh 
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2.4. Booster Heat Pump 

The maps of performance of the booster HP (see Fig. 4), used in the dynamic simulation model analysed (see Fig. 

2), are calculated by means of a simulation of the refrigerant cycle (Monteleone et al., 2022). Considering a source 

temperature of 35 °C and a sink temperature of 55 °C, the booster HP works with a COP of 3.06 and a compressor 

power of 654 Wel.  

ϑsupply [°C]:  

   
(a) (b) (c) 

Fig. 4. Performance Maps of the booster HP: (a) COP, (b) Thermal power and (c) Electric power 

The booster HP located in each flat uses as a source the energy from the DH delivered to the flats through a central 

storage (see Fig. 2) controlled with a set point temperature, which is a function of the ambient temperature (see Fig. 

5). During the summer period (i.e. July and August) it is assumed that the HP extract heat from the floor heating loop 

contemporarily providing cooling energy to the building and not requiring any energy from the DH network.  

 

Fig. 5. Supply temperature to the booster HP throughout the year 

The decentral storage, heated up by the booster HP, is a 150 l storage and it is analysed considering two different 

energy classes (i.e. A and B). A three-way valve between the booster and the decentral storage prevents ruining the 

temperature stratification of the storage (see Fig.  1). While the three-way valve after the decentral storage controls 

the supply temperature to the user (see Fig.  1). In addition, a minimum run time of 15 min and a minimum off time 

of 5 min are considered in the simulation model of the HP. 

2.5. Heat Pump Control Strategies 

Based on the available PV yield for the booster HP, different control logics are implemented to analyse their impact 

on the PV-self consumption (see Tab. 3). The standard control logic (CTR1) foresees to warm up the decentral 

storage to 53°C from 2 to 8 a.m. and from 3 to 9 p.m. to guarantee the comfort during the morning and evening 

shower, while the strategies CTR2 and CTR3 increase the set point to 60°C when power from the PV modules is 

available. A direct electric heater (DE) is activated in parallel to the booster only when the storage temperature drops 

below 47.5 °C. 
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Tab. 3 Control logics of the set point of the decentral storage depending on the PV yield 

CTR1 CTR2 CTR3 

ϑset = standard

 

  

2.6. Domestic Hot Water Tapping profiles 

Three different tapping profiles with the same total daily energy of 5.9 kWh/day are analysed (i.e. DHW1 considering 

one shower in the morning and one in the evening, DHW2 with two showers in the morning and DHW3 with two 

showers in the evening), see Fig. 6. The tapping mass flow is controlled with an energy-based control. 

The monthly energy balances for the different cases are calculated by averaging (with equal weight) the simulation 

results obtained with the three different profiles as the real DHW tapping profile is not known and it affects the 

energy balance of the system. 

   
(a) (b) (c) 

Fig. 6: Domestic hot water tapping profiles characterized by an energy of 5.9 kWh/day, but with different distribution of the showers 

throughout the day (a: one shower in the morning and one in the evening, b: two showers in the morning and c: two showers in the 

evening) 

2.7. Appliances 

Five different scenarios are considered regarding the electricity demand of appliances and common areas (see Tab. 

4). The APP4 and APP5 scenarios consider the same electricity demand as the APP3 and APP2 scenarios, but the 

PV yield cannot be used directly for the household appliances. 

Tab. 4: Annual electricity consumption per flat considered for the appliances and common areas for the three different variants 

(i.e.APP1, APP2, APP3, APP4 and APP5) 

 Appliances 

Possibility to use the 

PV yield for 

appliances 

Common areas Total 

 [kWh/(a flat)] Yes/No [kWh/(a flat)] [kWh/(a flat)] 

APP1 0 Yes 0 0 

APP2 1600 Yes 252 1852 

APP3 2500 Yes 252 1752 
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APP4 2500 No 252 1752 

APP5 1600 No 252 1852 

A dynamic profile is used for the appliances (1600 or 2500 kWh/(a flat)), see Fig. 7, while a constant profile for the 

electricity demand of the common areas (252 kWh/(a flat)) is used.  

 
Fig. 7: Daily average appliances profiles 

3. Results and Discussion 

The storage quality does not significantly affect the energy balance of the flat. A class A storage compared to a class 

B reduces the electricity demand from the grid of maximum 3%. For this reason and for sake of simplicity only the 

results obtained with a class A storage are reported. 

The different DHW tapping profiles (see Fig. 6) influence the temperature of the storage throughout the day and 

therefore the control of the HP. In Fig. 8a and Fig. 9a the temperature of the top part of the storage, as well as the set 

point temperature, is reported while in Fig. 8b and Fig. 9b the electric power of the HP and the PV yield are shown 

for different DHW tapping profiles (i.e. DHW1, DHW2 and DHW3), considering the appliances profile APP2 (see 

Fig. 7), the PV size PV2 (see Tab. 1) and the storage quality A. In Fig. 8 the results for the control strategy CTR1 

(see Tab. 3) are reported while in Fig. 9 the results for the control strategy CTR2 are reported. 

From Fig. 8 and Fig. 9 it can be noticed that the tapping profiles DHW1 (i.e. one shower in the morning and one in 

the evening) and DHW3 (two showers in the evening) have a similar profile of the storage temperature, the only 

difference is that the storage temperature is slightly lower in the evening with DHW3 and during the day with DHW1. 

The storage temperature during the daytime is consistently lower for the DHW2 (two showers in the morning). This 

allows to harvest a higher share of renewable energy during the day. With DHW1 and DHW3 the storage is quite 

empty in the evening leading to a night-time charge (to guarantee the comfort for the morning shower) that cannot 

take advantage of the PV yield. From Fig. 8b and Fig. 9b it can be seen that the charging periods are shifted during 

the daytime with DHW2 compared to DHW1 and DHW3. The effect of the control strategy CTR2 can be seen in 

Fig. 9b, in fact at around midday, when the PV yield is at its maximum, the set point of the storage is increased to 

60 °C in order to enhance the PV self-consumption attempting to shift the load from the night-time to the day-time. 

Nevertheless, when the appliances are considered (i.e. APP2 and APP3), only a small share of PV yield is left for 

the HP (i.e., considering the case PV2 only 12 % with APP3 and 26 % with APP2 is available for the HP).  

As explained in Section 0, the HP has a minimum run and off time. The effect of the minimum run time is visible in 

Fig. 8a and Fig. 9a. In fact, at around 5 a.m. when there is no DHW demand and the storage temperature falls slightly 

below the set point, the HP switch on and even though the set point is quickly reached, it stays on until the minimum 

rum time has elapsed (i.e. 15 min). The minimum run time together with the non-modulating behaviour of the HP 

considered in this case study, makes it difficult to match the electricity demand with the PV yield optimizing the self-

consumption.  
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(a) 

 

(b) 

Fig. 8: (a) Storage temperature and set point and (b) electricity demand of the HP and PV yield (April 16th) for the different DHW 

tapping profiles considering APP2, PV2, BATT1, CTR1 and storage quality A 

(a) 

 

(b) 

Fig. 9: (a) Storage temperature and set point and (b) electricity demand of the HP and PV yield (April 16th) for the different DHW 

tapping profiles considering APP2, PV2, BATT1, CTR2 and storage quality A 

Fig. 10 shows the sorted plot of the (a) temperature of the top part of the storage and (b) the COP of the HP for the 

different control strategies and DHW tapping profiles considering APP2, PV2, BATT1 and storage quality A. From 

here it is visible that the control strategy CTR2 leads to a higher storage temperature, as the increase of set point to 

60°C is activated more often compared to CTR3. The increased storage temperature leads to a lower COP of the HP 

and higher losses. In addition, when the HP is on, its power is not fully covered by the PV yield as it is not modulating, 

and a high share of PV is already used to cover the electricity demand in the common areas and appliances. Therefore, 

the control strategy that aims only at the maximization of the PV self-consumption is not always the optimal one. 

Disregarding the electricity demand of appliances and common areas and controlling the HP according to the total 

available PV yield could lead to an increase in electricity demand from the grid of up to 14% (considering the control 

strategy CTR2). 
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(a) 

 

(b) 

Fig. 10: (a) Sorted storage temperature, (b) sorted COP of the HP for different DHW tapping profiles (i.e. DHW1, DHW2, DHW3) 

and different control strategies (i.e. CTR1, CTR2, CTR3) considering APP2, PV2, BATT1 and storage quality A 

Fig. 11 shows the monthly electricity balance of one flat for the case considering CTR2, DHW2, APP2, PV2, BATT1 

and storage quality A. The internal green staked columns represent the electricity demand of the common area (per 

flat), appliances and HP, while the external staked columns represent the self-consumption of the PV yield for 

common areas, appliances and HP and on top (in dark brown) the electricity demand covered by the grid. The dark 

dashed line represents the PV yield, and the patterned part of the columns represents the PV yield fed into the grid. 

From Fig. 11, it is clear that the PV size of the case PV2 (see Tab. 1) barely cover the electricity demand of appliances 

and common areas. A small overproduction of PV is fed to the grid only during the summer months. 

 

Fig. 11. Monthly electricity balance for the case considering CTR2, DHW2, APP2, PV2, BATT1 and storage quality A 

In Fig. 12 the annual electricity balance of all the cases without batteries and averaging of the results for the three 

different DHW profiles are reported. When the appliances are included in the balance, the electricity demand of the 

HP is only around 25% of the total electricity demand considering APP3 and 35% considering APP2. Even in the 

most optimistic scenario, concerning the PV peak power (i.e. PV5), in none of the cases, a null electricity demand 

from the grid is achieved.  

 
Fig. 12: Electricity balance for all the cases considering no batteries and averaged results over the three DHW profiles 
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Fig. 13 shows on the left y-axis the electricity demand of the HP flowing from the grid and from the PV and on the 

right side the share of the HP electricity demand covered by PV is reported. From here it can be noticed that the total 

electricity demand is always maximum applying CTR2 and that at the same time CTR2 allows to maximize the PV 

self-consumption for the cases PV1, PV2 and for the cases with appliances (APP2, and APP3) also for PV3. The 

increased set point (60°C) leads to higher storage losses and poorer COP of the HP. The Seasonal performance factor 

of the HP is around 2.5 when the control logic CTR1 is applied and can decrease down to 2.0 when CTR2 is used. 

The storage losses can increase up to 17% considering CTR2 with respect to CTR1. Thus, with the CTR2 the 

reduction in terms of efficiency outperforms the increased self-consumption leading to an increased electricity 

demand from the grid for the case APP1_PV1. In most cases, the control strategy CTR3 allows the highest reduction 

in terms of electricity from the grid as it activates the increased set point only when the PV yield available for the 

HP is higher than 500W covering most of the HP demand. 

After subtracting the PV self-consumption for appliances, the PV yield available for the HP is limited especially for 

the cases PV1 and PV2 (a maximum of 3% of the HP electricity demand can be covered by the PV self-consumption 

considering APP2). When higher PV peak power per flat is available (i.e. from PV3 to PV5) it is possible to cover 

from 14% to 27% considering APP2 and from 8% to 19% considering APP3 of the HP electricity demand, 

nevertheless, these configurations are not realistic for multi-family houses. 

 

Fig. 13: Impact of the control strategy on the HP electricity demand (i.e. PV self-consumption and electricity from the grid) for all the 

cases considering averaged results for the three different DHW profiles 

The influence of the batteries on the electricity balance is reported in Fig. 14 for the cases considering different PV 

and battery sizes, applying the control strategy CTR3, the appliances APP2 and APP5 and considering averaged 

results for the three different DHW profiles. The APP5 case considers the same electricity demand for household 

appliances as the APP2 case, but in APP5 the PV yield cannot be used to meet the demand of the household 

appliances. From Fig. 14 it can be noticed that, for the cases considering APP2, the contribution of the batteries to 

increase the PV self-consumption leads to a reduction of the PV self-consumption that, in the case without batteries 

(i.e. BATT1), would have been used for the appliances. This leads to an increase in electricity demand from the grid 

of 1%, 2% for the cases with small PV size (i.e. PV1 and PV2) and a maximum reduction of electricity from the grid 

of -6% for the case PV5. In addition, it can be seen that in the cases with APP5, the self-consumption of PV for the 

HP, the PV yield fed into the grid and the electricity demand from the grid are higher than in the cases with APP2, 

since the PV yield is not used for the appliances. Considering the APP5 cases, the batteries always lead to a reduction 

of energy from the grid of at least -3 % (case BATT2, PV1) to a maximum of -8 % (case BATT3, PV5). 

 
Fig. 14: Influence of the battery system on the electricity balance  
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Fig. 15 shows the SCF and LCF for cases with different battery and PV sizes, considering CTR3, APP2 and APP5 

and averaged results for the different domestic hot water profiles. From Fig. 15 it can be seen that: 

• SCF of up to 95% can be achieved for small PV systems (PV1 and PV2 cases), but for these cases only 20% to 

30% of the electricity demand (i.e. LCF) can be covered by PV; 

• Increasing the PVs from case PV4 to PV5 does not lead to important benefits in terms of LCF. This means that 

most of the additional energy generated by PVs is fed into the grid; 

• Appliances make an important contribution to increasing SCF and LCF; 

• If the PV output is not used for the Appliances (i.e. APP5), the batteries contribute to increase the LCF, while 

when the PV yield can be directly used in the flats to cover the electricity demand for appliances (i.e. APP2) the 

batteries lead to reduction of the LCF because they reduce the PV yield available for appliances introducing 

losses; 

• The battery size BATT3 compared to BATT2 does not lead to a high increase in LCF for this case study. 

(a) 

 

(b) 

 
Fig. 15: Influence of the battery system on (a) SCF and (b) LCF for the cases considering CTR3 and the average results for the three 

different domestic hot water profiles 

Fig. 16a shows the average daily state of charge (SOC) of the batteries and the electricity demand required from the 

grid to meet the electricity demand of the common areas when the batteries are empty, considering PV size PV2 the 

battery sizes BATT2 and BATT3. From Fig. 16a it can be seen that the daily mean SOC is higher on average for the 

case with BATT3 relative to BATT2, but in winter when solar availability is low, the grid electricity demand is 

similar in both cases.   

Fig. 16b shows the dynamic behaviour of the batteries during the 9th day of the year for the case 

CTR3_DHW2_APPL2_PV2_BATT2. When the SOC is 0 (empty batteries), the power demand of the common areas 

and the self-discharge power of the batteries (10 W) must be covered with energy from the grid. During the day, the 

battery is charged with the PV electricity that is not directly used to meet the needs of the common areas. Some 

energy is lost during both charging and discharging (90% charging and discharging efficiency), which is shown in 

the graph with the green asterisks ("Losses"). When the batteries are full (SOC=1) or when the available power of 

the PV system is higher than the maximum charging power, the excess energy is bypassed by the battery (this is 

represented in the diagram by a red dashed line - "over Battery"). 
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(a) (b) 

Fig. 16: (a) Average daily state of charge (SOC) of the batteries and electricity demand from the grid required to meet the electricity 

demand of the common areas when the batteries are empty for the two cases: CTR3_DHW2_APPL2_PV2_BATT2 and CTR3 

_DHW2_APPL2_PV2_BATT3; (b) dynamic behaviour of the batteries during the 9th day of the year for the case CTR3 

_DHW2_APPL2_PV2_BATT2 

In all the considered cases a DHW useful annual energy demand of 2133 kWh per flat is considered. Without the 

installation of the booster HPs in each flat, this amount of energy should be supplied by the DH network. With the 

booster HP a Seasonal Performance Factor of around 2.4 is achieved. This means that around 57% of the energy is 

still supplied by the DH network. Considering that during July and August the booster HP could be used for cooling 

purposes extracting energy from the floor heating loop, the energy extracted from the DH network would be around 

44% of the DHW energy demand while the electricity demand is 43% of the total thermal energy demand. In all the 

simulated cases the energy extracted from the DH network depends on the seasonal performance factor of the HP 

and varies between 904 kWh/flat to 1073 kWh/flat. 

The district heating network becomes, therefore, dependent on the electricity grid with regards to the price per kWh 

and CO2 emission (i.e. fossil/renewables share in the district and electricity). A broad overview of the integration of 

HP in the district heating network is provided in (Ochs, Magni and Dermentzis, 2022). 

4. Conclusions 

The main motivations for the integration of booster HPs into the DH network are to increase the PV self-consumption 

and to decouple the supply temperature of the DH from the required temperature of the connected buildings. Within 

this work, the performances of a booster HP installed in a flat of a multi-family house served by the DH and equipped 

with PV are analysed by means of dynamic simulations. The results show that when a booster HP is solely controlled 

to increase the PV self-consumption, the electricity demand from the grid could actually be increased. In fact, when 

the solar energy is available the set point of the DHW storage is increased and the HP is switched on. In this situation 

the performance of the HP is reduced as the supply temperature increases, the storage losses increase, and the power 

of the HP is not entirely covered by the PV yield (in part because the PV yield is already used to cover the demand 

of the appliances and in part because the HP is not modulating). Particularly in the case of multi-family houses, the 

PV yield per flat is limited (as the available roof area per flat is reduced for high-rise buildings) and it could be so 

low that it would be almost completely used to cover the load from appliances. For this case study, the PV self-

consumption is enhanced by the HP, only for a PV size bigger than 2 kWp/flat. Nevertheless, it is hardly possible to 

achieve this PV peak power per flat in multi-family buildings as it would require covering the building facades in 

addition to the roof of the building.  

The domestic hot water tapping profile influences the capability of harvesting energy from the PV. A DHW tapping 

profile that leaves the storage empty in the morning enables to shift the load from night-time to the daytime allowing 

to use a higher PV share. If the tappings are concentrated during the evening, the storage will be charged overnight. 

For this reason, to make the analysis more robust, three different DHW tapping profiles are considered in this work. 

The possibility of applying batteries to increase the self-consumption of the PV for the electricity demand of the 

common rooms has been also analysed. Nevertheless, for this case study, the application of batteries for a PV size 

below 2 kWp/flat would lead to a slight increase (i.e. around 2%) of electricity demand from the grid as the PV yield 

would be anyway self-consumed by the electricity demand of the appliances and the batteries only introduce 

additional losses. For a PV size higher than 2 kWp/flat, the batteries could lead to a maximum benefit of -6% of 

electricity from the grid. If the PV yield in the flats cannot be used to cover the household appliance demand, the 

batteries can help to reduce the electricity demand from the grid by 3% to 8% depending on the PV size. Nevertheless, 

the high additional cost has to be considered. 
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In future work, this analysis should be repeated for a modulating booster HP that would be able to cope with the PV 

yield increasing the self-consumption without requiring additional electricity from the grid. In addition, different 

profiles for the electricity demand of the common areas should be analysed. 
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Abstract 

A comprehensive simulation study of (future) energy-efficient districts including building, HVAC system and 

energy storage is performed in order to investigate the potential and limits of storage and flexibility in buildings 

on the district level. Based on three existing examples of energy-efficient districts, building and district models 

are developed. In future decarbonized districts, the heat demand will be significantly decreased and will be 

provided by electric energy to a large extent: new buildings built in nZE standard, deep renovated existing 

buildings as well integration of heat pumps in buildings will lead to a strongly seasonal varying electricity demand. 

This assessment includes a detailed investigation of the PV own-consumption as well as the external (price) signal-

driven energy storage in buildings. The use of the thermal mass of buildings as storage as well as the additional 

integration of onsite (thermal/electric) storage allows to increase the PV own consumption and further reduce the 

electric energy of the district, while the influence on the peak power is limited. 

Keywords: Decarbonization of the Building Stock, Energy Efficient District; Energy Storage; Energy Flexibility; 

PV and Heat Pump; Energy Storage; Urban Planning; Energy Policy 

 

1. Introduction 

a. Energy Flexibility in Buildings 

The use of heat pumps (HP) in buildings for space heating and or domestic hot water (DHW) preparation is 

without any doubt in most cases the best and often the only option for the decarbonization of the building stock 

(Wemhöner et al. 2019, Biermayr et al. 2021). The decarbonization of existing districts remains as a major future 

challenge (Abbasi et al. 2021). With the increasing decarbonization of the electricity mix, the use of HPs will be 

significantly more competitive than any other technical option. The decarbonization of the electricity system is 

challenging and requires the integration of renewables and also the integration of electrical and thermal energy 

storage in the energy system and in buildings (Kurnitski et al. 2011, Ochs et al. 2021). With the electrification of 

buildings (and mobility) and the integration of PV, buildings will represent an important part of the electricity 

system, representing both a load and a source and the impact on the electric system becomes increasingly relevant. 

Energy flexibility (of buildings) has been intensively studied within the last decades. The main objective is 

improving the grid stability, which faces challenges with increasing share of renewables on the one hand and 

electrification of buildings and mobility on the other hand. Li et al. (2021) recently presented a comprehensive 

review of energy flexibility options in residential buildings. Demand side management is mainly used for peak 

power reduction, but also possible CO2 emission savings and cost reduction potential was investigated on building 

and district level. 

Typically, energy flexibility options are distinguished in “shift” and “shed“ (IEA HPT Annex 67). In this context 

“shift” means that energy consumption is increased before a peak occurs such that during usual peak times the 

building load can be decreased (i.e. overheating, followed by a period of reduced consumption). “Shed” instead 

would just cut the peak, which would lead to a reduced indoor temperature during the usual peak period. Hence, 

assuming violation of the thermal comfort (TC) is not acceptable, in buildings “shed” is not an option. 

b. Research gap and novelty of this work. 

Several studies on energy flexibility can be found and many of them are summarized within the IEA EBC Annex 

67 project and follow-up projects collaborate within Annex 83. The main drawback of existing studies is that they 

typically lack a to analyze a complete year but concentrate on certain periods. Secondly the lack to analyze the 

load curve (LC) of the building stock and its future development with massive integration of PV in buildings. This 
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work includes two important aspects. Firstly, a simplified building stock model (using “future” Tyrol as an 

example) is investigated and secondly, the entire year is analyzed showing the influence on the required grid 

capacity from the grid perspective and the influence on the electricity peak. For this purpose, at first, for a selection 

of real case studies the electric load curve resulting from space heating (SH) and domestic hot water (DHW) 

preparation with a HP and considering auxiliary energies as well as appliances is presented, secondly the building 

and building stock simulation model is presented and the introduced simplifications are justified. Then, in a 

sensitivity analysis, the influence on the storage efficiency, storage capacity and storage duration is analyzed. 

Finally, the building stock simulation results are presented and discussed, see Fig. 1.  

 

Fig. 1: Structure and method of this work 

2. Case Studies  

Case Studies of buildings with HP and PV are introduced (Fig. 2) in order to be able to analyse the potential of 

energy flexibility on building level. 

Energy flexibility requires buildings with electric heating system (i.e. HP) for DHW and or SH, and. Three 

examples of realized buildings and districts are analyzed and used as case studies in this work:  

• “Campagne Areal” (NHT and IIG, Innsbruck) around 1000 apartments in 16 buildings acc. to the Passive 

House (PH) Standard is supplied with DH and central ground water (GW) HPs for SH (Dermentzis et al. 

2021(a)). 

• In the project “Rum 27” (NHT, Innsbruck) new multi-apartment buildings are connected to District Heating 

(DH) and, to achieve the PH Plus Standard have a large PV system. In order to increase the PV own 

consumption, equipped with so-called apartment-wise booster HPs for DHW (Ochs, et al. 2022). 

• The two nZE multi apartment buildings “Innsbruck Vögelebichl” (NHT, Innsbruck) represent typical new 

buildings and are equipped with GW-HP, solar thermal and PV (Dermentzis et al. 2021(b)). 

   

Campagne (NHT), Passive 

House with District Heating 

for DHW and GW-HP for SH 

and PV 

Rum 27 (NHT, renderwerk.at), Passive 

House Plus with district heating and 

booster HP for DHW and PV 

Vögelebichl (NHT), Passive 

House Plus with GW-HP and ST 

and PV 

Fig. 2: Example of very efficient apartment buildings (PH Standard) with different HP systems and PV 
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These three examples of buildings in Passive House quality can be seen as representative prototypes of buildings 

with very high efficiency and lowest possible grid impact. The resulting load curves of a building simulation with 

simplified building models representing the case study multi apartment buildings (MAB) each in PH quality 

(15 kWh/(m² a)) are compared in Fig. 3. The small MAB has on annual level more PV production than total 

electricity consumption (NZEB) and has a higher grid load peak power in summer (PV excess) than in winter. 

The peak power (hourly average in specific value) is similar for all three buildings and is in the range of 10 W/m² 

including auxiliary energy and appliances. Obviously, with increasing number of storeys, the possible PV 

contribution significantly reduces and NZEB is only possible up to typically 4 storeys. Passive House quality and 

a very efficient HP-based heating system is required to reach NZEB (see also Ochs et al. (2014)). Hence, in terms 

of energy, in the majority of cases buildings will represent a greater load then source. However, in terms of peak 

power, PV excess electricity can be more relevant for the grid. Onsite PV and energy storage in buildings 

influences the load characteristic and the flexibility potential of the building stock. 

  

a b 

Fig. 3: Specific electric load curve (a) total electricity demand and (b) grid electricity demand of a large (10 storey) MAB with 

GW-HP for SH and PV, a medium (7 storey) MAB with booster-HP for DHW and PV and a small (4 storey) MAB with GW-HP 

for SH and DHW and PV, climate of Innsbruck. 

3. PV, Energy Storage and Energy Flexibility 

a. Energy Flexible Buildings 

Through energy storage, energy flexibility in buildings has the potential to provide additional capacity for energy 

grids, and integrate RE sources in energy systems. Furthermore, there is a potential to reduce costly extensions or 

upgrades of energy distribution grids. The main challenge is providing thermal comfort, reducing thermal losses 

while ensuring an economic benefit for the building owner/operator and the utility, see (IEA EBC, Annex 67). In 

times of availability of abundant and cheap renewable electricity buildings can be (slightly) overheated (activation 

of the thermal mass) or available storage capacities (thermal/electric) can be charged such that in peak power 

times or when renewable energies are scarce, the load can be reduced. A flexible external signal-driven control is 

required for such an operation.  

The thermal mass of the building and or additional thermal or electric storage can be charged prior to either 

expected peak load (i.e. low ambient temperature) or high energy price (i.e. low RE availability) periods. It can 

be expected that peak periods and high price periods frequently coincide but this is not necessarily the case. If low 

RE availability (in winter with low PV and hydro power and in no wind periods) coincides with low temperature 

and thus high demand coincide, electricity price can be expected to peak. Contrariwise, periods with high RE 

availability (excess electricity from wind power and PV) would lead to low electricity prices and this would be 

pronounced in periods with low loads e.g. high solar radiation and thus high solar gains. 

b. Energy Storage Options 

In buildings several options for storing energy are available. Typically, a small DHW store will be present, which 

covers the daily DHW demand (night/day). Optionally, a SH buffer can be present, which is typically dimensioned 

to prevent on/off operation of the HP. The set point temperature of the buffer storage can be increased to increase 

its storage capacity. In addition, the thermal mass of the building can be activated by increasing the set point from 
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typically 20 °C (standard assumption for calculations) or 22.5 °C (a more realistic average) to maximum 25 °C 

(or maybe 26 °C). 

Floor heating (FH) or thermal activated building systems (TABS) will not be present in the majority of the 

buildings with respect to the building stock, instead radiators are the predominant heat emissions system. The 

flow temperature depends on the building quality and size of the radiators. Using (fan supported) convectors the 

flow temperature can be further reduced, which leads to lower distribution losses and to better performance of the 

in future predominantly used heat pumps. 

Finally, batteries can be used to store surplus electricity. If present, a typical capacity is 1 kWh of battery capacity 

per 1 kWp of installed PV. Increasingly, as a rule of thumb batteries are dimensioned to cover the electric load of 

a building on an average summer day. 

Table 1 gives an overview of building-integrated storage and potential storage capacities. In combination with an 

HP, with an average Coefficient of Performance (COP) of 3, the thermal storage capacity can be approximately 

converted to electric storage capacity. For DHW the daily electric storage potential is 2.3 kWh. For a typical 

Single Family House (SFH) the daily electricity consumption (appliances, lighting, etc.) is ranging between 

6 kWh/d in summer and 8 kWh/d in winter. 

Tab. 1: Example of energy storage in a SFH (150 m²), type and storage capacity (acc. to Ochs et al. 2021). 

Energy Electric Thermal 

Type Battery Building Mass SH buffer DHW storage 

Typical Size ca. 1 kWh/kWp 200 Wh/K/m² 1000 l 100 to 150 l 

Storage Capacity 

5 kWhel … 7 kWhel 

28 kWhth/d 

T = 1 K 

23 khth 

50/30 °C 

7 kWhth 

50/10 °C 

Converted capacity (electric) 9.3 kWhel 7.7 kWhel 2.3 kWhel 

c. Theoretical Savings through Energy Flexibility 

Assuming a perfect prediction of the RE availability and the load curve (LC), an external signal could be used to 

overheat the building stock in times of low CO2-emissions and/or low energy prices and thus reduce the load in 

the following high energy price period.  

In order to activate the thermal mass of the buildings or charging thermal storage the set point temperature can be 

increased, e.g. by TSP = 3.5 K for the indoor temperature and/or by TSP = 10 K for the DHW storage temperature.  

 𝑇𝑆𝑃 = 𝑇𝑆𝑃 + ΔTSP ∙ (𝑠𝑖𝑔𝑛𝑎𝑙 == 1) (eq. 1) 

 
Through this (additional) activation of the onsite (thermal or electric) storage capacity, peaks in the LC could be 

theoretically shifted to non-peak times (so-called peak shaving) or additional energy consumption can be 

generated in low energy demand periods thus leading to a reduced energy demand in the subsequent period. While 

in the first case the purpose is reducing peaks in the grid electricity, in the second case additional peaks could still 

occur, but shifted to later times. In any case, if under-temperature is excluded, activation of flexible storage options 

will increase the average building and or storage temperature and as a consequence, the total energy demand (Eflex) 

will also increase with respect to the reference case (Eref) because of storage losses (Eloss).  

 𝐸𝑓𝑙𝑒𝑥 = 𝐸𝑟𝑒𝑓 + 𝐸𝑙𝑜𝑠𝑠  (eq. 2) 

 
Thus, flexibility options will always increase the energy demand, but the additional energy demand and some of 

the reference energy demand (𝐸𝑟𝑒𝑓 ∙ 𝑎) might be provided at lower cost or with higher share of RE and thus with 

lower CO2 emissions. The losses depend on the type of storage and the storage duration. In case of the thermal 

mass of the building the envelope quality (EQ) and the thermal mass (TM) of the building influence the thermal 

losses. 
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4. Building and Building Stock Model 

a. Dynamic Building Model 

The simplified dynamic simulation model of the building includes the HVAC systems, i.e. HP or Direct Electric 

(DE), DHW and appliances profiles as well as storage options (thermal, electric) and PV integration. A simple 

dynamic 1-zone lumped capacity model developed in Matlab (ode15s solver) is used (see Ochs, et al. 2021) and 

compared against a 2* model with and without floor heating, see Fig. 4. Different building typologies and energy 

levels are implemented. The models were compared against each other and against the validated building 

simulation model carnotUIBK (see Magni et al. 2022). 

 

a 

  

b c 

Fig. 4 (a) 2* model with 1 wall with 4 nodes, floor heating and 1 window with 2 nodes (13 ODEs), (b) 2* model without floor 

heating (8 ODEs) and (c) lumped capacity model (1 ODE) 

b. District and Building Stock Model 

The building stock electric load curve is determined by superposing the load curves of different building types. 

For each building type with the different HVAC configurations the load curve is simulated with the reduced order 

lumped capacity one zone building model with different options of PV and storage integration as well as external-

signal based overheating. Each building with its representative energy demand and equipped with either an HP or 

a DE heating system represents a partly flexible load for the electricity grid. Buildings heated with biomass or 

connected to DH system represent an appliance- (and auxiliary-) based load only, which is not flexible unless 

electric storage is implemented (i.e. battery). The scenario under investigation assumes a total phase-out of fossil 

heating systems (i.e. no gas and oil boiler). The schematic representation of the building stock is shown in Fig. 5. 

Further details about the buildings can be found in Ochs et al. (2021). 

 
Fig. 5: Scheme of the district/building stock model with different building types (i.e. SFH: Single Family House, sMFH/lMFH: 

small/large Multi Family House, office, Hotel and Industry) and HVAC systems (i.e. HP: Heat Pump, DE: Direct Electric, DH: 

District Heating, and Biomass). 

c. PV potential in building stock 

Assuming PV will be installed on every roof, and given the roof area and restrictions in terms of shaded roof area 
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and competing roof use (chimney, window, ventilation system, etc.) the following potential PV installation is 

assumed (Tab. 2). 

Tab. 2: PV potential and typical battery size in buildings, scenario for Tyrol 2050. 

    SFH s-MFH l-MFH Office Industry Hotel 

Treated area m² 150.8 334.4 1822.0 1153.8 1009.8 1024.6 

No of storeys - 2 4 10 5 5 5 

PV kWp 5 9 18 25 21 22 

No of Buildings - 106579 67592 5063 10584 7461 9571 

 

The total roof installed PV sums up approx. 18 MWp . Remark: The actual total PV potential is significantly higher 

as only the heated buildings are considered and unheated buildings such as garages, stores and halls, etc. present 

an additional space for PV that can be integrated in the buildings energy system. 

d. Climate 

The climate has a significant influence on the energy flexibility. In times of low ambient temperature and low 

solar radiation, the overheated building will be subject to relevant thermal losses, while in times of moderated 

temperatures or high solar gains, the storage period is expected to be longer. For this simulation study, the climate 

of Innsbruck in hourly resolution is used (Meteonorm). Additionally, a synthetic climate is used to investigate the 

influence of the building envelope quality and thermal mass on the storage duration and storage efficiency. The 

ambient temperature of Innsbruck in daily resolution is shown in Fig. 6 (a), in Fig 6 (b) a period of 2.5 days in 

winter is shown. There are four periods of few days with very low temperature at the beginning of the year and 

two at the end of the year, with the lowest temperature in December and the longest cold temperature period in 

February. Fig. 6 (c) shows the synthetic climate used for the sensitivity analysis.  

   

a b c 

Fig. 6 (a) Daily average temperature of Innsbruck, (b) hourly temperatures and global horizontal radiation for a period of 2.5 days 

end of January and (c) synthetic climate in hourly resolution for a period of 2.5 days. 

5. KPIs 

Building time constant: If the thermal mass of the building is concentrated to one node, the building can be 

expressed by its time constant  

 𝜏 =
(𝑚 ∙ 𝑐)𝑒𝑓𝑓

∑𝑈𝐴 + 𝜌 ∙ 𝑐 ∙ 𝑉 ∙ 𝑛𝑒𝑓𝑓
 

(eq. 3) 

 

Storage Duration: The storage duration is the time between the point of time when the building is heated again 

after the external signal driven heating (which is equal to undershoot of the SP temperature) and the point of time 

when the external signal is set back to zero (𝑠𝑖𝑔𝑛𝑎𝑙 == 0) 

 Δ𝜏 = 𝑡(ℎ𝑒𝑎𝑡 𝑜𝑛) − 𝑡(𝑠𝑖𝑔𝑛𝑎𝑙 == 0) (eq. 4) 

 

Thermal Storage Capacity: The storage capacity is the difference in energy  

 
F. Ochs et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1063



 

 𝑄𝑜𝑢𝑡 = 𝑄𝑟𝑒𝑓(𝑡(ℎ𝑒𝑎𝑡 𝑜𝑛)) − 𝑄𝑟𝑒𝑓(𝑡(𝑠𝑖𝑔𝑛𝑎𝑙 == 0)) (eq. 5) 

 
Thermal Storage Efficiency: The thermal storage efficiency is the ratio of heat output and input. 

 𝜂𝑡ℎ = 𝑄𝑜𝑢𝑡/𝑄𝑖𝑛 (eq. 6) 

 

The heat input Qin is the additional heat delivered to the building during the phase when the external signal is 

equal to one. It is calculated by the heat delivered to the building in that phase minus the heat delivered in that 

phase without overheating (Qin,ref).  

Electric Storage Efficiency: The electric storage efficiency is the ratio of electric output and electric input. The 

electric efficiency depends on the thermal efficiency and on the HP performance.  

 𝜂𝑒𝑙 = 𝑊𝑜𝑢𝑡/𝑊𝑖𝑛 (eq. 7) 

 

The electric efficiency can be higher or lower than the thermal efficiency. It depends on the temperature level the 

HP is operated during overheating and would be operated in the reference case (i.e. without overheating). A simple 

and clear example is an air-to-water HP for DHW preparation. When a HP is only operated during daytime with 

in average a couple of K higher air temperatures than during nighttime, the HP’s COP would be higher leading to 

an increased electric storage efficiency with roughly the same thermal efficiency.  

6. Results and Discussion 

a. Lumped mass building model 

The simplified lumped mass model used for the building stock model was compared against the more detailed 2* 

model with and without floor heating, see section above. The dynamic behavior with respect to the indoor (i.e. 

operative) temperature on hourly resolution cannot be predicted very accurately with the simplified lumped 

capacity model but the trend with respect to the time constant of the building is correct and the accuracy is 

sufficiently good with respect to the load and for the purpose of this work. This conclusion is in agreement with 

the results presented by Magni et al. (2021). The inertia of a floor heating system (see Fig. 7) leads to a different 

dynamic behavior also with respect to the heating power. However, with respect to the electric load curve, even a 

floor heating system in combination with a buffer storage and a HP can be predicted sufficiently well with the 

simplified lumped mass model. 

  

a b 

Fig. 7 (a) temperature and (b) heating load of a signal driven overheating (synthetic climate) with different thermal mass of the 

building (light, medium, heavy). 

b. Single Building – Influence of Building Quality and Thermal Mass 

Exemplarily, Fig. 8 and 9 show the temperature development of the lumped mass building model with three 

different envelope qualities (EQ) and two variants of the thermal mass of the building (medium or high thermal 

mass (TM)) with an external signal-based overheating to 26 °C and 24 °C, respectively.  
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a b 

  

c d 

Fig. 8: (external) signal based overheating of the building starting from hour 672 ((a), (c) 24 h (b), (d) 12 h) depending on the 

thermal mass (i.e. TM1: medium and TM2 high thermal mass), building quality (i.e. EQ1: low, EQ2: medium and EQ3: high 

envelope quality) and SP ((a) and (b) + 1.5 K (c) and (d) + 3.5 K); 2*1TZ building model, with synthetic climate 

  

a b 

  

c d 

Fig. 9: (external) signal based overheating of the building starting from hour 660 ((a), (c) 24 h (b), (d) 12 h) depending on the 

thermal mass, building quality  and SP ((a) and (b) + 1.5 K (c) and (d) + 3.5 K); 2*1TZ building model, with synthetic climate. 

signal = 1 

signal = 0 

signal = 1 

signal = 0 
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The maximum storage duration (Δ𝜏) depends on the building’s envelope quality (EQ), the thermal mass (TM), 

i.e. its time constant , the SP temperature exceedance as well as on the climate (external temperature and solar 

radiation), i.e. on the time of the year. In cold winter times with low temperature, more energy could be 

theoretically stored in a building, but also the thermal losses are higher. Contrariwise, in the interim season, losses 

are low, but also the storage potential is low, as only little heat is required at that time at all. As shown in Fig. 8 

and 9 for an external signal of 12 h and 24 h the maximum storage period for the building with high envelope 

quality and high thermal mass does reach 32 h at maximum. The storage duration and the storage efficiency are 

reported in Fig 10 (a) and (b). 

  

a b 

Fig. 10: (a) Storage duration () and (b) thermal storage efficiency (th) as a function of the relative time constant of the building 

(/min) for different overheating duration (12 h or 24 h), temperature (1.5 K and 3.5 K) and starting point (hour 660 or 672). 

The efficiency is higher for short heating-up periods with higher overheating temperature. Long overheating 

periods with low temperature difference lead to short storage periods and poor efficiencies. The storage duration 

can significantly increase when the next day with increasing temperature and solar gains is reached (as in case of 

e.g. 24 h, 3.5 K, 660 where dt = 30 h at /min = 1.85 instead of 19 h at /min = 1.7 or 32 h instead of 22 h for the 

case 24 h, 3.5 K, 672 when the relative time constant is increased from 1.85 to 2.22). 

c. Single Building – Load Duration Curve 

For the example of the SFH the effect of external signal-based overheating is shown in Fig. 11 for the heating 

sorted heating load (a) and the load vs. ambient temperature curve (b). Peaks at low ambient temperature periods 

can be reduced and are shifted to times with higher ambient temperature. But this succeeds only for some peak 

power days and overall the peak power of the building is not reduced. 

  

a b 

Fig. 11. (a) Sorted total electric load duration curve (daily sum) with and without external signal-based overheating and (b) 

thermal load vs. ambient temperature in daily average for the SFH with SH of  47 kWh/(m² a); for different overheating 

temperature (1, 2 or 3 K and different overheating period 48 or 72 h) in comparison the the reference without overheating (ref).  

In Fig. 12 for a selected period at the end of the year, the daily electric energies are shown and how (with respect 

to the reference without external signal-based overheating) the load is shifted by maximum 2 days. The daily 

maximum peak cannot be reduced when two peak periods follow with short time lag. 
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a b c  

   

d e f 

Fig. 12. Daily sum of the electric energy (from day 340 to day 365 of the year) for the SFH for overheating of (a) 1 d in advance 

and 72 h duration (b) 2 d in advance and 72 h duration (c) 3 d in advance and 72 h duration (d) 1 d in advance and 48 h duration 

(e) 2 d in advance and 48 h duration (f) 3 d in advance and 48 h duration.  

d. Building Stock – Load Duration Curve 

The building stock load duration curve is shown in Fig. 13. The peaks occur in times of low ambient temperatures. 

Based on the previous results, it can be concluded that a shift of more than 24 h cannot be achieved and cold 

periods are typically longer than 24 h. Peaks can occur with only a short time-lag, e.g. peak at day 352. Hence, 

the theoretic peak reduction potential is limited to approx. 85 % to 90 %. If in a winter period the average load 

curve is in the range of 80 % with respect to the peak and a peak situation is predicted in advance, the load must 

be increased to shave the peak. Thus, in this period the average load must increase from 80 % to e.g. 90 %. 

Practically, due to non-ideal prediction and non-ideal behavior, the peak power reduction might not occur at all 

or the peak might be only shifted by max. 24 h.   

 

  
a b 

Fig. 13. Building stock electric load curve (based on scenario Tyrol 20250, Ebenbichler et al. 2020) normalized (a) hourly power 

and (b) daily energy with a section of few days in Winter; total electric energy demand: 1995 GWh, hourly Peak Power: 739 MW. 

Fig. 14 shows the load duration curve for the building stock model (a) sorted hourly powers and (b) daily energies 
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with different variants: reference, with DHW preparation during daytime, with and without PV, with battery 

(1.35 kWh/kWp). While PV has relevant influence on the load curve, in particular in summer, the integration of 

storage is only of low relevance for the load curve and the peak powers. 

  

a b 

Fig. 14. Building stock load curve (based on scenario Tyrol 20250, Ebenbichler et al. 2020); (a) normalized hourly electric power 

(b) daily energies; total electric energy demand: 1995 GWh, hourly Peak Power: 739 MW; ref: reference without PV and storage, 

dhw day: ref. with day time domestic hot water storage charging, PV: with PV; PV dhw day: with PV and day time domestic hot 

water storage charging; PV dhw day bat with additional battery (ca. 1.35 kWh//kWp (in average). 

7. Conclusions 

Energy storage in buildings can be used to shift the load from peak times to few hours later, thus theoretically 

reducing the stress on the electric grid. On building level, thermal and electric energy storage is possible (thermal 

building mass, space heating (SH) buffer, DHW storage or battery, typically in combination with PV and 

potentially electric cars). Possibilities and limits of load shifting in buildings using the thermal mass and/or thermal 

or electric storage were discussed. The developed building and building stock/district models allow to evaluate 

the possibility to shift load through the activation of the thermal mass of the building, thermal energy storage (for 

SH and DHW) and batteries depending on the building energy level, the HVAC system and onsite PV. 

The storage efficiency and storage duration depend on the one hand on the envelope quality of the building and 

its thermal mass and on the other hand on the control (overheating temperature) and the time of the year (i.e. 

ambient conditions). The storage duration when overheating the building thermal mass is limited to max. 48 h in 

the optimistic case (highly efficient building with high thermal mass and floor heating) and is significantly less as 

concerns the future building stock with an average space heating demand of 45 kWh/(m² a) and in the winter 

months with low ambient temperature. Hence, the effective storage duration is of the same order of magnitude as 

a typical battery charging/discharging cycle. The thermal storage efficiency varies strongly between 40 % and 

90 %. On the annual perspective and from the grid point of view neither external signal-based overheating nor 

battery charging have a relevant influence on the peak powers. A load shift from night to day is possible and can 

make sense regarding renewable integration (CO2 emission reduction, reduced energy consumption at high price 

periods) but the requirements on the grid capacity and the provision of peak power plants is hardly influenced. 
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Abstract 

As cooling becomes more and more important for the building sector in central Europe, low temperature 5th 
Generation District Heating and Cooling (5GDHC) networks are of increasing importance. Different heat sources 
for such networks exhibit different limitations. While waste heat is limited through its origin, the capacity of 
ground and lake water is limited by their temperature levels in winter, while abundant heat is available in summer 
times. Therefore, the integration of seasonal thermal storages can be of great benefit. One option is the 
implementation of ice storages as long-term load shifting elements. Moreover, peak demands during both heating 
and cooling periods demand for oversizing the heat/cold supply. Here ice storages can play a different role by 
providing additional short-term capacity for heating and cooling on the coldest and hottest days respectively. In 
this paper, we present 5GDHC network configurations in which ice storages can be operated in a useful manner. 
Furthermore, we analyze the temperature levels and differences in a 5GDHC network over a year as a basis for 
tuning the parameters of a buried double pipe model typically employed in such networks. 

Keywords: Thermal Networks, 5GDHC, Ice Storage Tanks, Solar-Ice Systems 

 

1. Introduction 
Thermal networks running on a low temperature level are becoming more and more important all over Europe 
(Caputo et al., 2021). The advantage of such networks is that waste heat at low temperature levels (e.g., from 
sewage plants or data centers) or environmental heat from various sources (e.g., lake or ground water) can be 
used. Additionally, low temperature networks, also called 5GDHC (5th Generation District Heating and Cooling 
networks), have the potential to provide cooling in summer. About 40 % of potential sources of 5GDHC networks 
are, however, limited (Sres and Nussbaumer, 2014) and therefore may be short during the heating period. Storages 
play an important role in this context for shifting the available heat on a seasonal basis as well as on shorter 
timescales. Ice storages are used for heating applications as seasonal storages in solar-ice based heating systems 
in single and multi-family buildings (Carbonell at al., 2021). In district heating networks with anti-freeze heat 
transfer fluids, ice storage tanks could replace geothermal probes. While borehole fields need a temperature level 
of 25 °C to 30 °C for regeneration (Ruesch and Haller, 2017), ice storages can be regenerated at any temperature 
above 0 °C. Smaller ice storages may be used for load shifting on shorter timescales like weeks as additional heat 
sources for covering the coldest days. Moreover, ice storages could be used for short term cooling load shifting 
helping the electric grid to be more flexible, thus providing a double function for heating and cooling peak load 
shifting. In this paper we present results of analyzing monitoring data of a 5GDHC over year, which in turn are 
used to validate a network pipe model implemented in TRNSYS. 

2. Network configurations compatible with ice storages 
To bring the temperature level of a 5GDHC network up to a range at which the heat can be used in applications 
such as room heating or domestic hot water, distributed heat pumps at the user sites are employed. Besides the 
lower operating temperatures, the main feature distinguishing 5GDHC networks from earlier generations is the 
bidirectional energy flow (Caputo et al., 2021). The low temperature levels allow that different users of the same 
network can be in different operation modes (heating or cooling). Within such a bidirectional energy flow network, 
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only certain configurations can be combined with an ice storage in a useful manner. 

The three configurations we identified as useful, are shown in Fig. 1. In case a) the ice storage is located at the site 
of the central heat source. Here the ice storage can be regarded as an alternative to a borehole field. Case b) depicts 
a specific version of case a), in which the main heat source is represented by solar thermal collectors and/or air 
heat exchangers. Unlike case a), where the ice storages can be an add-on to an existing (waste) heat source, the 
ice storage is an integral part of the heat source in case b). Only the combination with an ice storage enables the 
usage of solar thermal collectors and/or air heat exchangers. Finally, in case c) one or more smaller decentralized 
ice storages are used at the user sites to shift loads on shorter timescales on the network end of the heat pump 
system. Here they can be seen as potential replacements for sensible storages. 

 
Fig. 1: Network configurations considered for implementation of ice storage tanks. a): Centralized ice storage at the location of the 
main (or one of the main) heat source(s). b): Combination of storage combined with air source heat exchanger and/or solar thermal 
collectors as the main heat source of a network. c): Decentralized ice storages (e.g., at consumer substations with cooling needs) for 
shorter term load shifting.  

3. Analysis of existing 5GDHC network 
5GDHC networks usually feature uninsulated buried double pipes. Because of the lack of insulation these pipes 
interact significantly with both the ground and with each other. To gain insight in the behavior of a network based 
on such pipes, monitoring data from a 5GDHC network in Zurich (Switzerland) were analyzed. In its final stage 
of extension this network is supposed to cover the heating demands of around 5500 inhabitants distributed over 
around 2200 dwellings in the year 2050. In 2020, which is the year analyzed in the following, the network included 
two data centers with a combined nominal heating demand of 80’000 MWh/a, two ground probe fields with a 
combined 332 probes of 250 m length and six energy substations with a total installed power of 7.3 MW. The 
network nominally provided 35’000 MWh heat for space heating and domestic hot water. The energy reference 
area serviced was 185’000 m2. The network length is 1’500 m and the heat transfer fluid used is untreated water. 

The monthly energy balance of this network for the year 2020 is presented in Fig. 2. Network components that add 
heat to the system (sources) are on the positive and components that take heat from the system (sinks) are on the 
negative side. All values exact for those labelled “pipes heat exchange” were extracted from monitoring sensors. 
The “pipes heat exchange” is simply the difference between the sinks and the sources values, ensuring that a 
balance is achieved. We assume that these imbalances are entirely due to thermal losses and gains that happen in 
the network pipes and hence named them accordingly. It can be clearly seen that the heat losses through the pipes 
are higher for the warmer months from April until September as compared to the remaining colder ones. Since 
the ground is still relatively warm in November from summer, there are slight pipe heat gains for the network 
during this month. The ground probe fields act as heat sinks from April to October and as heat sources for the 
remaining months. 
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Fig. 2: Energy balance of the network for the year 2020 with all sinks and sources and the ground probe fields. Pipe heat exchange 
(yellow parts of the bars) on the negative side (sink-side) means overall losses, on the positive side (source-side) means overall gains of 
the network. The “2020” bar represents annual values which are divided by a factor of 10 for being in a similar range as the monthly 
bars.   

There is a 580 m long section of the network between the two substations of Source1 and Groundsource2 with no 
further substations in between. This piece of double pipe should allow for a deeper analysis of pipe losses and 
gains. The respective temperatures over the year 2020 are shown in Fig. 3. The temperatures of the warm (solid 
line) and the cold (dashed line) pipes are shown at Source1 (blue) and Groundsource2 (orange) in Fig. 3 a). The 
temperature level outside the heating period (April – October) is up to 27 °C in the warm pipe, while it stays just 
below 25 °C in the cold one. This is above the ground temperature even in warm summer months and explains 
the pipe losses. From November to March the temperature level of the network is around 15 °C in the warm and 
around 11 °C in the cold pipe. The drop in temperature occurring in November marks the start of the heating 
season. 

Fig. 3 b) shows the temperature differences for the warm (red line) and the cold (blue line) between the two 
substations Source1 and Groundsource2. These temperature differences directly reflect the heat losses and gains 
for the two pipes over the examined section. The temperature difference is taken between the downstream and the 
upstream point in each pipe. This means that the difference is formed in an inverse fashion between the warm and 
the cold pipe, since the flow directions are opposite to one another. Consequently, heat losses are reflected by 
positive and heat gains by negative values in the temperature difference. It should be noted that for the year 2020 
there was a predominance of cooling over heating demand leading to relatively high network temperature and 
hence to relatively large losses. These will be reduced when more heat sinks are connected to the network, as 
planned. 
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Fig. 3: a): Absolute temperature of the network for substation Source1 and Groundsource2 (GS2). The warm/cold pipes are 
represented by a solid/dashed lines respectively. b): Difference of network temperature between substation Source1 and GS2 for the 
warm pipe in red and network temperature difference between GS2 and Source1 for the cold pipe in blue. Between substations 
Source1 and GS2 there is 580 m of buried, uninsulated double pipe. Note that the spike in October constitutes an outlier caused by a 
data logging issue. 

4. Validation of double pipe model and simulation framework 
The project Ice-Grid will include simulations of 5GDHC networks featuring ice storages. These will be done with 
the open-source simulation framework pytrnsys (SPF-OST, 2019) and TRNSYS as core engine. The pipes of the 
networks will be modelled through an extension of Type 951 from the TESS library (TRNSYS, 2019) representing 
a "buried twin pipe". Here the extension consists of adapting the model such that it supports changing flow 
directions in both pipes, which is not possible with the original model. 

While most parameters of the pipes, like their diameter for example, are simply known from planning data, the 
thermal conductivities of both the pipe material and the soil are determined through fitting them to the monitoring 
data presented in the previous section. It should be noted that the temperature sensors from the data in Fig. 3 have 
a measurement uncertainty of 0.1 K. Therefore, the temperature loss of the cold pipe of about 0.1 K lies within 
the uncertainty range and even the higher temperature losses of the warm pipe of about 0.4 K are close to the 
uncertainty range.  

In the buried double pipe model two identical pipes are symmetrically placed in a common casing with a fill 
material embedded by soil. The flow direction of the pipes is defined by the sign of the mass flow rate which is 
given as inputs to the model. Only conductive heat transfers between the pipe and the filling material and soil is 
considered. Thermal resistance between the pipes and between each pipe and the surrounding soil are calculated. 
Around the casing a finite difference model of soil conduction is employed to calculate heat accumulation and 
dissipation. While the volume excavated to lay the pipes and fill with filling material has a rectangular cross 
section in the real system, the geometry of the model is concentric around the symmetry axis of the double pipe. 
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Note that the radius around the symmetry axis for which interaction with soil can be considered is limited to the 
burying depth of the pipes. These circumstances are illustrated by Fig. 4. 

All other geometric parameters are fixed to the physical values of the installed network. The pipes have an inner 
diameter of 42 cm, the distance between the centers of the pipes is around 75 cm and the pipe depth is taken to be 
2 m below the surface, which is about the average of pipe depth in the relevant part of the system.  

 
Fig. 4: Comparison of model geometry (left) and geometry in a real network (right). 

In a first step the effect of the meshing resolution was analyzed by varying the number of control volumes. The 
accuracy did not increase when going beyond the default settings of 5 radial soil nodes and 4 circumferential soil 
nodes. So, the numbers of nodes were kept at these values. In a next step the effect of thermal properties 
(conductivity and capacity) of the fill material and surrounding soil were tested. Mainly changes in the thermal 
conductivity of gravel and soil have been analyzed. For the pipe itself a typical heat conductivity value for plastic 
pipes was selected.  

Thermal conductivities of ground and filling material vary over the year depending on the water saturation of the 
ground. Water saturated loam or gravel have much higher thermal conductivities than their dry counterparts. A 
summary of thermal ground properties can be found in Santa et al. (2017). In the model used here the ground 
properties are assumed to be constant over time.  

To calibrate the thermal conductivities of the soil around and the gravel between the pipes assumed in the model, 
a simple simulation was set up. This simulation includes a section of double pipe representing the 580 m long 
section between Source1 and Groundsource2 analyzed above. For this test simulation the inlet temperatures and 
mass flow rates of the two individual pipes were simply read from the measured data and the respective outlet 
temperatures were returned. The thermal conductivities were then varied to minimize the difference between 
annual losses measured in this part of the network and the annual losses determined through the simulation. 
Exploring different parameter variations, the best match between measurement data and model was found at a 
thermal conductivity of 3 W/(mK) for the filling material (gravel) and 2.35 W/(mK) for the soil. At these values 
the annual difference in thermal losses between the simulation and measured values is less than 5%.  

The respective outlet temperatures of the pipes for two selected parts of the year are shown in Fig. 5. The model 
outputs (lines) match the measurement data (dots) well. The temporal sections in spring (April) and fall 
(September) were selected because they exhibit strong temperature dynamics. 
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Fig. 5: Temperatures at Source1 and GS2 for warm and cold pipes. The measurement data is represented through dots and the 

model output by lines. Two temporal sections of the analyzed year with a pronounced dynamics were selected: April 5th to 9th in a) 
and September 24th to 28th in b).  

The open-source TRNSYS framework pytrnsys, that will be used for the simulation in the current project also 
features a graphic user interface (GUI) that facilitates setting up the hydraulic systems to be simulated with 
TRNSYS. Pytrnsys is being currently extended from building HVAC systems to feature district heating networks 
within two national Swiss projects. This extension includes the possibility to connect district heating network 
components with double pipe connection by drag and drop, which can be automatically exported into a specific 
TRNSYS type handling hydraulic connections. An example of the GUI with a generic district heating network is 
shown in Fig. 6. 
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Fig. 6: Screenshot of the graphical user interface of pytrnsys while setting up a hydraulic scheme featuring a district heating network. 

 

5. Conclusion 
The qualitative behavior of the data measured on a double pipe section of a 5GDHC network is completely in line 
with the expectations. The beginning and end of the heating season are clearly visible as changes in the 
temperature level of the network. The relatively high heat losses can be attributed to a rather high temperature 
level overall, rooted in the abundance of heat sources as compared to sinks during the year monitored. The 
assumption that these losses will decrease significantly when the temperature level is decreased due to the addition 
of heat sinks, is well justified by the behavior of the system for the month of November. There the sudden 
temperature drop due to the onset of the heating season correlates even with heat gains in the network. 

Employing the buried twin pipe model developed as an extension of TRNSYS TESS library type 951 during the 
current projects a good agreement between model output and measured data can be achieved when tuning the 
thermal conductivities of the filling material between the pipes and the surrounding soil while fixing the remaining 
model parameters to their nominal values. 

Together with the identification of relevant network configurations and the extension of the TRNSYS framework 
pytrnsys to district network simulations, the validated buried twin pipe model forms a solid base to explore the 
usage of ice storages 5GDHC network through system simulations. 
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Abstract 

Following a decision by the city's municipal council in 2019, a climate protection council was formed in the 

German city of Kassel as an advisory body to develop possible concepts and measures with the help of specialist 

groups to outline how climate neutrality can be achieved in Kassel by 2030. A major challenge on the way to a 

climate-neutral city is the decarbonization of the heat supply. In Kassel, more than 85 % of the heat supply is 

based on fossil fuels. In order to investigate this transformation process as holistically as possible, using Kassel as 

an example, various scenarios are being developed for a heat supply without coal, oil and natural gas. These are 

based on a model for the development of heat demand, a building-specific heat atlas, a  comprehensive 

determination of the local potential for renewable heat, and an hourly calculation of the heat supply variants with 

a subsequent profitability analysis  

Keywords: district heating, transformation, district heating scenarios, roadmap, heat demand development, heat 

atlas, local renewable potentials 

 

1. Introduction 

An increasing number of German cities are setting themselves the goal of climate neutrality. One of these cities is 

Kassel, which in 2019, in connection with the "Climate Emergency Declaration", set itself the ambitious goal of 

becoming climate-neutral by 2030 and supplying itself with100% renewable energies from local sources.  

In some other studies, target scenarios and transformation paths to a climate-neutral heat supply are presented for 

large cities such as Hamburg and Berlin shown by Egelkamp et al. (2021) and Kicherer et al. (2021). However, 

the scenario for Hamburg only refers to the district heating supply and in the scenario for Berlin, constant 

assumptions were made for district heating expansion and densification. Therefore, the following study focuses 

on a holistic view of target scenarios and the transformation path towards decarbonization of the whole city of 

Kassel. 

The methodology used in this study is based on procedures for municipal heat planning as described, for example, 

by the Climate and Energy Agency Baden-Württemberg (KEA-BW, Leitfaden kommunale Wärmeplanung by 

Peters (2020)) and already implemented, at least in part, in various research and practical projects. 

Important components of municipal heat planning are, for example, an inventory analysis of heat consumption, a 

potential analysis for the use of renewable energies, the development of target scenarios and transformation paths 

from the status quo to the target scenario, an allocation of local and district heating areas and the development of 

concrete measures and transformation paths.  

2. Heat Supply in Kassel: Status Quo 

Decentralized gas heating systems cover about 2/3 of the total heat demand in Kassel. Based on data on existing 

oil tanks, it was estimated that about 9 % of the heat demand is generated with decentralized oil heaters. For the 

remaining 4 % of heat generators, the energy source is unknown; it is possible that these are also oil heating 

systems or other technologies, such as pellet burners and heat pumps (Hinz et al. 2020). 

Approximately 21% of the total heat demand in Kassel is provided by a district heating network. Heat is generated 
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by burning coal, waste, natural gas, processed waste wood (biomass) and sewage sludge in CHP plants, as well as 

fuel oil for peak load coverage. The heat supply is thus based entirely on fossil fuels and waste (see Figure 1). 

The goal of the municipal energy supply company of Kassel, is to substitute coal combustion with sewage sludge 

and waste wood combustion by 2025. To this end, corresponding conversion measures are currently being carried 

out at the combined heat and power plants (Städtische Werke Kassel 2020). 

 

Fig. 1: Current energy sources in the heat supply of Kassel 

3. Prioritization of Areas for Heat Networks and Decentralized Heat Supply 

So far, about 21 % of Kassel's heat demand is provided by district heating.  However, various studies on future 

decarbonized heat supply assume a much higher district heating share in large cities of  50 to 80 % (Thamling and 

Langreder 2020; Gerhardt et al. 2019; Maaß et al. 2021). 

Figure 2 shows an example scenario for an allocation of 60 % of Kassel's heat demand. The evaluation is based 

on statistical blocks as the smallest administrative unit of a city, usually comprising blocks of houses separated by 

streets, rivers or similar (Dieckmann and Trutzel 1991). 

Heat consumptions of individual buildings and path lengths are summed in the statistical blocks and heat 

occupancy densities, defined as the ratio of heat consumption to path length, are evaluated.  
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Fig. 2: Areas assigned to district heating in Kassel  

4. Heat generation scenarios 

4.1. Load Profile 

The seasonal distribution of heat consumption is modeled by a synthetic standard load profile (SLP for short) in 

hourly resolution (BDEW, 2016) and it is based on an average outdoor temperature profile (Meteonorm) for the 

Kassel site. The load profile contains components for centralized and decentralized supply. For centralized supply, 

constant heat distribution losses of 15 % of the heat sales are taken into account for simplification purposes. 

4.2. Calculation Tools 

The heat input to the heat grid and the loading and unloading of the seasonal storage are calculated on an hourly 

basis using simplified Python-based balance models. The profile for solar thermal heat supply is determined by 

weather data (solar radiation and outdoor temperature) and the calculation of collector field efficiencies (for flat 

plate collectors) and then scaled over the installed area. 

4.3. Future Energy Sources and Heat Pumps 

The following technologies and energy sources are considered for a heat supply without coal, oil and natural gas:  

• Feeding into heat grids: Waste incineration, biomass (waste wood), industrial waste heat, large-scale heat 

pumps, large-scale solar thermal systems, and biogas peaking boilers. 

• Building-specific heat supply: Heat pumps, solar thermal and biomass boilers. 

In the district heating supply, waste and sewage sludge incineration and the use of industrial waste heat serve as 

base loads and are assumed to be constant for simplicity. Biomass (waste wood) and biogas serve to cover peak 

loads. The potential of sewage sludge, waste wood and waste incineration estimated by the municipal energy 

supplier and the estimated waste heat potential amount to a total of approx. 700 GWh/a. This corresponds to a 

share of total heat consumption in Kassel of approx. 30 %. Waste and residual waste incineration already generates 

high surplus heat in summer, which has so far been dissipated with river water (Fulda). In order to make this 

surplus heat usable in winter, a  seasonal storage facility is necessary. 

For large heat pumps feeding into heat grids, an average system annual performance factor (SPF) of 3.1 is assumed. 

Possible heat sources for large-scale heat pumps are low-temperature waste heat from industry, as well as river, 

sewage plant and other wastewater, and shallow and deep geothermal energy. 

Due to the limited availability of biomass, it is assumed that only about 5% of Kassel's total heat demand is 

assumed to provided by decentralized biomass. In addition, it is assumed that the summer heat demand for all 

biomass heating systems is covered by a solar thermal system. 

Since air-source heat pumps are predominantly used in large cities and the vast majority of buildings will not have 

been renovated by 2030, a mean system annual performance factor (SPF) of building heat pumps of 2.7 is assumed, 

following the results of Bergmann and Erhorn (2017); Langner et al. (2014); Günther et al. (2020). In addition, 

it is assumed that every fourth heat pump heating system is combined with a solar thermal system. 

4.4. Seasonal Storage 

A pit storage tank is considered as seasonal storage. To increase the seasonal storage capacity, the storage tank is 

additionally charged with an internal heat pump, which cools the lower part of the store down to 20°C. The 

temperature in the upper part of the store is assumed to be 85°C. 

Such storage facilities with volumes between approx. 60,000 m³ and 200,000 m³ have already been built in the 

Danish cities of Dronninglund, Marstal, Gram and Vojens, for example. Another storage facility with a volume of 
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700,000 m³ is currently being planned in Odense, Funen (DK). 

Feasibility studies and technical investigations on the upscaling of such earth reservoirs can be found, for example, 

in the publications by Tziggili et al. (2013), Weinhold and Rühling (2019) and van Helden (2022), respectively. 

New liner materials are currently being developed that should enable a storage temperature of 95°C in the future. 

The publication also shows that storage volumes of up to 2 million m³ are feasible (van Helden 2022). 

4.5. Scenario with a District Heating Share of 60% 

Fig. 3 shows the seasonal distribution of the heat supply for the scenario with 60 % district heating. With the 

highest priority in the heat supply, combustion processes are considered from heat carriers that can only be stored 

to a limited extent (i.e. waste and sewage sludge) and waste heat from industry and commerce, followed by solar 

thermal energy. The storage is designed in such a way that no unused surpluses remain from these heat carriers. 

Additionally, the storage tank is fed from the internal heat pump to a certain extent.  

To save as much biomass as possible for the peak load demand, the seasonal storage water is used to provide the 

heat demand, as soon as all heat sources other than biomass together    ’    v             . The heat that is then 

still required (beyond the provision of heat from the storage and biomass), is provided by an additional peak load 

boiler, which can be operated with biogas, for example.  

For the waste incineration plant, a  maintenance interval of 2 weeks in September is taken into account, based on 

today's operating mode. Today, the waste incineration plant runs at reduced capacity during summer. In the 

scenario however, it is assumed that the waste incineration plant is also operated at full load in the summer, in 

order to be able to provide as much heat as possible. For peak load coverage, the discharge capacity of the storage 

tank is increased. The number of storage cycles per year is 1.34.  

In the scenario shown in Fig. 3, the share of the overall heat demand provided by district heating is 60%, of which 

12% is local heating. About 12% of the heat demand is covered by river heat pumps and 5% by the wastewater 

heat pump. Decentralized and large heat pumps for local heat supply cover 38% of the total heat demand of the 

city of Kassel. A small share of solar thermal and biomass is also planned for the local heat supply. The share of 

solar thermal energy from central collector fields is 2.3% of the total heat demand. This corresponds to a collector 

area of about 100,000 m². 
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Fig. 3: Load profile of the 60% scenario with all heat generators used  

5. Summary and Conclusion 

A heat atlas has been developed for the city of Kassel in which heat consumption is mapped for each building. 

Scenarios for the development of the heat demand yield a decrease in heat demand of approx. 17 % by 2030 

compared to 2019.    

In order to achieve high coverage rates of renewable energies, a  densification and expansion of the district heating 

network to approx. 60 % (includes 12% local heating) of the total heat demand of the city of Kassel is considered. 

Suitable district heating and local heating areas were identified using an algorithm as well as manual refinement 

taking into account additional constraints. The initial parameters used are the heat occupancy density and the 

spatial proximity of the areas to the district heating network.  

For district heating, a medium-term potential for waste, sewage sludge and waste wood incineration as well as 

industrial waste heat of about 700 GWh/a was determined for Kassel. Biogas plants were considered to cover peak 

loads. Using simplified balance models, a  storage volume of approx. 1 million m³ was determined in order to use 

the surplus heat from the incineration processes for the existing district heating system and to successively 

integrate large-scale heat pumps and solar heat into the central heat supply system in the event of a district heating 

expansion. With district heating accounting for 60 % of total heat consumption, the storage capacity is sufficient 

to achieve a solar thermal share of about 2.3 % of total heat demand (4 % of district heating demand) in Kassel. 

The goal of operating the heat supply system in Kassel without the energy sources coal, oil and natural gas as early 

as 2030 proves to be extremely ambitious. All energy-saving and supply potentials must be fully exploited without 

delay. This involves, for example, broad-based building refurbishment, the installation of innovative heat supply 

systems in buildings, and the provision of additional resources and central infrastructure, such as the expansion of 

heating networks, the insta llation of large-scale heat pumps and the development of suitable low-temperature 

sources, the provision of large areas of land, and the installation of solar thermal systems and storage facilities. In 

particular solar thermal systems and ground-source seasonal storage require system sizes that have been projected 

in isolated cases but have not yet been implemented on this scale. The provision of the necessary regeneratively 

generated electricity will also be a major challenge in the coming years.   
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Abstract 

The new Annex 61 in the Technology Collaboration Programme (TCP) on Heat Pumping Technologies (HPT) of 

the International Energy Agency IEA entitled "Heat pumps in positive energy districts" deals with in-depth 

investigations on heat pump (HP) application in clusters of buildings and positive energy neighbourhoods/ 

districts. As extension of the unique features of HP in individual buildings, the application of HP in clusters of 

buildings and neighbourhoods can unlock further potentials of load balancing and waste heat recovery. Based on 

the state of the art the Annex systematically investigates HP concepts in more detail regarding design, control and 

integration potentials by both system simulation and monitoring. Besides new built clusters, also renovation 

concepts for existing neighbourhoods are a focus to shift the balance in the direction of zero energy/emission 

targets. The paper gives an outline of the Annex work and more detailed insight into four exemplary case studies 

to be investigated within the Annex framework. 

Keywords: heat pump, positive energy district, clusters of buildings, simulation, monitoring 

1. Introduction 

Climate protection developed as one of the largest challenges to secure the survival of mankind. The global carbon 

budget for keeping the 1.5 °C target established in the Paris Agreement of 2015 (UN, 2016) is reached within a 

time frame of less than 10 years at current CO2-equivalent emissions (IPCC, 2021). Thus, efforts in all fields to 

reduce greenhouse gas emissions are urgently required and many cities have already declared climate emergency 

in the recent years. 

The built environment is a key sector for fast emission reductions in many countries. For instance, in the EU, 36% 

of the emissions are due to buildings, so reaching ambitious climate targets will be strongly facilitated by trans-

forming the building sector. For new building standards have developed to high performance requirements. 

Furthermore, buildings shall contribute to cover their own demand, leading to the nearly zero energy concepts 

(nZEB), which has been established in the EU with the recast of the Energy Performance of Buildings Directive 

(EPBD, EC 2010) and is the current requirement from January 1, 2021 in the EU member states. Also the USA 

and Canada as well as Japan and China have targets to reach Net Zero Energy Buildings (NZEB) in the time frame 

of 2020 to 2030. Ambitious targets, though, are harder to achieve in existing buildings. However, the latest version 

of the EPBD of 2018 also requires the member states to develop retrofit strategies to notably enhance the energy 

performance of the building stock. For new dwellings, also examples to even transcent the nZEB balance and 

reach a positive energy balance exist with the ability to export parts of on-site energy production to connected 

grids. This concept can be extended to clusters of buildings and districts deriving a positive energy district. 

However, former work, among others in the HPT Annex 49 on "Design and integration of HP in nZEB" confirmed, 

that in particular for larger residential and office buildings, reaching a positive energy balance on the individual 

building level can still be challenging (Wemhoener, 2020). In this sense, extension to clusters of buildings with 

different load structures also have potentials to enhance the heat pump (HP) performance and enable to reach 

ambitious energy targets. 

On the other hand, in the Net Zero Roadmap of the International Energy Agency (IEA) (IEA, 2021), HP are seen 

as dominating heating systems with a share of 70% globally by 2050. 
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While HP are already establishing as standard heating system in the new built market in many countries, 

application of (larger) HP for the use in cluster of buildings and neighborhoods are not yet as common. 

Comprehensive recommendations for the best integration of the HP from a purely decentralized use on individual 

building level to an entirely centralized integration are missing, and performance potentials of HP application in 

districts depending on load boundary conditions are not obvious. Moreover, further benefits of HP in cluster of 

buildings regarding storage options and unlocking of energy flexibility as well as economic implications are 

further investigated to entirely assess potentials and facilitate ambitious energy performance/emission reduction. 

2. Outline of the HPT Annex 61 

On this background, the new Annex 61 in the Technology Collaboration Programme (TCP) on Heat Pumping 

Technologies (HPT) of the IEA entitled "Heat Pumps in Positive Energy Districts" studies the application of HP 

for clusters of buildings and positive energy neighborhoods (PEN)/ -districts (PED). The focus is on smaller 

clusters of buildings and neighborhoods, mainly with residential and office use. While the majority of project 

contributions concentrate on new built clusters, quite some projects also focus on strategies to increase the energy 

performance of existing neighborhoods to approach a zero energy/emission balance, which is also in the scope of 

the Annex. Thereby renovation strategies include both the improvement of the building envelope and the 

integration of HP, and optimized concepts are to be evaluated. 

Besides the unique performance features of HP and the ability to provide the different building services of space 

(SH)/domestic hot water (DHW) heating and space cooling (SC)/dehumidification (DH) even at the same time, 

HP are also a key technology to link the on-site electricity production and heating/cooling demands in districts, 

respectively. Thus, supposed benefits of the HP integration in districts are manifold. 

 the high energy performance of HP enables to reach ambitious energy/emission targets 

 the simultaneous operation of HP for different building services enables a waste heat recovery for other 

building services, e.g. by simultaneous space cooling and DHW heating within the district 

 the link of electric and thermal energy allows for load balancing within the district of electric and/or 

thermal loads as well as on-site electricity production for enhanced self-consumption 

 the load balancing can also provide energy flexibility for connected grids, so that the district can provide 

services for other parts of the city 

In order to assess the HP potentials the Annex work follows a 4-step methodology divided into Tasks. Based on 

the state-of-the-art analysis of HP use in already existing clusters of buildings or PED, a concept analysis for HP 

in PED is carried out. For promising concepts a detailed techno-economic analysis is accomplished and backed-

up by monitoring of HP operation in PED, which are evaluated in parallel to the concept analysis. Details on the 

individual Tasks is given in the following  

 Task 1: State of the art analysis (January 2022 – December 2022) 

Starting from already existing HP systems in cluster of buildings the state of the art is characterized and 

boundary conditions for the follow-on tasks are gathered. As Key Performance Indicators (KPI) CO2-eq-

emissions and further ecological and economic KPI are considered. As result of Task 1 an assessment of 

technically realistic options for PED as well as an economic estimation of reachable ambition levels and the 

economic handicap could be evaluated. Therefore, standardised load profiles are generated and used for 

archetype district, e.g. entire residential use, mixed residential and office use etc. These archetype districts are 

to be characterised by the building quality reflected in the loads, the available renewable sources and the on-

site energy production options. 

 Task 2: Generic concepts development (July 2022 – July 2023) 

Task 1 is followed by Task 2 for the analysis of generic system concepts. Starting from decentralized concepts 

on individual building level as reference different categories to a central integration are defined, comprising a 

purely electric connections, a collective heat source, a semi-centralized integration in terms of mixed 

centralized and decentralized HP, e.g. a central SH HP combined with a "booster" decentralized DHW HP up 

to a fully centralized HP integration. Figure 1 shows the generic concepts dependent on the degree of 

integration of the HP in the district. For each subsystem, a short technical characterization is elaborated. As 

result, an overview of generic integration options of the HP in districts with pros and cons and favorable 

applications as well as recommendations are foreseen. 
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Fig. 1: Generic system concepts depending on the degree of integration of the heat pump in the district 

 Task 3: Techno-economic analysis of promising concepts (January 2023 – December 2024) 

Based on the favorable system concepts derived in Task 2 a more detailed techno-economic analysis is carried 

out, in particular regarding the design and control as well as integration with storage and other generators to 

optimize the HP operation regarding performance, renewable energy integration, system cost and energy 

flexibility. The detailed investigations are carried out by simulations where also modelling aspects of larger 

heat pumps are a research topic. Task 3 also serves to evaluate optimization potentials of real system in 

monitoring in Task 4, which in turn yield operation and performance data to validate the models. 

 Task 4: Monitoring and system optimization of the real performance of HP in districts 

As mentioned above Task 4 is dedicated to the evaluation of the real performance of HP in district applications 

and to the identification of typical optimization potentials in the real operation for the different heat pump 

integration options in monitoring. Moreover, a comparison and verification to simulated values is enabled by 

the real operational data. 

 Task 5: Dissemination of interim results 

All task are accompanied by dissemination activities like workshops, articles, website information and presen-

tations, which are summarized in an overarching Task 5 

Table 1 gives an overview of possible contributions of the interested and participating countries in the Annex. 

Tab. 1: Possible contributions of the interested and participating countries 

Country Institution Contributions 

AT UIBK, AIT,  

AEE-intec 
 Concept for 7 equal multi-family houses (MFH) by simulation/monitoring 

 Evaluation of HP in clusters of buildings (decentral, semi-central, central) 

BE ULB, KU 

Leuven, 

Swecobelgium, 

Vito 

 Design, simulation and monitoring of clusters of offices and neighbour-

hoods with sewage water heat source 

 Clean cluster concepts for dedicated load situations 

 HP in a retrofitted neighbourhood to plus energy level 
CA Concordia  Case studies of positive energy neighbourhoods by simulation 

CH IET OST  Simulation and monitoring of positive energy neighbourhood 

 Design of larger heat pumps for MFH and clusters of buildings 
DE THN, SIZ 

energieplus 
 Model predictive control of 8 single family houses for energy flexibility 

 (Retrofit) concepts for MFH/neighbourhood by simulation and monitoring 

IT Univ. Firenze  Monitoring and simulation of neighbourhood with seasonal thermal 

storage, HP and solar collectors/troughs 
JP Univ. Nagoya  Evaluation of contribution of HP in positive energy district to reach 

climate protection targets 

 Case studies of simulation and monitoring of HP in districts 

NL EnergyGo  Investigation of decentralised and centralised system concepts for HP in 

new built and retrofit application 

SE RISE  HP modelling and development for the use in thermal grids 

 Control of HP flexibility in thermal grids and large-scale control of HP 
US NIST, ORNL, 

EPRI 
 Simulation, testing and monitoring of high performance ground source 

integrated HP with different ground-source systems (horizontal/borehole) 
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3. Case studies in clusters and districts 

In the following four examples of the contributions of Austria, Germany and Switzerland are given. The projects 

have a different state, since the Annex 61 is in the starting phase. The monitoring projects of Germany refer to 

clusters of buildings, where the monitoring is already ongoing; the projects of Switzerland and Austria refer to 

larger clusters of above hundred flats and are in the planning and commissioning phase. The project apply different 

degrees of HP integration. The ongoing monitoring in Germany refers to a cluster of eight single family plus 

energy houses in a semi-central configuration with central space heating and free-cooling and decentralized DHW 

supply. Moreover, two cluster of two and four multi-buildings, respectively, are in monitoring in Konstanz and 

Wolfsburg. In the Austrian project central district heating is combined with decentralized heat pumps and in the 

Swiss project, a centralized HP integration is investigated. 

2.1 Cluster of eight terraced plus energy houses, Herzo Base, Germany 

The cluster of eight terraced houses is located in Herzogenaurach, Germany in the new district Herzo Base and 

built in 2017. The buildings were designed as an "all electric buildings", which means that the core source of 

energy is electricity. A PV-system (88 kWp) on the roofs delivers an annual surplus of energy. The idea of small 

neighbourhoods creating an energy community and share energy systems enables higher potential to increase the 

PV self-consumption. Furthermore, synergies between different electrical loads lead to a more even electrical 

profile and reduces electrical load peaks. The terraced houses share a central heat pump system of two modulating 

heat pump (MHPs) of each 17 kWth, with geothermal heat source as well as a battery system with a capacity of 

40 kWhel. The supply of domestic hot water is decentralized in each terraced house by a domestic hot water-HP 

(Booster), which use the heating buffer storage units as heat source. All 8 terraced houses are equipped with floor 

heating and decentralized ventilation devices. The objectives of the field monitoring is the evaluation of the plus 

energy balance and PV self-consumption. Another aspect is the field test and evaluation of advanced control 

strategies in order to increase PV self-consumption and reduce energy costs. Fig.2 show the building cluster and 

and its position in the district. 

    

Fig. 2: Building cluster Herzo Base, Herzogenaurach, DE 

In the planning phase, a plus energy balance has been envisaged and just reached. The monitoring data 

demonstrate a clear positive energy balance on an annual observation period. In the simulation, a standard weather 

data set of the German Weather Service (DWD) was used, which has lower solar radiation and outdoor 

temperatures compared to the monitoring. Also, in contrast to the planning phase, less electricity is consumed due 

to low household electricity consumption and lower number of electrical vehicles. On the other hand, the heat 

energy consumption is higher than expected due to higher room set point temperatures and window ventilation. 

Nevertheless, the supply cover factor (incl. PV and battery) is 37 % and load cover factor is 64 %.  

 

Fig. 3: Annual balance for PV yield and consumption 

0

10

20

30

40

50

60

70

80

90

100

Consumption Yield Consumption Yield Consumption Yield Consumption Yield Consumption Yield

Simulation 1st year 2nd year 3rd year 4rd year

En
er

gy
 in

 M
W

h
/a

PV-direct Battery charge Grid feedin PV-direct Battery discharge Grid

32 % 64 % 37 % 59 % 37 % 57 % 40 %61 %59 % 60 %

 
C. Wemhoener et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1088



 
Fig. 3 shows the annual balance of PV yield and total electricity consumption. The total electricity consumption 

includes all consumers of the terraced houses: electricity for appliances, heat pumps, auxiliary energy and other 

consumers. By the change of control strategy of the heat pumps to a PV optimized operation in the 2nd year, the 

PV self-consumption could be increased by 12.5%. Regarding the efficiency of the heat pumps, the MHPs achieve 

a good overall system performance factor (SPF) of about 4.8. The SPF of the boosters are quite constant by 4.2, 

which is very good for providing high storage temperatures. The balance is based on the produced energy and the 

electrical power consumption of the compressor and the source circulation pump. The SPF of the system, which 

includes the thermal used energy (heating + DHW) and thermal losses as well as electrical energy for all heat 

pumps and auxiliary energy, is constant at approx. 3.3 over the years. In the winter months, the SPF of the system 

reaches good values of 4, but it drops to just under 2 in the summer. Due to high auxiliary energy, e.g. circulating 

pumps and circulation, especially in summer, the SPF of the system is only 3.3. The share of auxiliary energy is 

about 13% in summer and about 5% in winter. With regard to the individual heat pumps, very good SPFs are 

achieved. When considering the overall system, only moderate SPFs are achieved due to high auxiliary energy. 

Tab. 2 shows results from the monitoring over four monitoring periods. 

Tab. 2: Monitoring results (average over four years (2019 – 2022) 

 Building cluster Herzo Base 

Heating consumption Space heating 32.8 kWh/(m²a) (59%) 

Domestic hot water 22.6 kWh/(m²a) (41%) 

Electricity consumption Heat pumps 11.1 kWh/(m²a) (25%) 

Boosters 5.4 kWh/(m²a) (12%) 

Household and other technical 27.3 kWh/(m²a) (62%) 

Load Cover Factor and 

Supply Cover Factor 

LCF ~ 64% 

SCF ~37% 

SPF HP MHPs 4.8 

Boosters 4.2 

all HP together 3.3 

In addition to monitoring, the operation of a model predictive control (MPC) is investigated (Betzold et al., 2022). 

On the one hand, a simulation study was carried out, on the other hand, the operation was implemented in real in 

the terraced houses. The simulation of the control strategies shows that due to the large PV production, a very 

high PV self-consumption is already achieved in heat-controlled operation. Advanced control strategies, like 

MPC, increase the load cover factor by only 2% to 3% percentage points. Energy cost savings can be achieved 

especially by MPC by up to 34%. In addition to operation at PV production, efficient operation with high COP at 

partial load is crucial for energy cost savings. The real operation of the MPC in the terraced houses shows that 

deviations in the prediction and modeling as well as the interpretation of the setpoint from the online simulation 

lead to different results in real operation. The operating costs of online simulation and measurement show 

deviations of -64%. 

The terraced houses present the integration of renewable energies in a cluster of buildings and achieve very good 

values in terms of load cover factor, efficiency and operating costs. Under real weather conditions, the PV system 

could be scaled down to still achieve very good results. 

2.2 Multi-family building clusters with EnergyPlus concept in Konstanz and Wolfsburg, Germany 

The planning and implementation of a completely renewable energy supply for a block of residential buildings in 

an urban structure presents a challenge. This was achieved in the two projects by providing heat using a ground- 

coupled HP. The multi-family houses in Konstanz and Wolfsburg were completed in 2016 and supply a net floor 

area of 1140 and 9500 m². 

Fig. 4 shows the building cluster in Konstanz (two buildings) and Wolfsburg (four buildings). The energy concepts 

of the residential buildings are based on heat supply via HP. The generated heat is temporarily stored in buffer 

tanks and delivered to the low-temperature heating systems. The DHW is heated via fresh water stations or storage 

tank charging systems. Decentralized exhaust air systems or central ventilation systems ensure a constant air 

exchange. Natural ventilation via the windows is possible in all properties. 
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Fig. 4: Cluster of multi-family buildings in Konstanz (left) [source: WOBAK] and Wolfsburg (right), DE 

Photovoltaic systems are installed to cover the electrical energy needs of the system technology and the connected 

households. The system technology is optimized for so-called "PV self-consumption", which means direct use of 

the photovoltaic yields. Electrical energy from the PV systems that cannot be directly consumed or stored is fed 

into the public electricity grid. The comparison of the multi-family buildings refers to their efficiency, ecology 

and economy, with the overall balance and thus the total consumption of electrical energy serving as the basis for 

evaluation. The consumption of the buildings is made-up of the electricity consumption of HP and circulation 

pumps, general electricity (lift, staircase, garage, etc.) and the user electricity of the individual flats (appliances). 

Tab. 3: Key data on the building and supply concept 

 Konstanz Wolfsburg 

building 2 buildings (2016) with 12 apartments in 

total; 3 floors each;  

Net Floor Area (NFA) 1140 m² (total) 

4 buildings (2016) with 68 apartments in 

total; 4 floors each;  

Net floor Area (NFA) 9500 m² (total) 

PV-system 
59.2 kWp on the roof;  

roof slope 10° to west and east 

27.4 kWp on the roof of house A; 

Roof slope 45° to south  

(possible PV size ~160 kWp) 

heat pump 2x brine-to-water-HP (30 + 27 kW) 2x brine-to-water-HP (90 + 50 kW) and  

4x air-to-water-HP (each 14 kW) 

In Fig. 5, the electricity consumption (divided into self-consumption and electricity from the grid) compared to 

the PV production (divided into self-consumption and grid feed-in) for the years 2018 to 2021 as well as the 

planning values are listed. It can be seen that the electricity requirements estimated in the planning for the 

buildings do not correspond to the determined electricity consumption; more electricity is consumed. This is due 

to higher user electricity for appliances and hot water consumption. Nevertheless, it can be shown that a solar load 

cover factor of up to 35% of the total energy consumption and a supply cover factor up to 40% can be realized.  

 

Fig. 5: Annual energy balance, multi-family buildings Konstanz (left) and multi-family buildings Wolfsburg (right) (dotted bars: 

possible PV yield for total PV on the roof and additional electricity for appliances), DE 
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The EnergyPlus balance could not achieved due to the higher electricity consumption and in the case of 

Wolfsburg, the possible PV area on the roofs is also too small to cover the total electricity demand (annual 

balance). Table 3 shows the annual averages of the four monitoring years for the multi-family houses in terms of 

heat and electricity consumption and coverage shares. Differences in the coverage shares between the monitoring 

years can be attributed to volatile PV yields and fluctuating electricity consumption.  

Tab. 3: Monitoring results (average over four years (2018 – 2021) 

 Konstanz Wolfsburg 

Heating consumption SH 56.3 kWh/(m²a) (71%) 

DHW 23.0 kWh/(m²a) (29 %) 
SH 41.7 kWh/(m²a) (66%) 

DHW 21.6 kWh/(m²a) (34 %) 

Electricity 

consumption 
HP 23.0 kWh/(m²a) (43%) 

appliance and other technical  

31.0 kWh/(m²a) (57 %) 

HP (incl. auxiliaries/general consumption) 

20.0 kWh/(m²a) (46%) 

Appliances 24.0 kWh/(m²a) (54 %) 

(assumption) 

Load Cover Factor/ 

Supply Cover Factor 

LCF ~ 32% 

SCF ~37% 
LCF ~9% * 

SCF ~60% * 

SPF HP 3.94 

(all HP together) 

3.96 

(all HP together) 

*Includes only the technical room; without appliances 

In the case of the multi-family building in Wolfsburg, it must be taken into account that only the technical room 

(HP and heating supply systems, auxiliaries and general electricity) is supplied with PV electricity in the 

evaluation and balance. The electricity for appliances is not included, as it is not measured and cannot be covered 

by PV electricity in the implementation. For legal reasons regarding the grid connection and supply of the four 

buildings, the PV system cannot be fully installed in Wolfsburg. For this reason, PV was only installed on one 

roof and only supplies the building technology in the technical room with electricity. Figure 4 shows the possible 

PV yields as dotted bars, if the cluster had been equipped with all possible PV modules and the additional 

electricity consumption for appliances. 

A comparison for estimating the CO2 reduction is based on the supply concepts with gas condensing boiler with 

solar thermal and electricity grid connection as well as district heating and electricity grid connection depicted in 

Fig. 6. The two example concepts are common supply concepts for multi-family houses in Germany in order to 

fulfil the minimum standard. No credits for feed-in of PV electricity into the grid were taken into account. It can 

be clearly seen that the conventional concepts emit 10 to 80 t/a or 40 – 108 % more CO2 (depending on the concept 

and building) than the implemented HP concept. Both the results determined from the monitoring and the general 

energy conceptualization prove that, in addition to the use of HP, photovoltaic systems also represent essential 

building blocks for achieving the goal defined by the federal government of a nearly climate-neutral building 

stock by the year 2045. Both in the balancing and in future concept considerations and designs, care should be 

taken to ensure that the concepts are designed for an overall energy balance, i.e. heat and electricity requirements 

including user electricity for the entire building are taken into account. 

 

Fig. 6: Annual CO2 emissions compared to supply concepts with gas boiler and solar thermal or district heating (heat + electricity) 
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2.3 Campagne district in Innsbruck, Austria 

A new low-energy residential district is being built in Innsbruck, Austria. The building owners (social housing 

companies) had to make decisions with respect to the energy quality of the buildings and the heating system with 

respect to the energy and environmental impact. The district will be composed of 16 buildings grouped in four 

blocks (Fig. 7). The main part of the buildings is residential and will consist of approximately 1100 new 

apartments for a total surface of 78027 m2. Moreover, sport facilities, cafes, schools and kindergartens will be 

constructed. In the planning phase, a cooperative process was carried out, involving neighbouring residents and 

local associations. 

   
Fig. 7: Building cluster of Campagne, Innsbruck, AT (source: ibkinfo.at; stadtteilzentrum-reichenau.at, Bogenfeld Architekten) 

The buildings are built according to Passive House standard (space heating demand lower than 15 kWh/(m2a)). 

The space heating demand is supplied by a groundwater HP and the emission system is floor heating. The domestic 

hot water is provided by the district heating network, which accounts for a high proportion of heat by renewable 

sources, industrial waste and bioenergy. The shares of renewable sources and industrial waste heat of the district 

heating of Innsbruck are higher than other cities in Austria and it is foreseen that these shares are going to increase 

in the future. Photovoltaic panels are installed on the roof on the buildings to cover the electrical demand of 

auxiliaries. Moreover, sustainable mobility solutions are planned to enhance the electric mobility.  

A comprehensive simulation study has been carried out (Dermentzis et al., 2021) investigating different types of 

heat generation system (e.g. alternatives and/or combinations with HP), varying the level of centralisation of the 

heat generation system and the type of heat distribution system. The aim of the study was to find the best 

combinations with respect to energy and environmental impact. The results supported the decision-making 

procedure of the Campagne project. The options concerning the heating system are district heating (DH), heat 

pump (HP), or the combination of both (HP and DH). In the latter case, the two systems are hydraulically 

separated, i.e. HP covers the space heating and DH covers the DHW demand. A natural gas boiler was used as a 

reference heating system. The selected KPIs to compare the system concepts were the total primary energy 

demand (i.e. renewable and non-renewable primary energy demand) and the CO2 emissions. Besides, the KPIs 

were evaluated with annual or monthly conversion factors. One building was modelled and simulated in detail, 

and then the results were extrapolated to the whole district. The assumed characteristics of the buildings are shown 

in Tab. 4. 

Tab. 4: Assumption of the modelled building 

Space heating demand 14.5 kWh/(m2‧a). 

DHW profile tapping cycle Type M, as described in EN 16147 (2017) 

Average number of persons per flat  2.1 

Internal gains 3.1 kWh/day for each flat 

 

Five concepts of pipe distribution systems including decentralized DHW systems (one per flat) were investigated: 

1. a 4-pipe system with hot water circulation for DHW 

2. a 4-pipe system with a fresh-water station in each flat (including a heat exchanger for the DHW) 

3. a 2-pipe system with a fresh-water station in each flat (including a heat exchanger for the DHW) 

4. a 2-pipe system with the so-called return-flow heat pump 

5. a 2-pipe system for space heating and a simple electric boiler in each flat for the DHW preparation 

The integration of HPs on building level instead of district level is significantly preferable resulting in total 

primary energy (PE) savings of 23%. 
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The most efficient distribution systems combined with an HP are a 4-pipe system with a freshwater station or a 

2-pipe system with return-flow HP. A 2-pipe system with a freshwater station in combination with the highest 

insulation level is the optimal distribution system. 

The study results show that HPs are more beneficial than DH or gas boiler for space heating and DHW preparation. 

Both KPIs (PE and CO2) lead to this conclusion. This applies also to air-source HPs, which are less efficient than 

ground-source HPs in supplying space heating. The highest savings compared to natural gas are observed in CO2 

emissions. The use of heat pumps or district heating instead of gas boilers decreases the carbon emissions by a 

maximum of 75% and 52%, respectively. In this study, the design supply temperature of 35 °C for space heating 

is relatively low due to the combination of the low heating load of a Passive House and the use of a floor heating 

system. This improves considerably the performance of the HP. 

Both KPIs increase for the case of HP when monthly factors are used, because of the seasonal variations of the 

electricity conversion factors. Moreover, the higher the share of renewables on the energy mix (e.g. for electricity 

or DH) is, the higher the importance of monthly conversion factors. 

The results indicate that in the case of an HP, the systems with low supply temperature are preferable i.e. four 

pipe system with freshwater station and 2-pipes system with the so-called return-flow heat pump. Besides, the 

choice of one HP per building instead of one per district reduces the thermal losses by 79%. However, the 

maintenance effort might be lower with one central HP instead of 16 HPs. One HP per block would increase the 

thermal losses by 23% (compared to one HP per building). As mentioned above, the installed system consists of 

DH for DHW and groundwater HP for space heating. The decision of using both DH and HP instead of only HP 

is made mainly due to the limitation for ground water use. The installed system (4-pipe system with a fresh-water 

station in each flat) saves up to 44% of primary energy and 60% in CO2 emission compared to the gas system. 

A detailed monitoring system (on building and flat level) is installed in one block (consisting of 4 buildings) of 

the Campagne district. Several heat meters and electricity meters were installed along the production system and 

the distribution system to monitor both space heating and domestic hot water preparation, collecting data on 

building- and apartment-level. Electricity consumption for appliances and auxiliaries is also available, as well as 

the produced energy from the photovoltaic panels. The aim is to analyse the power consumption and the output 

of the heat pump, as well as the heat losses of thermal storages, heat exchangers and distribution pipes. Moreover, 

in one building, temperature and humidity are monitored on flat level. In the same building a CO2 sensor is 

installed in each of the five central ventilation units. Design values and results of the simulation study can be 

confirmed by the monitoring data and potential problem can be detected. A detailed study of the distribution losses 

along the pipe can be carried out. Monitored data can also be used as input of further simulations to investigate 

alternative system using validated dynamic models. 

2.3 Papieri district in Cham, Switzerland 

The Papieri district in Cham, CH, is an old estate of the Paper industry, which is rebuild to a comprehensive new 

neighbourhood in six phases over the next years for 1000 inhabitants and 1000 additional workplaces in the final 

development. Fig. 8 left shows a picture of the district, the first development phase is depicted in Fig. 8 middle 

and the energy concept of the borehole field connected to the central HP heating and cooling is shown on the right. 

   

Fig. 8: Papieri neighbourhood, Cham, CH, with neighbourhood view from the river (left), buildings of the first phase (middle), and 

the energy concept (right) source: www.papieri-cham.ch, AWIAG, Cham group) 

The neighbourhood consists of industrial heritage buildings of the paper industry which are preserved and 

retrofitted for a new use and are amended by new buildings, which create a mix of about 30% of existing and 70% 

of new buildings. In the first phase depicted in Figure 7 middle, 105 condominiums and 160 rental apartments 

together with 4400 m2 floor area of commercial and office use will be commissioned by the end of 2022. 
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The estate development is designed in a way that all building services of heating, cooling and domestic hot water 

are entirely supplied by renewable energy. About 40% of the electricity use in the district is produced on-site. The 

electricity is produced by a 6500 m2 PV-system of an installed peak capacity of 1.27 MWp and an estimated 

annual electricity production of 1.1 GWh, which is installed on the roof of the new buildings. As second electricity 

generator a hydro power plant with an installed capacity of 240 kW and a calculated annual production 1.25 GWh 

is installed in the river Lorze, which run through the district. The remaining electricity is imported as certified 

green electricity from the utility in order to reach a zero emission balance. 

The space heating and cooling as well as the DHW production is supplied entirely renewable by four central 

ammonia HP of a total capacity of 4 MW, which use borehole fields of totally 192 ground probes of 320 m depth 

as heat source. As second heat source the river water of the Lorze is used either directly as heat source or as 

regeneration source for the borehole fields. The comfort cooling for the residential and office use is planned to be 

operated primarily by free-cooling from the boreholes. Active cooling by the HP in chiller operation is only 

provided for peak load cooling, whereby all the recooling (waste) heat from the active chiller operation is to be 

recovered for other uses like DHW production or for the regeneration of the borehole fields. 

Since neither the modelling and simulation nor the monitoring has started, yet, only the above mentioned energy 

concept and design data are available of the neighbourhood. The HP system will be modelled, simulated and 

monitored in order to optimize the first operation years and retrieve on-site information for the further 

development of the neighbourhood in the later project phases. The evaluation includes the verification of the 

system performance of the centralized  and the zero emission balance. 

A special focus of the simulation and the monitoring is a more detailed analysis of the operation and the energy 

balance of the borehole fields for combined space heating, DHW and cooling operation. Moreover, the options 

for the interaction of the two heat sources of the borehole fields and the river water is investigated. Performance 

potentials are seen in the use of the source with most favorable temperature level, the regeneration of the borehole 

field for space heating and the simultaneous operation of the HP for heating and cooling in combination with high 

free-cooling shares. Thus, the objective for the system operation is the maximize the system performance of the 

HP by an optimized management of the borehole field as heat source and (free-)cooling heat sink and the 

integration of the ground and river water heat source. 

4. Conclusions and outlook 

Positive energy districts are an ambitious concept, which is currently promoted in order to enhance a high energy 

performance and on-site energy production as part of the transformation of the energy system. Extending the 

system boundary from the individual building to clusters of buildings and neighbourhoods offers the combination 

of different uses and load structures, which can unlock opportunities to increase on-site self-consumption of the 

produced electricity in the cluster by load balancing and to enhance the performance by waste heat recovery from 

one building use for another. Heat pumps can play an important role in positive energy district concepts, since 

they facilitate to reach ambitious energy targets by their high energy performance and can link both electric and 

thermal loads as well as different thermal uses like heating and cooling. As further aspect, sector coupling within 

the district and with connected grids can provide energy flexibility within and over the boundaries of the district. 

The upcoming Annex 61 in the Heat Pumping Technologies TCP of the IEA investigate heat pump concepts for 

building cluster and positive energy districts. Starting with decentralized solutions on the individual building level, 

higher integration of the HP in the districts up to entirely centralized solutions and integration with other energy 

generators/supply like district heating is evaluated technically and economically. Based on generic concepts a 

detailed techno-economic analysis shall deliver favorable applications of HP in positive energy districts and 

recommendations for the integration, design and control of the HP systems. 

As insight to the national contributions the paper presents four case studies with different degree of integration of 

the heat pump in the cluster or district. Already existing results of the case studies confirm that reaching a positive 

energy balance is a challenge, which requires high building performance to limit the loads, high performance 

generators for efficient energy supply and vast energy production with the cluster or district, in particular for 

larger buildings and non-residential use.  
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Higher integration of the heat pump can create opportunities of higher on-site energy consumption and waste heat 

recovery for different building services in the cluster, which may further increase the energy performance and 

flexibility, but may also increase the cost and losses due to necessary grid connections. Both technical and 

economic trade-offs with be analysed in the Annex 61. 

Results of the case studies underline that HP reach high performance values in the application in clusters and can 

facilitate to reach ambitious objectives of zero or plus energy neighbourhoods or districts due to its unique features 

of even simultaneous provision of different building services with high performance. Furthermore, HP offer 

energy flexibility for higher PV self-consumption and reduced grid interactions. The upcoming Annex will derive 

favorable HP concepts for districts by simulation and monitoring in different case studies. 
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Abstract 

Spectral beam splitting (SBS) is an approach to eliminate the interdependency between photovoltaic (PV) and 

photothermal conversion processes in a conventional photovoltaic thermal (PVT) system. Hence, it overcomes 

the major shortcoming of a traditional PVT system, which is the extraction of low-temperature thermal output as 

it is limited by the peak operational temperature attained by the PV cells/module. The present work conceptualizes 

a novel compound parabolic collector (CPC)-based concentrating PVT system utilizing a nanofluid optical filter 

for SBS. A Monte Carlo Ray Tracing (MCRT) based optical analysis of the devised system is carried out to 

determine the incident heat flux. Further, the cell temperature associated with the incident flux is determined 

through a quasi-dynamic thermal analysis. The developed optical and thermal models are verified against the 

experimental and numerical findings. The devised model emphasized the effectiveness of the nanofluid optical 

filter by transferring the solar rays within the spectral response range to the PV array while absorbing the rest of 

the spectrum. The maximum array temperature is recorded to reach as high as 375 K without splitting. However, 

when employing the SBS approach, this equivalent temperature is retained at 328 K. Hence, the cell temperature 

is sustained near the standard test temperature via splitting, with no passive or active cooling. Moreover, the 

maximum cumulative temperature rise is observed to be 58.76 K and 71.88 K for deionized water and ZnO 

nanofluid, respectively. 

Keywords: PVT, Spectral splitting, Compound parabolic collector, MCRT, Nanofluid 

1 Introduction 

The solar spectrum (250-3000 nm) includes ultraviolet (250-380 nm), visible (380-740 nm), and infrared (740-

2500 nm) energy (fig. 1 (b)). However, a photovoltaic (PV) cell operates in a specific spectral response range 

(SRR) depending on the semiconductor material's bandgap. Most of the solar spectrum up to 1109 nm is converted 

into valuable electrical energy by c-Si PV cells, while the rest is dissipated as heat, which is called thermalization 

(Polman and Atwater, 2012). A 1°C increase in the cell temperature reduces the electrical efficiency by 0.4-0.6% 

(Chander et al., 2015; Kalogirou and Tripanagnostopoulos, 2006). A PVT system prevents any loss of electrical 

efficiency by cooling the cells while also harnessing a thermal output for various real-world applications (Sathe 

and Dhoble, 2017). 

 

Fig. 1: (a) Concept of solar spectral beam splitting via nanofluid optical filter, and (b) AM1.5 solar spectrum. 
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The highest operating temperature of the PV cells/module limits the extraction of high-temperature thermal output 

(Luo et al., 2020). The cooling fluid can reach 30-45°C (Barthwal and Rakshit, 2021). This low-grade heat output 

is appropriate only for domestic purposes. The spectral beam splitting (SBS) technique eliminates the 

dependencies between photovoltaic and photothermal conversions in a PVT system (Fernandes and Schaefer, 

2021), allowing for a high-temperature thermal output and improving photovoltaic efficiency. SBS-based PVT 

divides the solar spectrum into portions based on the PV cell's bandgap cut-off wavelength. Only photons with 

wavelength (and energy) in the PV semiconductor material's spectral response range are used to generate electrical 

output to minimize undesirable thermalization. 

The SBS can be realized using an optical filter for splitting the wavelengths. It is classified based on the optical 

filter employed. A thin nanofilm can be utilized to reflect the SRR to the PV array while transmitting the rest to a 

heat transfer fluid (HTF). Another way is to employ a nanofluid optical filter to absorb the non-SSR wavelengths 

and transmit the rest to the PV cells (fig. 1 (a)). Using a nanofilm has the drawback of high optical losses due to 

reflection. Moreover, synthesizing nanofilm is a complex process. On the other hand, a nanofluid optical filter is 

easier to synthesize and has a volumetric effect in harnessing thermal energy. Also, it is easier to regulate the heat-

to-electricity ratio based on the application requirements with varying the nanoparticle concentration of the 

nanofluid. By employing a Fresnel lens-based CPVT system, (An et al., 2016) used Cu9S5 in oleylamine as a 

nanofluid optical filter. Compared to a typical arrangement with no optical filter, the electrical efficiency of the 

PV cells was increased by roughly 18% with the assistance of a nanofluid optical filter. A high temperature 

(100°C) thermal output was also recovered from the CPVT system. (Meraje et al., 2022) also used a nanofluid 

optical filter to examine the Fresnel lens-based CPVT system. A ZnO nanofluid was synthesized using water-

ethylene glycol as the base fluid and visually tested for the SBS. The study suggested ZnO nanofluid for the SBS. 

The literature review suggests that the SBS capabilities are investigated for a high concentration solar field-based 

PVT system. However, an SBS-coupled compound parabolic concentrator (CPC) has not been explored in the 

literature. The CPC has sparked a lot of interest in solar thermal applications. Yet, no substantial commercial 

development has occurred. The same is applicable for effectively implementing the SBS technique. Moreover, in 

order to enable applications operating at low to medium temperatures, it is crucial to investigate the development 

of a collector with a low concentration ratio. Furthermore, the use of CPC provides the advantage of seasonal 

tracking, which simplifies the PVT operation. The present work proposes a low concentration CPC-based PVT 

system with SBS capabilities. A c-Si PV cell with a cut-off wavelength of 1109 nm (corresponding to a 1.12 eV 

bandgap) is considered. PV cells have an SRR between 300 nm and the semiconductor material's cut-off 

wavelength (1109 nm). The proposed system's utility is evaluated using an opto-thermal analysis for the location 

of New Delhi, India. 

2 Methodology 

2.1. Physical model 

Fig. 2 shows the physical model of the proposed system. The CPVT system consists of a CPC collector (fig. 2 

(a)), the geometry of which is made from the profiles of two intersecting parabolas (fig. 2 (c)). A collector with a 

concentration ratio (CR) of 2.8 is truncated to a CR of 2.3 (tab. 1). A PV array consisting of 8 series-connected 

cells is placed at the absorber/detector (fig. 2 (b)). Borosilicate glass tubes containing nanofluid (as the optical 

filter) are placed over the PV array to absorb the infrared radiation and transmit the visible spectrum. The spectral 

transmissivity (𝜏) and absorptivity (𝛼) of an ideal nanofluid optical filter is given by eq. 1 and 2, respectively. 

And tab. 2 describes the optical properties of all the components. 

 

τ   =   {
      1,        380 nm <  ≤ 1100 nm  
      0,                             > 1100 nm  

 
(eq. 1) 

α   =   {
      0,        380 nm <  ≤ 1100 nm  
      1,                             > 1100 nm  

 
(eq. 2) 
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Fig. 2: Physical model of (a) devised spectral beam splitting based concentrating photovoltaic thermal collector, (b) PV array, 

and (c) geometrical configuration of the compound parabolic concentrator. 

 

Tab. 1: Physical parameters of original and truncated compound parabolic collector (CPC). 

Parameter Original CPC Truncated CPC 

Acceptance angle (°) 2a 41.85 2a 82.96 

Concentration ratio (-) C 2.80 C 2.34 

Aperture width (mm) W 375.20 WT 314.50 

Absorber width (mm) b 134.00 b 134.00 

Collector height (mm) H 665.87 HT 253.00 

Collector length (mm) L 1000.00 L 1000.00 

Glass tube inner diameter (mm) Di 42.60 Di 42.60 

Glass tube outer diameter (mm) Do 44.60 Do 44.60 

Pitch (mm) P 50.00 P 50.00 

 

Tab. 2: Optical properties of concentrating photovoltaic thermal collector components (Parthiban et al., 2022; Zhou et al., 2015). 

Component Material Thickness 

(mm) 

Absorptivity 

(α) 

Reflectivity Transmissivity 

(τ) 

Emissivity 

() 

Glazing Acrylic glass 1.5 0.03 0.02 0.95 0.93 

Reflector Aluminium 1 0.05 0.92 0.03 - 

Glass cover Glass 1.5 0.03 0.02 0.95 0.93 

PV cell - 0.3 0.88 0.12 - - 

 

2.2. Simulation procedure 
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Fig. 3: Simulation methodology workflow for coupled opto-thermal analysis. 

 

The optical simulation is carried out using the MCRT approach (Shadmehri et al., 2018). The incidence angle (i) 

of the rays is affected by the orientation, location, surface slope, and time of day (Barthwal and Rakshit, 2021). It 

is estimated for the months of January and June in New Delhi, India. The concentration and receiver geometry 

with optical properties are fed to the model to generate a 2-D non-uniform heat flux distribution on PV cell(s), 

glass cover, and nanofluid tubes. The incoming ray is traced to check if it strikes the reflector, nanofluid, and 

detector (PV array) or if it is overflown. If the wavelength of this incoming ray is not within the spectral response 

range, it is absorbed; otherwise, it is transmitted to the detector. Finally, the heat flux of the transmitted, absorbed, 

and overflown rays is calculated. The resultant heat flux distribution is fed to a steady-state thermal model along 

with detector/tube geometry and thermal ̶ hydraulic properties to obtain the temperature distribution on the PV 

array. Fig. 3 shows the adopted methodology workflow. 

 

Fig. 4: Graphical representation of average climatic data for the month of (a) January, and (b) June, recorded in real-time via 

an in-house weather station at New Delhi (28.61°N, 77.20°E).  
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Because the PV array and nanofluid tube units are not considered to be thermally coupled in the current physical 

model, the PV array and glass tube units are analyzed separately. The developed model has been evaluated on 

real-time weather data (fig. 4) recorded by an in-house weather station (fig. 5) in New Delhi, India. The thermo-

physical properties of the system components are listed in the tab. 3. The heat generation term (Q̇) in eq. 3 is 

supplied as internal volumetric heat generation at the cell (Q̇cell) and glass cover (Q̇g), which are given by eqs. 4 

and 5, respectively. Where G denotes the concentrated heat flux at the absorber/detector. And cell, cell
, and tcell 

denote the cell's absorptivity, reference efficiency, and thickness, respectively. Similarly, g, τg, and tg denote 

the glass cover's absorptivity, transmissivity, and thickness, respectively. Fig. 6 represents the imposed boundary 

conditions in the simulation procedure. Cell (Q̇cell) and glass cover (Q̇g) heat generation is provided at the cell 

unit (fig. 6 (a)) along with ascribed convective and radiative heat losses determined through eqs. 6 and 8, 

respectively. The corresponding convective/wind (hw) and radiative (hr) heat transfer coefficients are quantified 

using eqs. 7 and 9, respectively. Where, vw and 𝑇𝑠𝑘𝑦  denotes the wind velocity and sky temperature, respectively. 

 

 

Fig. 5: Weather station for recording the climatic data. 

 

Tab. 3: Thermo-physical properties of concentrating photovoltaic thermal collector components (Baig et al., 2018; Meraje et al., 

2022). 

Component 
Thickness 

(mm) 

Thermal 

conductivity 

(W m-1 K-1) 

Density 

(kg m-3) 

Specific heat 

capacity 

(J kg-1 K-1) 

Viscosity 

(kg m-1 s-1) 

Glass cover 1.5 1 3000 500 - 

Cell 0.3 148 2330 677 - 

Tedlar 0.3 0.15 1200 1250 - 

DI water - 0.606 997 4220 8.90 x 10-4 

ZnO nanofluid - 0.376 1057.38 3316.08 2.0122 x 10-3 

 

𝜕

𝜕𝑥j
(k

𝜕 T

𝜕𝑥j
) + Q̇  =   0 

(eq. 3) 

 

Q̇cell =   
G τg  cell(1 − 

cell) 

tcell
 (eq. 4) 
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Q̇g =   
G g 

tg
 

(eq. 5) 

 

 

Fig. 6: Boundary conditions imposed at the (a) PV array, and (b) glass tube units. 

 

𝑄c,losses = ℎ𝑤 (𝑇𝑔 − 𝑇𝑎𝑚𝑏) 
(eq. 6) 

hw = 5.82 +  4.07 vw 
(eq. 7) 

𝑄𝑟,losses = ℎ𝑟 (𝑇𝑔 − 𝑇𝑠𝑘𝑦) 
(eq. 8) 

hr =  g (Tg
2 + Tsky

2 )(Tg + Tsky) 
(eq. 9) 

 

The nanofluid in the tube is kept stationary, similar to in (An et al., 2016). For numerical modeling, a negligibly 

small mass flow rate (5×10-4 kg/s) is specified at the tube inlet, along with the hourly ambient temperature recorded 

by the weather station. At the nanofluid surface, the average absorbed heat flux boundary condition is employed 

(fig. 6 (b)). Eqs. 10, 11, and 12 give the continuity, momentum, and energy equations for the examined 3-D, 

steady, laminar flow in the borosilicate glass tube (Liang et al., 2019). 

𝜕

𝜕𝑥j
( 𝑢𝑖)  =   0 

(eq. 10) 

𝜕

𝜕𝑥j
( 𝑢𝑖𝑢𝑗)  = −

𝜕𝑝

𝜕𝑥j
+

𝜕

𝜕𝑥j
[𝜇 (

𝜕𝑢𝑖

𝜕𝑥j
+

𝜕𝑢𝑗

𝜕𝑥j
)] + 𝑔𝑖 

(eq. 11) 

𝜕

𝜕𝑥j
( 𝑢𝑗𝐶𝑝 𝑇)  = 

𝜕

𝜕𝑥j
(𝑘

𝜕 𝑇

𝜕𝑥j
) 

(eq. 12) 

 

The computational mesh is generated using Ansys ICEM CFD. A grid-independence study is conducted separately 

for the PV array and glass tube units to make the solution free from the grid size with respect to cell (Tcell) and 

nanofluid temperature (Tnf), respectively (tab. 4). Eq. 13 calculates the percentage error (En) corresponding to the 

number of elements (n) based on the associated temperature value (Ti) versus the next subsequent temperature 

value (Ti+1). Finally, 21708000 and 676494 number of elements are considered for PV array and glass tube units, 

respectively, for further analysis. The pressure-velocity coupling is realized using the SIMPLE algorithm, and 
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second-order upwind discretization is employed. The convergence conditions for continuity and momentum are 

chosen to be < 10-3, and that for energy be < 10-6. 

𝐸𝑛 = |
𝑇𝑖 − 𝑇𝑖+1

𝑇𝑖
| 

(eq. 13) 

 

Tab. 4: Grid independence analysis for PV array and glass tube units for the unglazed collector. 

PV array unit Glass tube unit 

Number of 

elements 

Tcell 

(K) 
En 

Number of 

elements 

Tnf 

(K) 
En 

9648000 362.9242 0.30 44608 297.913 0.114 

14472000 361.8242 0.22 83640 297.573 0.081 

21708000 361.0177 0.002 210048 297.331 0.067 

29547000 361.009 0.002 676494 297.131 0.037 

36662400 361.001 - 1073034 297.019 0.037 

- - - 1573200 297.910 - 

 

3 Results and discussion 

3.1. Optical analysis 

The objective of the optical investigation is to determine the average heat flux received by the photovoltaic cell 

and the borosilicate glass tube units. The analysis has been carried out on the collector that is oriented east to west, 

and real-time January and June meteorological data have been utilized. 

 

Fig. 7: (a) Ray independence study, (b) Validation of flux intensity on absorber/PV array width for present optical analysis 

against that by (Parthiban et al., 2022). 

 

The optical model has been validated by the results of (Parthiban et al., 2022) (fig. 7). The reference study utilized 

a truncated 2.3 CR CPC as in the present work. Tracing fewer rays does not adequately represent the flux intensity 

at the detector. However, a greater number of rays increases the computing cost of the ray-tracing operation. A 

ray-independence test is performed to ensure that the local flux intensity (and hence the average flux intensity) at 

the absorber/detector does not fluctuate with the number of rays traced. The test is carried out with 105 to 107 rays. 
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Fig. 7 (a) depicts no reasonable variation in local flux intensity for 106 and 107 rays. Hence, 106 rays are used in 

further analysis. Also, fig. 7 (b) shows a reasonable agreement of local flux intensity between the present optical 

model and the reference study. 

 

Fig. 8: (a) Traced solar spectrum, and (b) wavelength-sorted traced-rays in the devised collector (only 5% starting rays are 

shown for better visualization)   

 

The rays traced on the 16th of January 2022 at solar noon (1200 hours) are depicted in fig. 8. These rays represent 

various wavelengths from the solar spectrum (fig. 8 (a)). In order to facilitate better viewing, only 5% of the initial 

rays are shown. The spectral beam splitting (SBS) process is observed in operation where rays with wavelengths 

within the spectrum response range (300–1100 nm) are passed through the photovoltaic array while the remaining 

wavelengths are absorbed by the nanofluid optical filter (fig. 8 (b)). The central part of the array has to have a 

uniform flux distribution since the incoming rays do not get deflected by the reflector and strike straight on the 

absorber/detector. On the other hand, the rays that interact with the reflector are reflected near the detector's edges. 

As a result, a maximum heat influx will be between the central part and the edges of the absorber/detector.  

The incident angle modifier (IAM) is a significant optical analysis index. It represents the decrease in irradiance 

that reaches the PV cell's surface compared to normal incidence. It is obtained using a basic air-glazing model 

with one air-glass contact (fig. 9 inset) via eq. 14 (Sjerps-Koomen et al., 1996). The transmission-absorptance 

(τ α) depends on the extinction coefficient (𝐾𝑒) and the thickness (𝑡) of the glazing for incidence (𝑖) and 

refraction (𝑟) angle duos (eq. 15). Also, Snell's law (eq. 16) is used to quantify refraction angles for different ray 

incidents. Fig. 9 depicts the variations of IAM as a function of incidence angle. The modifier drops as the ray 

incidence angle rises because the first (primary) reflection becomes more significant at greater incidence angles. 

When sun rays enter an angle, these reflection (cosine) losses are responsible for the lower transmission of sun 

rays through the glass front of a solar cell/module. 

IAM(𝑖) =  
τ α (𝑖)

τ α (0)
 

(eq. 14) 

τ α (𝑖) = exp (
−𝐾𝑒𝑡

cos𝑟
) [1 −

1

2
{

𝑠𝑖𝑛2(𝑟 − 𝑖)

𝑠𝑖𝑛2(𝑟 + 𝑖)
+

𝑡𝑎𝑛2(𝑟 − 𝑖)

𝑡𝑎𝑛2(𝑟 + 𝑖)
}] 

(eq. 15) 

𝑖

𝑟
  = 

𝑛𝑔

𝑛𝑎𝑖𝑟
 

(eq. 16) 

The incidence angle modifier is also interpreted in terms of the system's optical efficiency. A greater IAM value 

corresponds to greater optical efficiency. As the incidence angle of the entering rays rises, the cosine losses 

resulting from reflection become more pronounced. Consequently, similar to IAM, the optical efficiency follows 

a declining trend as the incidence angle increases. 
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Fig. 9: Variation of incident angle modifier (IAM) with ray incidence angle. (Inset) IAM losses in one air-glass interface model. 

 

3.2. Thermal analysis 

The thermal simulation involves the individual analysis of the PV array unit and the nanofluid, as no thermal 

connection is assumed between the glass tube unit and the PV array. The results of the thermal analysis include 

validation results with the experimental findings as well as the results of spectral beam splitting in terms of cell 

temperature and optical filter temperature rise. 

 

Fig. 10: Validation of temporal cell temperature for (a) unglazed, and (b) glazed collector against the experimental work of 

(Bahaidarah et al., 2016). 

 

The computed cell temperature is compared to the experimental observations of (Bahaidarah et al., 2016) for both 

unglazed and glazed collectors to verify the current thermal model. Fig. 10 depicts the temporal variation of cell 

temperature. At solar noon, the highest average cell temperature is 361 K for the unglazed system and 377 K for 

the glazed system. When comparing the current thermal model to the experimental results, a maximum of 3% 

deviation in cell temperature is recorded, validating the thermal simulation approach employed. Another inference 

can be made in terms of the potential for cooling in concentrating PV cells. The PV cells with a concentrator ought 

to perform better as compared to the cells without utilizing any concentrator due to the availability of much higher 

incident heat flux. However, the thermalization limits the potential of the CPV system, and hence a thermal 

management effort is required to prevent any high temperatures. Without utilizing any passive or active cooling 

strategy, deionized water and ZnO nanofluids are employed as optical filters for this purpose. 

Fig. 11 shows the variation of cell temperature with the time in the day for the winter (January) and summer (June) 

months. It is observed that the average cell temperature in a conventional CPV system can be as high as 360 K 

and 375 K for the months of January and June, respectively. However, the cell temperature is maintained near 

 
M. Barthwal et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1105



standard test condition (STC) temperature (298 K) in the proposed nanofluid filter-based system. 

 

Fig. 11: Temporal variation of average cell temperature for the month of (a) January, and (b) June for the systems placed in 

New Delhi (28.61°N, 77.20°E). 

 

The temperature rise of the liquid/nanofluid optical filter is also determined. The absorbed heat flux is determined 

using the optical simulation (fig. 3). Section 2.2 describes the simulation process. Deionized water and ZnO 

nanofluid (500 ppm ZnO nanoparticles in 50-50% water-ethylene glycol solution) are simulated as the optical 

filter. Tab. 3 lists the thermophysical characteristics of DI water and ZnO nanofluid. The cumulative temperature 

rise of the optical filter over time can be seen in fig. 12. The greatest cumulative temperature rise of DI water and 

ZnO nanofluid at 1600 hours in January is 35.62 K and 43.59 K, respectively. However, during the month of June, 

DI water and ZnO nanofluid had temperatures of 58.76 K and 71.88 K, respectively. 

 

Fig. 12: Temporal variation of cumulative temperature rise of optical filters for the month of (a) January, and (b) June. 

4 Conclusions 

The opto-thermal analysis of a proposed novel spectral beam splitting powered compound parabolic collector-

based photovoltaic thermal system is carried out. Monte Carlo ray-tracing is utilized to observe the prowess of 

nanofluid-based solar splitting for the cogeneration of electricity and thermal output. Moreover, a finite volume-

based solver is utilized for quantifying the thermal output from the devised system. The developed opto-thermal 

framework is validated with respect to local flux intensity and cell temperature, justifying the methodology 

employed. The following main findings are summarized for the present work: 

• Without resorting to active and/or passive cooling methods, the SBS approach aided in maintaining a 

cell temperature comparable to the STC temperature. 

• The maximum array temperatures of 360 K and 375 K were observed for January and June, respectively, 

without the SBS employment. With the SBS technique, however, these equivalence temperatures were 

310 K and 328 K, respectively. 
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• DI water and ZnO nanofluid observed the maximum cumulative temperature increases of 35.62 K and 

43.59 K, respectively, in January. In contrast, the temperatures of DI water and ZnO nanofluid in the 

month of June were 58.76 K and 71.88 K, respectively. 

Multiple potential intervention avenues have been identified in the current study for use in future investigations. 

To get a more consistent heat flux distribution, the number of quartz tubes positioned above the PV array (or the 

number of passes) can be adjusted. Moreover, the heat-to-electricity ratio from the designed PVT collector may 

be modified by varying the pitch of the tubes. In addition, thermal losses may be avoided by utilizing a concentric 

glass tube with a vacuum in between. 
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Empirical Validation of Low-Temperature PVT Collector for Heat Pump 

Integration 
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KTH Royal Institute of Technology, Stockholm (Sweden) 

Abstract 

The combination of solar photovoltaic-hybrid (PVT) and ground source heat pumps (GSHP) can be a promising 

pathway towards the decarbonization of heating, cooling and electricity production in buildings. However, the 

concept of combining both technologies is still at an early stage in commercialization. As part of an ongoing 4-

year research project, numerical modelling techniques have been applied to develop a digitally optimized PVT 

collector prototype specifically designed for heat pump integration. The goal of this study is to validate such 

models with a commercially available finned PVT collector against empirical data, with experiments carried out 

at an outdoor laboratory in Stockholm. Thermal and electrical outputs are measured for a range of low inlet fluid 

temperatures with varying flow rate, ambient temperature, solar irradiance and wind speed. R2 values of 0.99 and 

0.89 for electrical and thermal output respectively, show that the numerical model can predict real world 

performance of the collector with a high degree of certainty. The performance results show that the studied finned 

PVT collector has the potential to generate 800 W/m2 of thermal power for a temperature difference of 30 K 

between inlet and ambient, and a solar irradiation of 1000 W/m2. Even at a low irradiance of 200 W/m2, a specific 

thermal output of 350 W/m2 can be achieved, for a difference between inlet and ambient temperatures of 20 K. 

Keywords: Solar PV/thermal, PVT collector, Solar Heat Pump, COMSOL, Numerical Modelling 

1. Introduction and Background 

A promising pathway to the electrification and decarbonization of buildings are solar heat pumps (SHP). There 

are numerous methods for combining the two technologies; however, one increasingly interesting approach is the 

series integration of photovoltaic/thermal hybrid collectors with ground source heat pumps (Kamel et al., 2015; 

Sommerfeldt and Madani, 2017). The design allows for shorter borehole lengths (Bertram et al., 2012), and in 

larger buildings with multiple boreholes, spacing reductions can reduce land requirements by up to 87% 

(Sommerfeldt and Madani, 2019). PVT also has the potential to regenerate degraded boreholes in older heat pump 

systems without the need for additional drilling. In addition, the operating temperatures in the borehole circuit 

are relatively low (-10°C to +20°C), allowing for a higher PVT collector thermal and electrical efficiency, and 

reduces costs by removing the need for glazing or insulation on the backside. Additionally, the electrical gains 

from lower PV cell temperatures is enough to cover the additional pumping power, making the additional thermal 

gains energetically free (Sommerfeldt and Madani, 2019; Vittorini et al., 2017). 

When compared to solar thermal, the PVT+GSHP concept is relatively undeveloped and thus has had little design 

dedicated to PVT collectors as part of a heat pump system. When the thermal gains come from the solar collector 

and the surrounding air, the cost-benefit balance can change meaning a comprehensive techno-economic analysis 

is needed to identify the improvement potential of the current design. Chhugani et al., (2021) and Schmidt et al., 

(2018) investigated the empirical performance of PVT collectors as a single source for a heat pump, highlighting 

the system performance benefits of this configuration.  

A 4-year research project aims at advancing the development and commercialization of an integrated heating, 

cooling and electricity system solution for European buildings using solar PVT and GSHP technology. One of 

the work packages in this project consists of applying numerical modelling techniques to develop a digitally 

optimized PVT collector prototype specifically designed for heat pump integration. Several designs have been 

modeled and studied with particular focus on enhanced heat capture from the surrounding air. Mass and heat 

transfer mechanisms as well as fluid dynamics have been considered in numerical modelling tool Comsol 

Multiphysics. Model validation is a critical part of the prototype development, so it becomes necessary to validate 

the results obtained from the simulations with experimental data in outdoor laboratory conditions. 
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2. Objective and Methodology 

The aim of this study is twofold. Firstly, it attempts to validate the numerical model of an unglazed, uninsulated 

PVT collector prototype with fins, specifically designed for heat pump integration in low temperature 

applications. This is done by using the commercially available numerical modelling software COMSOL 

Multiphysics, and comparing the results with the data obtained from the experimental testing of the collector 

prototypes.  Secondly, it aims at quantifying the performance of a finned PVT collector by presenting the thermal 

performance curves for different flow rates and solar irradiance levels.  

The experiments are performed in an outdoor setting using various flow rates and inlet temperatures during 

several days in July and August 2022 in Stockholm, Sweden. This provides a suitable range of ambient 

temperatures and solar irradiance levels to match the range of reduced temperatures tested in the simulations. To 

control for dynamic conditions (e.g. wind speed), measurements are selected and discretized such that they 

represent a quasi-steady state for comparison to steady-state results from the numerical model. Hourly averages 

for 30 different empirical data points are considered for the validation of the model. Outlet fluid temperatures 

from the PVT collectors, as well as thermal output and electricity generation are monitored for the 14 PVT 

collector array. Thermal and electrical outputs are assumed to be evenly distributed between all the collectors of 

the array, so the measured data is divided by 14 to get the measured values for one PVT collector. 

The following step is to build the numerical model, where it is necessary to manually adjust the unknown 

parameters, such as thermal resistance between PV and absorber or the convective heat transfer coefficient on 

front and rear sides of the PVT collector, so that they can fit the empirical data in the best possible way. The same 

boundary conditions as in the experiments are then used as input in the numerical model, where outlet temperature 

from the PVT and PV cell temperature are obtained. These parameters are then used to calculate the thermal 

power and electricity generation. Outlet fluid temperature, PV electricity production and thermal output are used 

as validation metrics; tested using mean absolute error (MAE), mean biased error (MBE), and coefficient of 

determination (R2). The model that best fits the empirical data is then the one that minimizes the errors and gives 

the highest coefficient of determination. Finally, the performance curves of the PVT collector at different flow 

rates and solar irradiation levels is plotted against the reduced temperature difference, based results from the 

simulations of the numerical model. 

3. Method 

In order to meet the objectives, it is required to have an testing facility where the PVT collector prototypes can 

be evaluated, and a model in Comsol Multiphysics software. In the following sections both the testing facility 

and numerical model are described in detail.  

3.1. Testing facility 

Testing of the PVT collectors is performed at an outdoor laboratory facility, located on the roof of the Energy 

Technology Laboratory at KTH Royal Institute of Technology, in Stockholm, Sweden. It consists of two 

independent arrays of 14 PVT and 2 PVT collectors respectively, mounted on a south-facing roof with a tilt angle 

of 45°. For the purpose of this study, only the 14 PVT collector array is considered. The larger PVT array is made 

up of two subarrays connected in series, where each subarray has seven collectors connected in parallel, for a 

total of 14 PVT collectors. The heat transfer fluid in the PVTs is an ethylene glycol – water mixture with a 

volumetric ratio of 25/75. The fluid is temperature controlled using a domestic heat pump, enabling supply 

temperatures down to -5 °C during summer days. This is done by connecting the collector array to a 300 L cold-

water storage tank, where the evaporator of a 3-12 kW variable speed ATLAS Thermia heat pump cools down 

the heat transfer fluid in the tank and generates the low temperatures required at the inlet of the PVT collectors. 

The maximum source temperature of the heat pump at the inlet of the evaporator is 20  °C, and the maximum 

heating capacity of 12 kW is achieved at B5/W35 and a compressor speed of 5300 rpm. The testing facility also 

includes a hot water storage tank and a 10 kW Alfa Laval air-water heat exchanger for heat dissipation. The PVT 

collector arrays and mechanical room can be seen in Fig. 1, and a flow chart of the system with its monitoring 

equipment can be seen in Fig. 2. 

The PVT collectors have been provided by Swedish startup Solhybrid i Småland, and consist of a glass-to-glass 

PV module with an aluminium manifold mechanically pressed against the rear glass. Having glass on the backside 

of the PV panel, as opposed to conventional PV, allows for a greater contact with the heat exchanger and increases 

mechanical strength, at the expense of an increased thermal resistance (Sommerfeldt and Ollas, 2017). The 

 
F. Beltrán et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1110



manifold has a trough that fits a 12 mm copper pipe, which is also mechanically fixed. Thermal grease is added 

between the rear glass and aluminium manifold, as well as between the pipe and the trough to improve the thermal 

contact between the different surfaces. The thermal absorber-exchanger consists of six aluminium manifold and 

copper pipe units, each 150 mm wide and 1600 mm long, and are connected in a traditional parallel/harp 

configuration. 

    

Fig. 1. Testing facility with mechanical room (left) and PVT collectors (right)       

 

Fig. 2. System diagram with relevant measuring equipment  

The PV module used for the PVT collectors is model PLM-285MA-60DG, a 60-monocrystalline-cells panel 

manufactured by Perlight Solar. The electrical ratings and specifications of the PV module are presented in Tab. 

1. The conversion from the direct current (DC) generated by each module to alternating current (AC) is done by 

14 Enphase IQ7 microinverters, one connected to each module.   

Tab. 1. Electrical data of selected PV module 

Pmax (Wp) 
Efficiency 

(ηel) 

Open-circuit 

voltage (Voc) 

Short-circuit 

current (Isc) 

Voltage at 

Pmax (Vmp) 

Current at 

Pmax (Imp) 

Temp. coeff. 

Pmax (β) 

285 W 17.52 % 38.80 V 9.32 A 32.43 V 8.79 A -0.40 %/K 

 

A heat power meter is used to measure inlet and outlet temperatures to and from the PVT collectors, as well as 

flow rate and thermal power. In addition, a PT1000 temperature sensor is connected to the outlet of the PVT to 

 
F. Beltrán et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1111



cross validate the measurements given by the heat meter. The entire system is monitored by two data loggers: 

one that tracks the electricity production from the microinverters, and one that tracks the heat pump performance, 

flow rates and the temperature levels within the system. The weather data is collected from a weather station 

installed directly above the PVT array, where ambient temperature, relative humidity, dew point, wind speed and 

direction are monitored. Solar irradiance is measured by a solar irradiance meter, located in the plane of the PVT 

collectors next to the array. All the measured data is obtained in 1-minute time steps, except for the electricity 

production that is measured every 5 minutes.  A summary of the measurement equipment and the parameters that 

are being measured is presented in Tab. 2. Although there are other parameters that are being monitored in the 

system, such as compressor power or brine temperatures, only those relevant for this study are presented here. 

Tab. 2. Measurement equipment and monitored parameters  

Equipment Quantity Nomenclature 

Weather Station 
Ambient temperature (outdoor) [°C] 

Wind speed [m/s] 

T_amb 

υ 

Solar irradiance meter Incident solar irradiation [W/m2] G 

Heat power meter (VMM1 and VMM2) 

Thermal power [W] 

Volumetric flow rate [m3/h] 

Inlet temperature to PVT [°C] 

Outlet temperature to PVT [°C] 

Q_th 

q 

T1_in & T2_in 

T1_out & T2_out 

Microinverters Electrical power [W] P_el 

 

3.2. COMSOL model description 

The PVT collector is modelled as a 1.6 x 0.9 m flat plate representing the glass-glass PV panel, and a metal 

thermal absorber with fins mechanically pressed to the back side. The PV panel consists of 5 layers: front glass, 

EVA encapsulate, silicon cells, EVA encapsulate, and rear glass, whereas the thermal absorber consists of the 

aluminum manifold and copper pipes that were described in the previous section. A thermal grease layer of 0.5 

mm is added between the rear glass and aluminum manifold. To account for the imperfect thermal contact 

between the PV panel and absorber, the conductivity of the thermal grease that best fits the model is found to be 

0.020 Wm-1K-1 (thermal resistance of 0.017 m2KW-1)  which is within the range of thermal resistance values of 

0.010 – 0.040 m2KW-1 found by Sommerfeldt and Ollas (2017) in their study of a similar collector. It is important 

to highlight that the thermal conductivity of the thermal grease also considers the imperfect bonding of absorber 

and PV, and consequent presence of air, which explains the low value. A summary of the material layers and 

properties is presented in Tab. 3, based on the study by Sommerfeldt and Ollas (2017). 

Tab. 3. Material layers and properties  

Layer Material 
Thickness 

[mm] 

Density 

[kgm-3] 

Conductivity 

[Wm-1 K-1] 

Heat Capacity 

[Jkg-1K-1] 

PV Silicon 0.225 2330 148 677 

EVA EVA 0.5 960 0.7 2090 

Glass Glass 2.5 2530 1.8 500 

Thermal grease Thermal grease 0.5 2600c 0.02 1100c 

Absorber plate Aluminum ~ 1.75 2690a 218a 900a 

Tube Copper 1 8954 390 383 

Fluid Ethylene glycol - water - Vary w/temp 0.6 4186 

 a  ASM International Handbook Committee, 1990     

 b  Cristofari et al., 2009    

 c (Thermal Management, n.d.) 

In order to reduce the required computational time and take advantage of the fact that the absorber consists of six 

identical and symmetrical manifold-pipe units, only one sixth of the PVT collector is modelled in COMSOL 

Multiphysics. An even flow distribution among all pipes and all collectors in the system is considered. A cross 

sectional diagram of PVT collector can be seen in Fig. 3. 
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Fig. 3. Cross sectional diagram of the modeled PVT collector 

Since the fluid flow falls in the laminar regime for all the measured flow rates, both laminar flow and heat transfer 

in solid and fluids interfaces with a non-isothermal flow multiphysics coupling are set up in COMSOL 
Multiphysics software. The PV part of the collector is modeled using a simple efficiency approach, where the 

electrical efficiency (𝜂𝑒𝑙) is given by equation 𝜂𝑒𝑙 = 𝜂0 × [1 − 𝛽0(𝑇𝑃𝑉−𝑇𝑟𝑒𝑓)], being 𝜂0 the efficiency of the 

PV cell at a reference temperature 𝑇𝑟𝑒𝑓, 𝑇𝑃𝑉 the actual temperature of the PV cell, and 𝛽0 the factor that governs 

the temperature dependence. The transmittance-absorptance factor is set at 0.81 (Sakellariou and Axaopoulos, 

2018; Simonetti et al., 2018), whereas the sky temperature (𝑇𝑠𝑘𝑦) is given by expression  𝑇𝑠𝑘𝑦 = 0.0552 × 𝑇𝑎𝑚𝑏
1.5  

(Duffie and Beckman, 1991).  

The effect of wind speed on heat losses is a significant factor for unglazed PVT collectors (Sandnes and Reks tad, 

2002). There are several methods to calculate the convective heat transfer coefficient in relation to wind speeds 

presented in the literature, but the model that best suits this case is a combination between the one presented by 

Cristofari et al., 2009 on the rear side of the collector, and the one presented by Watmuff et al., 1977 on the front 

side of the collector. According to Cristofari et al., 2009 , the convective heat transfer coefficient (hc) with ambient 

air depends on whether the subject surface is on windward or leeward side and can be expressed by 

hc = 11.4 + 5.7υ Wm-2K-1 and hc = 5.7 Wm-2K-1 respectively. In this case, the rear side of the collector is 

considered to be on leeward, since for most of the hours in the period of study the wind is coming from the south 

or southwest directions. Thus, hc is set at 5.7 Wm-2K-1. The convective heat transfer coefficient model on the front 

side of the collector is set at by hc = 2.8+3υ Wm-2K-1 (Watmuff et al., 1977). The reason why a lower hc might fit 

the model better than the higher one presented by Cristofari et al., 2009, is because of the effect of the full collector 

array as compared to a single collector. Frost formation, condensation gains and nighttime operation are not 

considered in the model. 

In the testing facility there are two subarrays connected in series and each subarray has seven collectors connected 

in parallel. Assuming that the volumetric flow rate is evenly distributed between the PVT collectors in the array, 

the flow rate through each collector is calculated as 1/7 of the total volumetric flow rate into the array. Since the 

outlet temperature is measured at the end of the second subarray, the simulation is performed in two stages: the 

temperature at the outlet of the first PVT collector is obtained from the simulations, and it is used as inlet 

temperature for the second simulation. The results obtained from this second simulation is the one used for the 

calculation of the thermal output, which is then divided by two in order to calculate the value per module.  

3.3. Performance evaluation 

The performance of the PVT collectors is evaluated using three metrics: 

 Thermal output (Q_th) in W for model validation 

 Electrical output (P_el) in W for model validation 

 Specific thermal output (q_th) in W/m2 for the evaluation of the performance curves 

When evaluating the thermal performance of the PVT collector for different flow rates and solar irradiation levels, 

the specific thermal output is plotted against the reduced temperature difference, defined as 𝑇𝑟𝑒𝑑 = (𝑇𝑖 −𝑇𝑎) 𝐺⁄  

where 𝑇𝑖 is the inlet temperature to the collector, 𝑇𝑎 the ambient temperature, and 𝐺 the solar irradiation. 

To evaluate how well the numerical model fits the empirical data, three different statistical measures  are used. 

Firstly, the Mean Absolute Error (MAE), which is calculated as the sum of the absolute errors divided by the 
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number of observations or data points, representing the average of the absolute errors. The expression for the 

calculation of MAE can be seen in (eq.1), where n is the number of observations, 𝑦𝑖 is the simulated or predicted 

value and 𝑦𝑖 the measured value. 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦𝑖 − 𝑦𝑖|
𝑛
𝑖=1      (eq. 1) 

Another statistical method used for the validation of the model is the Mean Biased Error (MBE), which i s used 

to estimate the average bias in the prediction made by the model. A positive MBE means that the model is 

overestimating the dataset, whereas a negative MBE means that the model is underestimating the dataset. The 

expression for the calculation of MBE can be seen (eq.2). 

𝑀𝐵𝐸 =
1

𝑛
∑ (𝑦𝑖 − 𝑦𝑖)
𝑛
𝑖=1    (eq. 2)  

The coefficient of determination (R2) is the final statistical method to evaluate the accuracy of the model with 

regards to the measured data. It compares the variance of the dependent variable with the total variance. In other 

words, it helps to understand how differences in the dependent variable (simulation results), can be explained by 

the differences in a second variable. It shows how strong a linear relationship is between two variables, and is 

represented with a number between 0 (fails to explain variance) and 1 (fully explains variance). It can be 

calculated with (eq.3), where RSS is the sum of the squares of residuals, TSS the total sum of squares, and 𝑦 the 

mean of the observed or measured data.  

𝑅2 = 1 −
𝑅𝑆𝑆

𝑇𝑆𝑆
= 1 −

∑ (𝑦𝑖−𝑦𝑖)
2

𝑖

∑ (𝑦𝑖−𝑦)
2

𝑖
  (eq. 3) 

4. Results 

Of all the data gathered, 30 different hours of measurements are selected, based on the requirement that there 

should be 60 sequential measurements with a determined level of variance for each of the different measured 

parameters. If that condition is met, then it is assumed that the conditions are steady state for that hour, and it is 

then used as a single data point. The level of variance is determined by the Coefficient of Variation (CV), which 

is defined as the standard deviation divided by the mean of the sample. The acceptable CV for each of the input 

parameters is presented in Tab. 4. 

Tab. 4. Acceptable coefficient of variation for measured parameters  

Parameter Acceptable CV 

Volumetric flow rate <10% 

Inlet temperature  <10% 

Ambient temperature <10% 

Solar irradiance <30% 

Although the original idea was to have a low variability of wind speed measurements, this was deemed 

impossible. However, the collectors have a relatively high thermal inertia, so the variance in wind speeds should 

have a minimal impact on the fluid temperatures (Sommerfeldt and Ollas, 2017). 

Tab. 5 shows the values for the different boundary conditions. The range of measured ambient temperatures in 

the 30-point data set was between 13 °C and 24 °C, with an even frequency distribution along the range. Inlet 

temperatures varied between 1 °C and 12 °C, with 40 % of the measurements occurring between 6 °C and 8 °C. 

When looking at solar irradiation levels, almost half of the data points were below 400 W/m2, however, 20 % of 

them were over 800 W/m2. The variation of average wind speeds was in the range of 0 to 7 m/s, with a quite even 

distribution along the range. Volumetric flow rate varied was mostly around 80 lh-1m-2, with a few experiments 

performed at lower values.  

The measured values of ambient temperature, inlet temperature, solar irradiance, wind speed and flow rate are 

used as inputs in the COMSOL model, where outlet temperature and average PV cell temperatures are obtained 

as outputs. Outlet fluid temperature is then used to calculate the thermal output of the PVT collector and thermal 

efficiency, whereas the average PV cell temperature is used to calculate the specific electrical output and the 

electrical efficiency.  
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Tab. 5. Measured values of boundary conditions 

Flow rate  

[lh-1m-2] 

Inlet Temp. 

[°C] 

Ambient Temp.  

[°C] 

Solar irradiance  

[W/m2] 

Wind speed  

[m/s] 

81.4 6.13 24.23 73.0 4.7 

81.2 5.89 22.83 23.5 4.5 

81.8 6.50 21.89 300.2 4.6 

79.5 5.80 19.76 142.9 6.7 

82.1 6.77 19.42 712.5 6.3 

27.2 5.59 19.28 0.0 3.4 

44.2 5.36 16.53 46.3 2.6 

30.3 5.36 18.36 0.0 1.6 

30.4 4.80 16.99 0.0 2.6 

81.2 5.88 20.11 274.3 5.0 

81.1 5.83 20.15 191.7 5.3 

34.7 5.33 17.30 83.2 2.5 

39.0 6.21 16.68 42.5 1.5 

82.8 7.63 16.85 450.7 6.4 

82.5 7.48 18.51 53.5 6.7 

84.6 8.31 18.24 256.4 4.4 

27.9 5.74 18.19 0.0 1.3 

82.7 8.16 13.48 221.9 0.3 

74.7 7.69 15.58 174.8 0.8 

43.8 7.31 14.44 66.2 0.0 

85.3 9.89 18.21 1021.7 2.8 

86.5 11.41 20.84 945.8 5.1 

86.2 10.99 20.49 857.5 4.2 

66.8 1.78 21.21 491.0 1.9 

81.9 6.29 20.70 542.0 6.8 

82.0 6.83 20.15 671.9 5.2 

78.7 8.48 13.48 545.7 0.5 

83.9 9.33 16.87 882.9 2.4 

88.5 11.03 18.93 693.6 5.2 

85.8 11.09 19.90 887.5 5.6 

 

4.1. Model validation 

Fig. 4 shows the measured values of outlet temperature on the x-axis, and the simulated values of the outlet 

temperature in the y-axis. It can be seen that the different data points are scattered close to the y=x line  with a 

few exceptions. The model seems to be overestimating the outlet temperatures for lower values, and 

underestimating it for higher ones. The maximum absolute error is around 2.5 K, but the mean absolute error is 

considerably lower, with a value 0.70 K. A mean biased error of 0.16 K shows that the model is slightly 

overestimating the outlet temperature of the PVT collectors, but the value is low to consider it a problem. Finally, 

a coefficient of determination of 0.902 shows that more than 90 % of the variability in the simulated results of 

the outlet temperature can be explained by the variability in the measured data, which means that the model can 

represent real world performance accurately.   
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Fig. 4. Simulated outlet temperature values plotted against measured outlet temperature values  

Fig. 5 shows the measured values of thermal output obtained from the heat meters on the y-axis, against the 

thermal output calculated with the simulation results. Once again it can be seen that the data points are scattered 

close to the y=x line, with the highest absolute errors occuring for the highest values of thermal output. The 

maximum absolute error is close to 150 W, represeting a relative difference of 25 %. However, the mean absolute 

error is almost four times smaller. When calculating the mean biased error, the result of 4.5 W shows that the 

model is overestimating the thermal power production, which is alligned with the results obtained for the outlet 

temperature. A coefficient of determination of 0.89, shows a good relationship between real world performance 

and the simulated results.  

 

Fig. 5. Simulated thermal output values plotted against measured thermal output values  

Fig. 6 shows the measured values of electrical output obtained from the microinverters on the y-axis, against the 

electrical output from the simulation results, using a simple efficiency approach. It can be seen that most of the 
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data points are close to the y=x lines, with the highest absolute errors of approximately 25 W and relative error 

of 10 % occurring when the electricity production is the highest. For low electricity production values, the simple 

efficiency approach fits the measured values precisely. A MAE of 4.20 W, a MBE of 0.48 W, and R2 value of 

0.995, shows that the simple efficiency approach can predict the electricity production from each collector in a 

good way.  

 

Fig. 6. Simulated electrical output values plotted against measured electrical output values  

The statistical methods results for outlet temperature, thermal power and electrical power can be seen in Tab. 6.  

Tab. 6. Statistical methods summary of results 

 Temperature Out Thermal Power Electrical Power 

Mean Absolute Error (MAE) 0.70 K 40.02 W 4.20 W 

Mean Biased Error (MBE) 0.16 K 4.48 W -0.48 W 

Coefficient of Determination (R2) 0.902 0.887 0.995 

  

4.2. Performance curves 

This section presents the performance curves of the studied PVT collector for different solar irradiation leve ls 

and flow rates based on the numerical modelling results. Ambient temperature is fixed at 20 °C and wind speed 

at 1 m/s. For the evaluation of the performance of the PVT collectors under different solar irradiation levels, a 

constant flow rate of 80 lh-1m-2 is considered. The results in Fig. 7 show that even when the solar irradiance is as 

low as 200 W/m2, thermal output can be as high as 530 W/m2 or 363 W/m2 for reduced temperature differences 

of -0.15 Km2W-1 and -0.10 Km2W-1 respectively. As would be expected, the maximum thermal output occurs 

when solar irradiation is 1000 W/m2 with a reduced temperature difference of -0.03 Km2W-1, which is equivalent 

to a temperature difference between ambient and inlet to the collector of 30 K. For this case, the specific thermal 

output can be as high as 800 W/m2 or 1160 W/collector. The performance at a reduced temperature difference of 

0 Km2W-1, varies between 26.1 W/m2 for the lowest solar irradiation case, and 297.7 W/m2 for the highest solar 

irradiation case.  
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Fig. 7. Thermal performance curve of PVT collector prototype obtained from Comsol Multiphysics simulations  

For the evaluation of the performance of the PVT collectors under different volumetric flow rates, a constant 

solar irradiation level of 1000 W/m2 is considered. The results in Fig. 8 show that increasing the flow rate from 

20 lh-1m-2 to 100 lh-1m-2 has diminishing returns. For a reduced temperature difference of -0.02 Km2W-1, 

increasing the flow rate from 20 lh-1m-2 to 40 lh-1m-2, increases thermal output from 414.7 W/m2 to 519.5 W/m2, 

equivalent to 25.3 %. However, when flow rate is further increased to 60 lh-1m-2, 80 lh-1m-2 and 100 lh-1m-2, the 

increase in specific thermal output is of 13.2 %, 9.3 % and 7.1 %. The performance at a reduced temperature 

difference of 0 Km2W-1, varies between 193 W/m2 for a flow rate of 20 lh-1m-2, and 318.6 W/m2 for 100 lh-1m-2, 

which is a lower variation than what occurs for the one occurring for the different solar irradiation levels. It is 

worth noting that the flow remains always in the laminar regime, with a Reynolds number of 450 at 100 lh-1m-2. 

 

Fig. 8. Thermal performance curve of PVT collector prototype obtained from Comsol Multiphysics simulations  
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5. Discussion and Conclusions 

The analysis presented in this paper shows that the numerical model of a sheet and tube PVT collector with fins 

specifically designed for heat pump integration, fits the empirical data with an R2 value of more than 88% for the 

main three output parameters: outlet temperature, thermal output and electrical output. However, the MAE for 

outlet temperature and thermal power needs to be discussed further.  

To begin, the thermal output of the full collector array was measured in the experiments and divided by 14 to 

calculate the value for one collector, but in the model only two collectors were considered. All collectors were 

assumed to generate the same amount of power, although most probably the subarray that has the lowest inlet 

temperature produces a higher thermal output than the following subarray, due to a higher temperature difference 

between inlet temperatures and ambient, enhancing the heat capture from the surrounding air. While this may be 

a limitation in validating a single collector, since it is expected that PVT will nearly always be installed in an 

array, the approach used here captures variance between individual collectors that can be missed if only using a 

single sample. 

Condensation effects were not considered in this study, which could be an important issue when the difference 

between inlet temperature and dew point temperature is high. However during the experiments, no considerable 

amount of condensation was observed on the rear side of the PVT collectors, so it was not considered to be a 

critical modelling aspect for the studied data range. 

It is important to highlight that even though the highest thermal output obtained from the measurements was 368 

W/m2, based on the performance curves obtained from the simulations of the validated numerical model, the 

thermal output of the sheet and tube PVT collector with fins could more than double that value. This can happen 

for example, when there is a brine temperature coming out of the borehole field below -5 °C, there is an ambient 

temperature of 25 °C and the solar irradiance is 1000 W/m2. Although not a common scenario, this could be 

possible and helps set an upper limit for the amount of heat that can be extracted from the collector. However, 

even at low irradiation levels, the PVT collector can work mostly as an air-water heat exchanger achieving a 

specific thermal output of more than 300 W/m2. In a study currently under peer-review, the addition of fins are 

shown to increase heat capture from the air by up to 60 % over unfinned designs. 

The finned design is still relatively unique and a developing segment of PVT design. This work builds on the 

body of knowledge that defines the performance and potential of PVT heat pumps systems by describing an 

empirically validated numerical model. Further work in finned PVT collector development and analytical models 

in full systems analysis (e.g. TRNSYS) can be informed using COMSOL, reducing time and effort. Future work 

will quantify the full PVT+HP system performance and the benefits finned collectors provide. 
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Abstract 

A new proposal of high performance flat plate solar thermal collector (FPC) based on Transparent Insulation 

Materials (TIM) combining silica aerogel contained in insulation containers with plastic honeycomb is evaluated 

and compared with similar state of the art technologies. Thus, the proposed FPC shows better performance than 

the basic plastic honeycomb collector at high Δ𝑇𝑇/𝐺𝐺 > 0.074 while potentially protecting the honeycomb layer 

from reaching high temperatures. This data is compared as well with a previous version of the FPC with combined 

TIM of plastic honeycomb with silica aerogel to demonstrate that the performance has been improved with a new 

construction strategy. 

Keywords: Silica Aerogel, Flat plate solar thermal collector, Honeycomb 

 

 

 

1. Introduction 

Solar thermal collectors operated under medium temperatures have different technologies operating in the current 

market. Besides FPC, stationary compound parabolic collectors (CPC), evacuated tubes collectors (ETC), Fresnel 

lens collectors (FLC), small parabolic trough collectors (PTC) and cylindrical trough collectors (CTC) are other 

technological alternatives widely investigated according to Tian and Zhao 2013. Also, Sharma et al. 2013 

demonstrated that a solar heated system could be employed in various applications depending on the temperature 

and working fluid. Many authors, e .g. Sokhansefat et al. 2018 used TRNSYS16 software for a thermoeconomic 

analysis of two different solar hot water systems with FPC and ETC in cold winter Iran. Their results showed that 

the ETC system is 41% better than the FPC systems and applying ETC in cold climates is recommended. (see 

Osorio el al. 2017) used TIMs in the FPCs, PTCs, and CR, then the results presented that TIM could dramatically 

increase the thermal efficiency at high absorber temperature. For the FPCs, when the extinction coefficient of TIM 

µ = 8m−1 and the absorber temperature Tabs > 103◦C, the FPCs with TIM have higher efficiency than the 

conventional ones. High performance honeycomb flat plate solar collector (FPC) using honeycomb plastic 

Transparent Insulation Materials (TIM) has been established as a commercial market solution (an example of that 

is TIGI’s collector, Klier et al. 2014)) that achieve a good tradeoff between high efficiency in the high temperature 

range ((Tm-Ta)/G>0.08) with a reasonable cost compared to evacuated tube collectors. Beikircher el al. 2014 

presented that optimized mounting insulation with 30mm film should yield the same results as mineral wool with 

50 mm insulation thickness. Besides, the film does not store moisture, and could avoid fogging and corrosion. 

Zhou et al. 2019 also studied FPCs with TIM using numerical methods, and the results show that if the 

transmittance of TIM is below 80%, the collector with TIM shows no advantages. Bellos and Tzivanidis 2018 

introduced nanofluid with solar-driven absorption chiller with nanofluid to enhance the thermal performance. 

Ranjith and Karim 2016 used alternate working fluid for the solar thermal system, including propylene glycol(PG). 

Ammar el al. 2022 used transparent insulation material parallel slats (TIM-PS) to prevent air convection in 

a flat plate solar air collector for industrial agriculture drying. In order to reduce the thermal loss in the 

collector, TIM is widely used and in works of (see Ammar el al. 2022, Kizildag et al. 2022, Kessentini et al. 

2014), simulations and experiments of FPC with TIM were carried out. In order to protect TIM from the high 

temperature of the absorber, in Kizildag et al. 2022, an overheating protecting ventilation channel based on shape 

memory alloy is used in the FPC, which can ventilate the FPC and preventing the TIM from igniting. (Wu et 

al. 2021) introduced aerogel to the PV/T 
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collector and found that the heat loss of the PV/T at 70◦C could be reduced up to 75% and the thermal efficiency 

increased by 46%. The coefficient generally has a linear relationship with solar radiation and ambient temperature. 

To acquire better thermal insulation, aerogel is introduced in the solar collector due to its high transmittance and 

low thermal conductivity, which also has an ultra-low density. In this part, several versions of FPC are 

demonstrated including the manufacturing details. The experimental data is compared with each version 

and simulation results. 

The current study intends to validate a new proposal of collector with a compound TIM cover of plastic 

honeycomb and a silica aerogel layer contained using insulation containers which are implemented using 

polyurethane. The FPC has been tested in the summer days. The design aims to reduce the thermal loss in the 

relatively high-temperature Tabs>90◦C. Additionally, it is compared with state-of-the-art honeycomb and silica 

layer collectors from Kizildag et al. 2022. 

 
2. Collector concept 

The previous collectors developed that have been taken as a reference to evaluate the new proposal efficiency 

are schematically represented in Figure 1. In contrast, the collector proposed in the current study is presented in 

Figure 2. 

(a) Previous high performance FPC (Kizildag et al. 2022)                  (b)High performance FPC in this work with TIM and aerogel  

Fig. 1: Honeycomb collector (Left), Honeycomb and silica aerogel collector (right) 

Important details to assess properly the efficiency of the collectors depicted in Figure 1. Are the following: 

 Both collectors have the same thickness of honeycomb (75mm) 

 The glass layer of the honeycomb collector has a transmittance of 0,96 and the honeycomb and silica 

collector a transmittance of 0,92 for both glasses 

 The silica layer of the honeycomb and silica FPC is 20mm thick 

 Both collectors are equally insulated 

 Both collectors have the same absorber design 

Regarding the new collector, the main differences are that the silica will be distributed using polyurethane 

containers and vertically stacked between the honeycomb layer and the absorber. Moreover, the glass layers for 

this collector will be a 0.96 transmittance glass. The remaining properties will be kept the same to simplify the 

comparison between solar collectors. 
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Fig. 2: Honeycomb with silica aerogel containers solar thermal collector 

 

The test bench used to obtain the steady-state efficiency of the solar collectors compared in the current study is 

presented in Figure 3. The results have been recorded in accordance with ISO 9806-1:1994. 

The flat plate solar collector with TIM in this work is addressed as a further development of the collector proposed 

at Kizildag et al. 2022, and the main difference is the insulation with aerogel. The ventilation channel is set behind 

the absorber since there will be barely an air gap inside the collector. The TIM used is cellulose triacetate, which 

has a melting point of 120-160◦C. And yellowing and embrittlement can already be observed at temperatures 

above 100 ◦C (see Kizildag et al. 2017). The aerogel used here has a thermal conductivity of 0.01 W·m−1K −1, a 

density of 0.1 g/cm3. After the absorber is fixed above the insulation, the aerogel will be tiled above the absorber 

with a thickness of 2 cm. Since the aerogel is in the shape of particles and the collector is inclined, an auxiliary 

structure should be placed to fix the aerogel layer. Seven polyurethane barriers are attached above the absorber 

with the same thickness as the aerogel, and another tampered glass (same as the cover) is placed on top of the 

aerogel and barriers, as shown in Fig 4a. And the TIM material is glued to the cover, then the cover will be fixed 

with the support structure. The cover should not be directly placed above the first layer of glass since the absorber 

may form curvature and affect the horizontal level, a small air gap (<1cm) between the first layer of glass and 

TIM should always be considered. Finally, the collector should be well insulated. Finally, the collector should be 

well insulated, as shown in Fig 4(b). The picture was taken several days after the installation of the solar collector, 

from which it shows clearly the aerogel above the absorber is fixed well. 

 

 
Fig. 3: Test bench used for the characterization of the solar thermal collectors 
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(a) (b) 

 

Fig. 4: Solar collector with TIM and Silica aerogel, (a) shows the silica above the absorber with a thickness of 2cm (b) represents 

the collector with TIM after insulation and installation. 

 

3. Experimental Results 

The experimental results of the previous solar thermal collectors depicted in Figure 1 and the new proposal shown 

in Figure 2 can be seen in Figure 5. The honeycomb with silica layer without containers (previous version) has 

worst performance in the comparison since the reduction of the optical efficiency is not compensated with the 

reduction of the first and second order coefficients. In other words, the reduction in the transmittance produced 

by the glasses of 0.92 transmittance and the silica layer cannot be compensated with the reduction of the heat 

losses produced by the silica aerogel. Moreover, the silica aerogel presented important problems related to 

compactness that will be discussed later in section 4. 

The proposed collector, represented in Figure 4, overcome the honeycomb collector when (Tm - Ta)/G > 0.08 area. 

This important finding demonstrates the applicability of the silica aerogel to obtain high efficiency collectors and 

that the technical difficulties could be overcome using containers to maintain silica compactness and shape. 
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Fig. 5: Efficiency of the honeycomb FPC and the honeycomb with silica FPC collectors based on aperture area 

 

The curve is flattened quite importantly due to the silica effect on the heat losses. Additionally, the improved 

compactness of the silica played a vital role in the results as will be discussed in the following section. 

 

 
 

4. Discussion 

The first version of silica aerogel with honeycomb FPC presented silica compactness related issues consequence 

of manufacturing the FPC without considering the movement of the silica aerogel granulates inside the collector. 

The implementation of containers to strategically locate silica for the second version is justified with Figure 4, 

since the flatness of the curve is improved. Previous design without containers struggled in containing properly 

the silica on the top side of the collector. Thus, the heat losses in the hottest part of the FPC were high. During the 

manufacturing of the new version of the collector the air-silica compactness ratio was taken importantly in 

consideration. The higher the stability of the silica inside the collector and the less air contained inside, the better 

the efficiency to be achieved. 

It can be observed that although the silica-honeycomb collectors’ optical efficiency is low when compared to the 

pure plastic honeycomb TIM collector, its efficiency becomes greater in the Δ𝑇/𝐺 > 0.08 region. 

When the performance of the two versions of combined silica aerogel/plastic honeycomb TIM high performance 

FPC are compared. It cannot be neglected the relevant effect of using high transmittance glass in the present 

collector (0.96) compared to the one in the previous version (0.92). 

An important aspect to be improved for the next versions of the new collector, is the optimization of the useful 

area, as the polyurethane bars that contain the silica aerogel occupy part of the collector area (now about 15%). 

 

 
 

5. Conclusions 

In this work, the performance of a new concept of high performance Flat Plate Collector (FPC) based on 

Transparent Insulation Materials (TIM) combining silica aerogel contained in insulation containers with plastic 

honeycomb is evaluated. The current study demonstrates that including silica aerogel without considering its 

compactness is not a success approach. Thus, properly compacting the silica can improve efficiency of a 

previously developed plastic honeycomb TIM for high temperature applications (at Δ𝑇/𝐺 > 0.08). Another 

important lesson learned is that a high transmittance glass cannot be avoided since the silica aerogel decreases 

optical performance, which is not enough compensated flattening the efficiency curve at high temperatures to have 

a competitive FPC. 
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Appendix: Units and Symbols 

Table 1: Symbols for properties Table 2: Suffixes for properties 

  Preferred name  Symbol  Unit  
Temperature T K 

Thermal conductivity K W m-1 K-1 

Thickness E m 
Efficiency η  

Solar irradiance on FPC G W m-2 

 

  Suffixes  Symbol  

Flat plate collector FPC 

Stationary compound parabolic 
collectors 

CPC 

Fresnel lens collectors FLC 

Small parabolic trough 
collectors 

PTC 

Cylindrical trough collectors CTC 

Sil Silica 
Aerogel 

Honeycomb TIM 

Absorber abs 

Ambient a 

Absorber fluid inlet i 

  Outlet  o  
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Abstract 

 
In this work, the simulation of a Concentrated PhotoVoltaic Thermal (CPVT) solar collector system has been done 
by means of Finite Volume Method. The system consists of a parabolic collector, which concentrates solar 
irradiance onto solar cells, which are refrigerated attaching them to a pipe which contains water. At the same time, 
water is warmed up. Numerical results were validated with experimental data obtained within the current eranet 
project for the Economic Cogeneration by Efficiently Concentrated SUNlight (ECOSUN). The idea of this project 
is to study how to take advantage of the residual heat produced by photovoltaic elements. The CPVT model is 
oriented to optimize the design for solar cooling applications. Finally, a 1D model is introduced to reduce the 
computational cost of the simulation for obtaining key parameters.  

Keywords: parabolic collector, solar energy, solar power, solar cell, FVM, CPVT. 

 

1. Introduction 
 

Thermal engineering and other fields of physics are combined in order to study solar cell technology. Experiments 
are very useful tool to understand the behaviour of any system, but on the other hand, they can be very expensive 
and difficult to perform. In solar cell systems, thermal and solid components are often combined with fluids in 
order to refrigerate them. Physics of these systems are well understood: they combine Navier-Stokes equations 
with energy conservation equation (and sometimes radiation equations). Despite of the fact that we know the 
equations, they do not have an analytical solution for the general case. One powerful tool that allows us to obtain 
numerical results of a solar cell system and help us in the optimizing process is Computational Fluid Dynamics 
(CFD) (Guadamund, et al.). Discretising properly the equations and using computational resources, we can 
simulate these systems and obtain information of them. Once we have our model implemented, it is important to 
use experimental data to assess that our model is correct, and then we can use it to simulate the system under 
different conditions, such as different inlet conditions, different geometrical configurations or different materials, 
avoiding the necessity of repeating the experiments, which is in general expensive. 

 

ECOSun project has as main aim the cost reduction of electricity and heat co-generation via a Concentrated 
Photovoltaic/Thermal (CPV-T) system by applying low-cost materials and advanced industrial manufacturing 
methods. In the CPV-T system, the solar radiation is captured in parabolic through concentrator based on a novel 
support structure fabricated by injection moulding and focused on a Co-Generation Absorber Module (CAM), 
where special c-SiPV-cells are operated under concentration. The purpose of this project is focused on 
concentrated photovoltaic thermal collector (CPVT), which concentrates solar irradiance onto a row of 
photovoltaic solar cells (Sharaf and Orhan). At the same time, these solar cells must be refrigerated in order to 
work optimally. This could be done, for instance, attaching these solar cells to a pipe which contains some fluid 
(water in our case). One of the subtasks of the project has been to simulate properly the whole CPVT system, 
comparing our results against the results obtained experimentally. Different configurations of inflow water will be 
taken into account, using a closed system with a glass envelope and low-pressure air. The whole CPVT system can 
be attached to absorption machines in order to take advantage of the residual heat (Castro et al., 2021). 

International Solar Energy Society EuroSun2022 Proceedings
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2. CPVT solar cell system 
 

 

 
 

Fig. 1: CPVT solar collector experimental configuration (Felsberger, et. al. 2020) 
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Figure 1 show the experimental configuration of the experiment carried out by Felsberger, et. al. 2020, and Figure 
2 and Figure 3 show the structure of the CPVT solar cell system we want to simulate. From a numerical point of 
view, it consists of three parts: solid regions, fluid domains and coupling interfaces.  

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2: Side scheme of the CPVT solar collector experimental configuration (collector not included) (Felsberger, et. al. 2020) 

 

 

 

 

 

 
Fig. 3: CPVT cross section configuration (left); CPVT configuration front of parabolic collector (collector not included) 

 

Figure 2 also shows the important parts of the system: i) an absorber pipe; ii) a printed circuit board (PCB) which 
have the solar cells attached; and iii) a piece which connects the PCB with the pipe iv) and an envelope glass to 
isolate the system. Finally, a parabolic solar collector is used to concentrate solar power onto the solar cells, as 
shown in Figure 1. 

3. 3D Numerical model and validation 
 

The equations we need to solve for each region are: 

• Solid elements: energy equation conservation, (note that for this case, the velocities are equal to 0). 

 

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+  𝒖𝒖 · ∇T =  𝑘𝑘
𝜌𝜌𝑐𝑐𝑝𝑝

 ∇2𝑻𝑻 + 𝑱𝑱
𝜌𝜌𝑐𝑐𝑝𝑝

 ,   (eq. 1) 

 

where T is the temperature, u is the velocity (u=0 for solid elements), k is the thermal conductivity, ρ is the density, 
𝑐𝑐𝑝𝑝 is the heat capacity and J is the source term.  

 

Aluminium tubes 
Solar panels 

Radiation 
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• Fluid elements: (Eq.1) + Incompressible Navier-Stokes equations with buoyancy term (Boussinesq 
approximation): 

 

∇ · 𝒖𝒖 =  0,         (eq. 2) 

𝜕𝜕𝒖𝒖
𝜕𝜕𝜕𝜕

+  (𝒖𝒖 · ∇)𝐮𝐮 =  − 1
𝜌𝜌
∇(𝑝𝑝 − 𝜌𝜌𝒈𝒈 · 𝒛𝒛)  + 𝜈𝜈∇2𝒖𝒖 −  𝒈𝒈𝛽𝛽(𝑇𝑇 − 𝑇𝑇0),  (eq. 3) 

 

where u is the velocity, p is the pressure, ρ is the density, ν is the kinematic viscosity, g is the gravity constant, 𝛽𝛽 is 
the thermal expansion coefficient, and T is the temperature. Buoyancy term is needed to take into account natural 
convection with the exterior air. Forced convection appears between the flow inside the pipe and the pipe, so this 
term is not really relevant there. 

 

• Coupling interfaces (solid-solid and fluid-solid):  

 Heat flux exiting one domain enters the other: Q1 = -Q2. 

 Same temperature at the interface: T1 = T2. 

 

Convective and radiative terms are taken into account in order to compute the heat flux. The radiation model used 
is the Finite Volume Discrete Ordinates Method, which solves the RTE (Radiative Transfer Equation): 

 

𝒔𝒔� · ∇𝐼𝐼(𝒓𝒓, 𝒔𝒔�) =  𝜅𝜅𝐼𝐼𝑏𝑏 +  (𝜅𝜅 + 𝜎𝜎𝑠𝑠)𝐼𝐼,   (eq. 4) 

 

applying a finite volume method (Colomer, 2006; Wang, 2020). In the previous equation, the intensity radiation 
field I is solved, which is defined as the energy due to radiation, propagating along a given direction 𝒔𝒔�, that crosses 
a unit area normal to 𝒔𝒔�, per unit area, unit solid angle around 𝒔𝒔�, unit wavelength and time. The absorption 
coefficient 𝜅𝜅  and the scattering coefficient 𝜎𝜎𝑠𝑠 model the medium behavior. 

 

Finally, the radiation coming from the parabolic collector is assumed as a radiative boundary condition computed 
as (Zarza, 2015): 

 

𝑞𝑞 =  𝑊𝑊𝑝𝑝𝑝𝑝𝑝𝑝

𝑊𝑊𝑝𝑝𝑝𝑝
𝐺𝐺𝑏𝑏𝜂𝜂𝑜𝑜𝑝𝑝𝜕𝜕,  (eq. 5) 

 

where 𝑊𝑊𝑝𝑝𝑝𝑝𝑝𝑝 is the aperture width of the parabola, 𝑊𝑊𝑝𝑝𝑝𝑝 is the height of the solar cells, Gb is the direct solar 
irradiance and 𝜂𝜂𝑜𝑜𝑝𝑝𝜕𝜕 is the optical efficiency of the parabola.  

 

Many codes such as Ansys Fluent or OpenFOAM are able to deal with cases which need to solve the previous 
equations. OpenFOAM was the code chosen in our case. In particular, we selected the “chtMultiRegionFoam” 
solver, which can solve transient cases with conjugate heat transfer between solids and fluids. Furthermore, 
radiation is solved by means of fvDOM method, which is the more precise model that OpenFOAM has integrated. 

 

This model was validated using experimental data coming from EcoSUN experimental test cases under lab tests 
conditions (Felsberger, et. al. 2020; Buchroithner, et al.). Besides, other experiments have been done within this 
configuration in order to obtain experimental data (Felsberger, et. al. 2021). Our model was capable of reproduce 
properly the results of these experiments. The main objective of the model was to obtain the temperature reached 
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by the system in the steady state. Figure 4 shows the validation of the model under lab conditions. The validation 
of the model is deeply examined in Santos, et.al (2021). 

 

 

Fig. 4: Temperature obtained at temperature sensors.  Water input temperature is 20.0ºC. Slashed lines represent the steady state 
temperature found in the experiment. 

 

Figures 5, 6 and 7 show an example of the temperature reached by the back part of the PCB in the steady state. All 
the results have a reliable agreement with the experimental ones (Santos, et. al. 2021).  

 

 

 

Fig. 5: HTF 17ºC case. (Top) Steady state temperature profile behind the PCB. (Bottom) Temperature of the sensors over time. 

 

 
 

Fig. 6: HTF 65ºC case. (Top) Steady state temperature profile behind the PCB. (Bottom) Temperature of the sensors over time. 

 

Flow direction 

Flow direction 
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Fig. 7: HTF 90ºC case. (Top) Steady state temperature profile behind the PCB. (Bottom) Temperature of the sensors over time. 

 

The short orange region found at the HTF entrance is caused by the heat transfer from the pipe to the PCB, and it 
was also observed in the experiments. Radiation also warms up the solid pipe, and part of this heat is transferred to 
the PCB.  

4. 1D Numerical model and comparison of models 
 

A transient 1D integration of the continuity, momentum and energy equations was done by means of finite volume 
method. Once we have the 1D discretization of the equations in the axial direction, they are solved by means of a 
step-by-step method. Some parameters such as friction factor and heat transfer coefficient are estimated using 
empirical correlations. In our case, the model was used to solve only the pipe, taking into account the width of the 
pipe and the flow. For more details of this discretization, see Morales, et. al. (2009). 

 

Such model, due to the nature of a 1D simulation, has the advantage of needing much less computational power in 
comparison with a 3D simulation. On the other hand, it is only capable of providing information about some key 
parameters such as pressure drop, local heat transfer coefficient or outlet temperature of the HTF. For instance, it is 
not capable of providing information about the map temperature of the pipe or the PCB.  

 

Another limitation of this model, which is very important in our analysis, is that it is assuming that heat flux is 
known as a boundary condition and it is assumed to be entering through all the pipe homogeneously. Clearly, this 
is not happening in our case, where the radiation enters only from the cells side and it is not arriving 
homogeneously to the pipe. However, as we will see now, this approximation is capable of reproducing some key 
aspects of the real experiments. 

 

Tab. 1: Pressure drop, average heat transfer coefficient and outlet temperature obtained for the different test cases using both models. 

 Pressure 
drop 3D 
model 
[Pa] 

Pressure 
drop 1D 
model 
[Pa] 

Heat 
transfer 
coed 3D 
model 

[W/m2K] 

Heat 
transfer 
coed 1D 
model 

[W/m2K] 

Experimental 
outlet 

temperature 
[ºC] 

Outlet 
temperature 

3D model 
[ºC] 

Outlet 
temperature 

1D model 
[ºC] 

HTF 
17ºC 

9 8 703 674 17.48 17.46 17.57 

HTF 
65ºC 

10 7 1259 1221 65.00 65.02 65.02 

HTF 
90ºC 

25 17 2252 2221 88.68 88.67 88.69 

 

Flow direction 
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As we can see in Table 1, the 1D model is able to obtain proper values for the pressure drop, the heat transfer 
coefficient and the outlet flow temperature. However, as we can see in Figures 8, 9 and 10, it is not capable of 
reproducing properly the fluid temperature along the pipe. This is due to the assumption that the heat flux is 
entering homogeneously the pipe. As the heat flux entering the system is the same in both models, the outlet 
temperature is very similar, but as it is entering the system homogeneously for the 1D case and in homogeneously 
for the 3D case, the temperature map is going to differ. From this feature, the 1D model adjusts the wall 
temperature to fix the flux, so the wall temperature is not going to be correct either. 

 

 

 

 
Fig. 8: Outlet temperature of the heat transfer fluid for the 17 ºC HTF case obtained using both models. 

 

 

 

 
Fig. 9: Outlet temperature of the heat transfer fluid for the 65 ºC HTF case obtained using both models. 

17

17.2

17.4

17.6

17.8

18

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

Te
m

pe
ra

tu
re

 (º
C)

 

Position (m) 

HTF 17ºC case temperature 

3D model

1D model

64.7
64.75

64.8
64.85

64.9
64.95

65
65.05

65.1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

Te
m

pe
ra

tu
re

 (º
C)

 

Position (m) 

HTF 65ºC case temperature 

3D model

1D model

 
J. Castro et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1134



 

 
Fig. 10: Outlet temperature of the heat transfer fluid for the 90 ºC HTF case obtained using both models. 

 

 

5. Conclusions 
 
A whole and detailed 3D numerical model for CPVT systems has been numerical developed, validated and 
experimentally tested under laboratory and real tests conditions. This model has demonstrated an excellent 
capability of prediction of the thermal behaviour of the system, and it can also be used as a numerical tool to study 
different geometries configurations for specific solar cooling application.  

 

On the other hand, the 1D numerical model is useful for performance comparisons, but it is not bale to stablish 
detailed values of the system. However, it gives good results for outlet temperature, pressure drop and heat transfer 
coefficients. 
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Abstract 

In this work, a numerical study based on pore-scale CFD analysis has been carried out on a solar air heater 

equipped with intermittent packed beds. Hydraulic and thermal characteristics of the air were determined by 

testing a range of mass flow rates and various collector configurations, including one (SAH-M1), two (SAH-M2), 

and three (SAH-M3) packed beds. After the validation of the numerical simulations with general correlations, 

results showed that as the number of packed zones increases, the total pressure drop grows. As a result, the 

maximum pressure drop was obtained as 115 kPa for the collector with three packed zones, operating at Re ~ 1.3 

× 105. Detailed thermal analysis proved that the intermittent integration of packed beds has the potential to also 

increase the heat transfer exchange between each packed zone, improving the convection by 25% in the second 

zone to the first zone and 35% in the third zone to the second zone at Re ~ 1.3 × 105. This enhancement effect can 

be attributed to the increase in the turbulence conditions of the fluid regime from one bed to the other. Evaluating 

the effects of design parameters showed that the bed spacing could not change the thermo-hydraulic characteristics 

significantly, while particles’ randomness may only affect the pressure drop by 13%.      

Keywords: Solar air heater, Packed bed, heat transfer coefficient, porous, PCM 

1. Introduction 

Solar Flat Plate Collectors (FPC) are the most mature technology cases among all the other solar collectors, which 

have wide dissemination in both industrial and domestic applications. In general, the sample design of such 

collectors has a limited efficiency, which can be extended only if any other enhancement method is employed. To 

this achieve aim, in addition to optical augmentation, scientists have proposed various techniques to improve the 

nominal thermal efficiency of FPC which can be classified as passive or active solutions (Gorjian et al., 2020).  

Solar Air Heaters (SAH) is one of the low-temperature solar collectors, which has wide deployment in agricultural 

and residential applications. According to the reports in the literature, the integration of pack beds, usually in the 

form of heat storage units could increase the nominal thermal efficiency further by storing the excessive heat with 

sensible or latent heat energy storage systems (Kumar and Kim, 2017). In general, packed bed SAHs can be 

formed using a metal screen, porous matrix, or packed particles to improve the heat transfer from the absorber to 

fluid flow. There are numerous studies that address the application of packed beds with SAH, investigating the 

shape, orientation, and size of the particles used in the medium. However, most of the reported works are usually 

experimental (Singh et al., 2013) or have a macro-scale numerical approach (Choudhury et al., 1995) due to the 

complexity of the simulation of packed-bed geometry. The employment of wire mesh packed beds with solar air 

collectors showed an 80% higher efficiency for a double pass flow. A finite difference solution algorithm was 

proposed using C++ language for a two-dimensional fully-developed fluid flow to predict the heat transfer 

coefficient for packed bed systems (Chouksey and Sharma, 2016). In an experimental study, researchers (Prasad 

et al., 2009) determined the heat transfer and friction characteristics of a packed bed solar air heater using wire 

mesh as packing material. It was found that the friction factor is a function of the system (geometrical) and 

operating parameters while the mass flow rate and the porosity of the bed are two important factors affecting the 

thermal efficiency. An analytical model was developed by scientists (Dhiman et al., 2011) to study a parallel flow 

solar air heater with packed material through an iterative solution procedure solving the governing energy balance 

equations. Results indicated that the air mass flow rate has the highest effect on the thermal efficiency of the heater 

where the maximum thermal efficiency increase was 20% due to the presence of the packed material. The 

integration of limestone and gravel as the packed-bed material with solar air heaters was also investigated both 

International Solar Energy Society EuroSun2022 Proceedings

 

© 2022. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientiic Committee
doi:10.18086/eurosun.2022.12.05 Available at http://proceedings.ises.org1138



numerically and experimentally (Ramadan et al., 2007). Using an analytical solution of the energy-balance 

equations for the various elements of the system, researchers studied the effect of different operational and 

configurational parameters such as mass flow rate, and packed porosity on the heater performance and reported 

that the best performance could be achieved by materials with higher masses and lower porosities. In another 

attempt (Raj et al., 2019), phase change materials (PCM) were added to a solar air heater used for drying 

applications to extend the operating hour of the system after sunset. Therefore, several discrete metallic 

rectangular and cylindrical macro-encapsulate PCM units were placed inside the channel. Conducting a series of 

experimental tests, it was revealed that the average encapsulate efficiency can be obtained as 47.2% and 67% 

respectively for rectangular and cylindrical macro-encapsulates. 

To open a new door in this field of research, this study aims to present a micro-scale (pore-scale) numerical 

analysis of a rectangular SAH duct equipped with packed bed inserts made by cylindrical particles with 3D CFD 

simulation using the commercial software of STAR CCM+. To reach this aim, the Discrete Element Method 

(DEM) was used to develop the geometry of the packed bed consisting of mm-size cylindrical particles. The 

credibility of this methodology for the development of porous structures with random packings has been well 

demonstrated in the literature (Allio et al., 2020; Savoldi et al., 2020).  The beneficial effects in the augmentation 

of the heat transfer are specifically addressed in the analysis, with an eye on the increase of pressure drop driven 

by the presence of the packed bed inserts.   

2. Solar collector  

A typical SAH with dimensions of 726 mm × 80 mm × 30 mm was modeled, considering the solar absorber 

located over a rectangular duct, including running air. Since this study aims to model the inserts in the air channel 

and has no obligation to solve the energy equation on the collector’s cover, the solution domain does not concern 

the heat transfers from the glass cover and the isolating materials. Therefore, the main emphasis of the current 

work is to study the behavior of the turbulent regime formed when the air passes through the packed medium. As 

known that the integration of packed beds will bring some pumping penalty due to the pressure drop within the 

medium, the proposed packed bed was designed as intermittent in three different zones as depicted in Figure 1 to 

reduce the expected pressure drop. The bed elements were cylinders with 10 mm diameter and 10 mm height to 

present the Phase Change Material (PCM) containers when heat storage materials are employed.  

Each packed zone was simulated by a length of 42 mm consisting of 60 random cylinders as shown in Fig.1. The 

formation of the packed bed was achieved using DEM simulation, following the procedure introduced in the 

literature (Allio et al., 2020). This process was conducted in three stages, in which firstly, a container as the bulk 

volume of the matrix was devised and particles with the given dimensions were injected along the gravity to fill 

the container. The transient DEM simulation was continued until the number of particles reached the desired value 

of the target porosity, which for the case at hand, is 52 %. In the next step, particles were replaced with solid 

cylinders to form the packed matrix. Thus, the solid domain was built by combining the particles’ geometries and 

their contact points with the channel structure, where the heat flux functions were applied to this domain as a 

boundary condition at the outer wall. Simulations were performed first for a smooth SAH and then the packed 

bed SAH with three configurations, investigating the hydraulic and thermal behaviors of the air inside the 

collector. The model SAH-M1 was developed with a solar heater equipped with a 42-mm-long packed bed, located 

as shown in Figure 1. The model SAH-M2 accounted for 2 packed beds with a 200 mm interval, and the model 

SAH-M3 was created with 3 packed beds, each 200 mm apart from the others. Thus, simulations were aimed to 

compare the effects of mass flow rate �̇� (0.01, 0.05, 0.08 kg/s) on each of the proposed designs and understand 

how fluid behaves as it passes through each model. As far as the heat transfer coefficient is concerned, thermal 

modeling was added to the simulations investigating the convective heat transfer coefficients for a constant wall 

temperature of particles. 

In this regard, the average heat transfer coefficient (h) between the fluid and solid rings was determined through 

the microscopic study and applying a constant wall temperature boundary condition to the cylinders. The intention 

of this investigation was to assess the air convective heat coefficient over the particles (PCM containers) 

representing a constant melting temperature. Therefore, a constant wall temperature of 600K was applied to the 

wall of the particles. The definition of the overall heat transfer coefficient is given in Eq.1.  

𝒉 =
�̇�𝑪𝒑(𝑻𝒐−𝑻𝒊)

𝑺𝑺 (𝑻𝒔−𝑻𝒎)
                                                                                                                                                   (eq.1) 
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where Tmo and Tmi are the mean outlet and inlet bulk temperatures of fluid Computed at the inlet/outlet of the PB 

zones, while ΔTlm indicates the log mean temperature difference, 𝒄𝒑 is the air specific heat, evaluated at the 

temperature Tm, and 𝑺𝑺 is the total particle surface.  

 

Fig. 1: Schematic of the different solar collectors equipped packed beds consisting of cylinders.   

As the temperature is not uniform across the inlet and outlet cross-sectional areas, the mean inlet and out 

temperatures are determined using Eq.2.   

𝑻𝒎 =
∫ 𝝆𝒗𝑪𝒑𝑻𝒅𝑨𝒄𝑨

�̇�𝑪𝒑
                                                                                                                                               (eq.2) 

where 𝝆 is the fluid density and v represents the fluid velocity, while the log mean temperature difference can be 

expressed as Eq. 3.  

∆𝑻𝒍𝒎 ≡
(𝑻𝒔−𝑻𝒎𝒐)−(𝑻𝒔−𝑻𝒎𝒊)

𝒍𝒏((𝑻𝒔−𝑻𝒎𝒐) (𝑻𝒔−𝑻𝒎𝒊)⁄ )
                                                                                                                             (eq.3) 

3. Model setup  

A 3D conjugate heat transfer model was selected for a steady-state condition. In order to simulate a turbulent flow 

inside the receiver, a two-equations Reynolds-Averaged Navier-Stokes (RANS) model, namely the two-layer 

realizable 𝑘 − 𝜀 model, was used, with a two-layer wall treatment at the wall. It is worth mentioning that 𝑘 − 𝜀 

turbulence model is widely used in the modelling of solar tubular absorbers enhanced with inserts (Bellos et al., 

2017; Bellos and Tzivanidis, 2018; Kumar and Reddy, 2020; Mwesigye et al., 2014; Yılmaz et al., 2020). The 

two-layer version of the 𝑘 − 𝜀 model adds flexibility to the wall treatment switching automatically between low-

y+ and high-y+ treatments. As indicated by literature (Dixon et al., 2012), the superiority of the realizable 𝑘 − 𝜀 

over the standard 𝑘 − 𝜀 model refers to the addition of an improved equation for the turbulent energy dissipation 

rate ε, with a variable viscosity coefficient Cµ instead of a constant value. Thus, as long as rotation boundary 

layers under strong adverse pressure gradients, separation, and recirculation with strong curvature are considered, 

similar to those found in packed tube simulation (Dong et al., 2017; Moghaddam et al., 2021), this model could 

result in a reasonable performance. According to the realizable 𝑘 − 𝜀 model, the transport equations for the 

turbulent kinetic energy 𝑘 and for its dissipation rate 𝜀 are expressed as follows. 
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𝜕

𝜕𝑡
(𝜌𝜅) +

𝜕

𝜕𝑥𝑗
(𝜌𝜅𝑢𝑗) =

𝜕

𝜕𝑥𝑗
[(𝜇 +

𝜇𝑡

𝜎𝜅
)

𝜕𝜅

𝜕𝑥𝑗
] + 𝐺𝜅 + 𝐺𝑏 − 𝜌𝜀 − 𝑌𝑀 + 𝑆𝜅                                                           (eq.4) 

𝜕

𝜕𝑡
(𝜌𝜀) +

𝜕

𝜕𝑥𝑗
(𝜌𝜀𝑢𝑗) =

𝜕

𝜕𝑥𝑗
[(𝜇 +

𝜇𝑡

𝜎𝜀
)

𝜕𝜀

𝜕𝑥𝑗
] + 𝜌𝐶1𝑆𝜀 − 𝜌𝐶2

𝜀2

𝑘+√𝜐𝜀
 + 𝐶1𝜀

𝜀

𝑘
𝐶3𝜀𝐺𝑏 + 𝑆𝜀                                            (eq.5) 

 

where 𝐺𝜅  and 𝐺𝑏 refer to the kinetic energy based on mean velocity gradients and buoyancy, respectively, 𝑌𝑀 

represents the fluctuating dilatation in compressible turbulence to the overall dissipation rate, 𝜎𝜅 and 𝜎𝜀 are the 

turbulent Prandtl numbers for the turbulent kinetic energy and its dissipation and 𝑆𝜅 and 𝑆𝜀 are source terms.  Also, 

the eddy viscosity 𝜇𝑡  can be determined by Eq. 6.  

 

𝜇𝑡 = 𝜌𝐶𝜇
𝜅2

𝜀
                                                                                                                                                       (eq.6) 

 

In the realizable 𝑘 − 𝜀 model, first introduced by Shih et al. (Shih et al., 1995), 𝐶𝜇 is a function of mean strain and 

rotation rates, the angular velocity of the system rotation, and the turbulence fields (𝑘  and 𝜀) (Soe and Khaing, 

2017).   

The thermal analysis in this work was performed using a segregated flow temperature model and the boundary 

condition of a constant inlet temperature of the fluid. Since this study considers various absorber designs, a range 

of different boundary conditions corresponding to the flow configuration was applied in the CFD simulation as 

follows: 

 In the case of SAH-M designs, two inlet faces were defined as mass flow inlet conditions while a pressure 

outlet was applied to the outlet face. In the thermal simulations, the interface between the solid and fluid 

domain in the packed zone was treated with a constant wall temperature to achieve the HTC in the packed 

zone. The collector walls were set as the adiabatic boundary conditions, while the united walls of the 

particles were treated with the constant wall temperature boundary conditions.  

 For the validation study, a reference pressure of 1 bar was set for the simulations, while in the rest of the 

simulations a reference pressure of 10 bar was used to ensure the one-direction flow over the packed 

particles.   

 To exclude the inlet effects of the running air the inlet section was elongated to a distance, which led the 

fluid regime to reach the necessary hydraulic characteristics related to fully developed conditions. 

A polyhedral-based meshing with prismatic layers for fluid regions was employed to solve the equations. Grids 

were developed using a hybrid approach employing both structured and unstructured mesh. As shown in Figure 

2, several custom controls were adopted to the boundary layer areas to refine the meshing with specific care, 

especially for the packed-bed zones where the particles are located. While in the areas, where the velocity and 

temperature gradients are smoother, cells become coarser and uniform along the length of the channel.    

4. Validation study 

An important step in the analysis of the thermal and hydraulic performance of solar air heaters is to obtain the 

friction factor in adiabatic conditions, which is defined through the Darcy relation (Eq. 7) for every flow. In the 

case of smooth SAH, a correlation is given in Eq. 8 (Azad et al., 2021).  

𝑓 =
2

𝐿/𝐷ℎ

∆𝑃

𝜌�̅�2                                                                                                                                                                       (eq.7) 

𝑓𝑆 =  0.085 × 𝑅𝑒−0.25                                                                                                                                       (eq.8) 

where L is the length of the absorber, Dh is the hydraulic diameter of the rectangular channel, defined as 
2𝑎𝑏

𝑎+𝑏
 in 

which a and b are the height and width of the channel, and 𝑣 is the average inlet velocity of the air, 𝜌 is the average 

density of the air, and ∆𝑃 is the pressure drop obtained through CFD simulation.  
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Fig. 2: Hybrid mesh used to develop the network grid for SAH-M models.      

For the sake of validation in terms of Nusselt number, a smooth SAH with a constant heat load of 1000 W/m2 was 

simulated and results were validated with those obtained by the Dittus-Boelter correlation as follows (Bensaci et 

al., 2020);  

𝑁𝑢 =
ℎ × 𝐷ℎ

𝑘
= 0.023 × 𝑅𝑒0.8 × 𝑃𝑟0.4                                                                                                              (eq.9) 

𝑅𝑒 =
4×�̇�

𝜋𝐷𝑟𝑖𝜇
                                                                                                                                                       (eq.10) 

𝑃𝑟 =  
𝜇𝐶𝑝

𝑘
                                                                                                                                                         (eq.11) 

where k is the thermal conductivity of the air computed at the average temperature Tm, and 𝜇 is the dynamic 

viscosity of the air. Therefore, the boundary conditions in this simulation consist of a mass flow inlet at the inlet 

face, and a pressure outlet at the outlet face, while a uniform heat flux was applied to the top surface of the solid 

plate, and an interface was defined between the fluid and solid regions.  

As mentioned above, the validation process was carried out by comparing both the Nusselt number and friction 

factor for a range of Re numbers to check the viability of the simulation in the smooth model. According to Fig. 

3a, the computation of f shows a very good agreement between the results of CFD and correlation with less than 

15% error. Furthermore, as shown in Fig.3a the comparison between the values of the Nu number predicted from 

the correlation and those obtained with CFD simulation indicates that the discrepancy could not exceed 20%, 

which asserts that the current numerical procedure can capture the physics of the SAH under study.  

 

Fig. 3: Validation results: the comparison of (a) friction factor and (b) Nu number with respect to various Reynolds number. 

Then to check the accuracy of the meshing grid, ensuring that results are independent of the number of cells, 

several cases were studied with a range of cell numbers, and the global results in terms of friction factor and Nu 

number were compared. The refinement of the grid has been achieved by first giving a constant base cell size and 

increasing the base cell size until y+ reached 1. Then, the number of prism layers was frozen, and the base cell 
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size was decreased until convergence was achieved in the results. Following the discussed procedure, the optimum 

meshes were obtained as 0.1, 17.5, 26.4, and 32.7 million cells respectively for smooth, SAH-M1, SAH-M2, and 

SAH-M3 models. It must be added that since y+ values were achieved as ~1 at the wall and knowing that the 

Prandtl number for air is close to 1, good modeling of the fluid-dynamic boundary layer (friction factor) should 

allow good modeling of the thermal boundary layer.  

5. Results and discussion  

In this section, the hydraulic performance of the proposed solar heaters is presented and flow characteristics are 

determined. Fig.4a shows the total pressure drops achieved through the developed models for a range of Re 

numbers. As shown, pressure drop increases with growth in Re number, and also increasing the number of packed 

beds. In more detail, when two packed beds are employed, the pressure drop increases by 100%, and when three 

packed beds are considered the pressure drop increases by 200% compared to the one packed bed employment. 

As a result, the maximum pressure drop is recorded as 115 kPa for SAH-M3 and Re ~ 1.3 × 105, and the minimum 

is 570 Pa in SAH-M1 and Re ~ 8 × 104.  Fig.4b provides the detailed pressure drops computed over each packed 

bed in the model SAH-M3. As expected, in all the mass flow rates, the pressure drop increases from the first (PB1) 

to the second packed bed (PB2) due to the mixing induced by the presence PB1. However, this trend undergoes a 

very slight drop coming from PB2 to PB3.    

 

Fig. 4: (a) Total pressure drop computed for the different packed bed designs as a function of the Reynolds number; (b) pressure 

loss at the different porous inserts in the SAH-M3 configuration, for different values of the Reynolds number.  

Fig.5 shows the air velocity counters over the first packed zones of the model SAH-M3 (Re ~ 1.6 × 104) on a 

cross-section along the flow axis. As shown, air attacks the first packed bed (PB1) in a fully-developed condition 

with no chaos in the flow. Passing through the particles, the flow boundary layers are broken, forming high-

velocity contours in the narrow passages and some stagnation points where the flow passage is blocked. As a 

result, the air leaving the packed zone undergoes a higher turbulent condition. As observed, the particles’ 

orientation is a factor, which affects the velocity contours formation inside the packed zone. Thus, loose packing 

spots can provide enough space for vortex and high-speed flow formations, while stagnation zones can be 

observed whiten the dense packing areas. Results follow the conclusions derived in other works (Ebadi et al., 

2021).          

Fig.6 represents the values of averaged air turbulent kinetic energy (TKE) obtained at the inlet of each packed 

bed. Results show that as the Re number increases, the value TKE grows, in view of the turbulent mixing of the 

flow downstream of the pebble bed, shown in Fig 5. A higher level of turbulent kinetic energy determines a higher 

pressure drop, as shown in Fig. 4b. Note, however, that the actual amount of the computed TKE increase is related 

to the distance among the PB: the smaller the distance, the higher the TKE. The distance among the PB can then 

become an optimization parameter to find a suitable trade-off between the increase of efficiency due to the 

turbulent mixing and the increase of the pressure drop. 
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Fig. 5: Velocity field of the fluid passing through the first packed bed in the model SAH-M3 and Re ~ 16000.    

 

Fig. 6: The computed average turbulent kinetic energy at the inlet of each packed bed in SAH-M3 model.  

Following the analysis of the flow field, an evaluation has been performed to obtain the heat transfer coefficients 

on various SAH designs with respect to a range of Re numbers. Figure 7 renders the air temperature profile 

computed along the flow direction as it passes through the first, second, and third packed zones in the model SAH-

M3 and Re ~ 1.3 × 105. As shown, the random positioning of the particles plays an important role in forming the 

temperature contours, where those located perpendicular to the flow have a higher contribution to the air 

temperature increase, while others aligned with the flow direction lead to lower heat exchange.   

Fig.8a illustrates the various convective heat coefficients obtained on each packed bed, respecting various Re 

numbers. As expected, increasing the turbulence inside the fluid regime improves the amount of heat transferred 

to the fluid where the maximum convective heat coefficients are obtained at Re ~ 1.3 × 105. Moreover, when the 

flowing air passes through the first packed bed, undergoes a sudden increase in its TKE, which improves its ability 

to convey the heat to the next packed bed. Furthermore, when the air reaches the third packed bed, h enhances 

further, hitting its maximum value under three mass flow rates. According to Fig. 8b, a comparison has been made 

to assess the increments in convective heat coefficients computed along each packed bed. As shown, for the low 

and medium mass flow rates, the increase in heat convection between the second and first packed beds is higher 

than that measured among the third and second packed beds. When the air mass flow rates increase to the highest 

value (Re ~ 1.3 × 105), the comparison results become reversed, putting the hPB3/hPB2 ratio higher than hPB2/hPB1. 

Thus, a 25% enhancement is obtained by comparing the values of h for PB2 to those of PB1 at Re ~ 1.3 × 105. 

While this convection improvement continues to rise, reaching the third packed zone with a nearly 35% increase 

compared to PB2. As a result, the intermittent implementation of packed zones has positively affected the heat 

transfer improvement, increasing the turbulence conditions in the fluid regime from one bed to the other.      
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Fig. 7: Temperature map obtained for the fluid passes through each bed in the model SAH-M3 and Re ~ 127000.  

 

Fig. 8: (a) The convective heat transfer coefficients obtained on each packed bed in the model SAH-M3, (b) the change ratio among 

each packed bed. 

In this section, a comparison study has been carried out to assess the effects of particle randomness and bed 

spacing on the hydrothermal performance of the collector with three packed beds (SAH-M3). Therefore, a number 

of simulations were used, where first, the flow direction is reversed compared to the default investigations to take 

into account the randomness parameter. Then two more configurations with different packed bed spacing, 

including 150 and 100 mm length were developed to find the deviations in the values of pressure drop and heat 

convection coefficient compared to 200 mm length. According to Fig. 9, decreasing the packed bed spacing has 

resulted in very small changes in the values of pressure drop, increasing it by less than 2% with Re ~ 8 × 104. 

When the fluid flow direction is reversed, considering a new particle packing structure, pressure drop values have 

changed in all the models showing that particles’ orientation has a significant role in fluid hydraulic behavior. As 

the numerical showed, reversing the fluid flow could have a 13.5% increase in the air pressure drop determined 

in the model with 200 mm bed spacing, while decreasing the bed spacing to 150 mm and 100 mm eases the 

growth, respectively to 13 and 12%. Therefore, particle randomness is the dominant factor, affecting the pressure 

drop while bed spacing showed very small effects on the hydraulic behaviors of air passing through intermittent 

packed beds.      

Figure 10 shows the heat convection coefficient calculated for various SAH-M3 configurations operating at Re ~ 

8 × 104, where D indicates the direct flow and R represents reverse flow, imposed on 100, 150, and 200 mm 

spacing packed bed designs. One of the important points is that in all the tested models, as the air passes through 

the packed beds, h is increasing from the first to the second and third. Evaluating the effects of randomness, which 

means comparing the values in direct and reverse flows, it was revealed that the particles’ orientations do not have 

a very large impact on the heat convection coefficient among all the packed beds, where this deviation revolves 

around ± 1%. Investigations for the packed-bed spacing also suggest that decreasing the length between each two 

consecutive packed beds could not affect the collector thermal performance significantly, where a very slight 

increase of 2 % might be seen when the values of PB3 are compared between the 200 and 100 mm spacing. Thus, 
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it can be concluded that the numerical result of this study has an acceptable accuracy to be used in further analyses 

regardless of the packed-bed spacing and particle randomness.   

 

Fig. 9: Effects of flow direction (particle randomness) and bed spacing on the total pressure drop obtained along the solar collector 

at Re ~ 8 × 104.  

 

Fig. 10: The variation in heat transfer coefficient using various bed spacing and two different packing formations.  

6. Conclusions  

Several simulations were developed, using Star CCM+ software to study the airflow behavior inside a solar 

collector assisted with several intermittent packed beds at the pore scale. Reaching a good accuracy in the 

validation of numerical results with the general correlations, thermo-hydraulic behaviors of the collector were 

investigated, testing the number of packed beds and various air mass flow rates. The obtained results showed that 

the pressure drop could increase up to 1.15 bar when air with a mass flow rate of 0.08 kg/s passes through the 

three packed beds. However, the detailed analysis revealed that as the air passes through the second bed, it losses 

a fraction of its kinetic energy, leaving the third bed with a reduced pressure drop. The thermal results proved that 

the intermittent implementation of packed zones leads the heat transfer improvements at high Re, increasing the 

turbulent conditions in the fluid regime from one bed to the other. Thus, the values of the heat transfer coefficient 

rise by almost a factor of 2 for the packed bed number 1 and 3 at Re ~ 1.3 × 105. This enhancement suggested that 

at the highest airflow rate considered in this study, it is boosted by the thermal mixing that occurred in the porous 

structure of the beds. Finally, the sensitivity study showed that the thermal performance of the proposed solar 

collector has the least dependency on the parameters such as particles’ orientation and bed spacing with only 2%, 

while hydraulic results may alter up to 13.5% if the packing structure differs.   
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Abstract 

The analysis of the two-phase flow in linear concentrators remains a fundamental part of implementing the concept 

known as direct steam generation in concentrated solar thermal plants. The models developed to date require, on 

the one hand, an iterative analysis to estimate the coefficient ℎ, and, on the other hand, high demand for 

computational fluid dynamics calculations. In the present work, with the help of Adiutori’s methodology, a one 

dimensional thermo-hydraulic model of a parabolic trough collector in the direct steam generation is described. 

The difference between the present model, which stands out from the rest, is that for the analysis of convective 

heat transfer, a functional of the temperature is evaluated, instead of dimensionless groups to estimate the h 

coefficient, a similar approach is used for the pressure drop instead of the fluid friction factor. This allows to solve 

directly, and without the need for iterative processes, the model to predict the temperature rise and the pressure 

drop along the receiver, especially in the two-phase flow zone. The results obtained are similar to the experimental 

data published by different researchers, which validates the developed model, and will allow simulations to be 

carried out in a more agile way and reduce calculation errors. This ensures the usefulness of the model for further 

analysis. 

 

Keywords: Thermo-hydraulic model, two-phase flow, heat transfer, boiling, parabolic collector 

 

1. Introduction 

Solar plants for conversion of thermal energy into electrical energy through power cycles (CSP) have been 

oriented to solar fields with parabolic trough collectors (PTC), using mainly thermal oil as heat transfer fluid 

(HTF), so two different circuits are operating with two different fluids, the solar field operating with thermal oil 

and the feed block operating with water/steam (Moya, 2021). 

The next evolution in linear concentrating systems has been to implement HTFs that operate at higher 

temperatures, where an alternative is a process called direct steam generation (DSG), where steam is generated 

directly in the solar field (Giglio et al., 2017; Hakkarainen and Kannari, 2015; Zarza Moya, 2017). Establishing 

the behavior of CSP systems is important for this technology to begin to be introduced into the energy matrix 

because although there are currently approximately 120 plants of this type, the installed capacity is of the order of 

6387 MW (IRENA, 2022a), which corresponds to less than 2% of the installed capacity of renewable energy 

sources (IRENA, 2022b). 

The main issue with DSG modeling is the two-phase flow zone, due to the inherent complexity of the boiling 

process in a stream of water flowing inside a tube (Alobaid, 2018; Hewitt, 1998). To date, there is considerable 

progress in DSG analysis (Giglio et al., 2017; Islam et al., 2018; Sandá et al., 2019), however, they all resort to 

the concept of classical heat transfer, with the calculation of the convective coefficient ℎ, in combination with the 

friction factor 𝑓, to understand the thermo-hydraulic behavior of the installation, even in CFD models (Lobón et 

al., 2014; Pal and K, 2021). 

Adiutori (2017) has proposed a generalized methodology to eliminate the convective heat transfer coefficient ℎ 

and the friction factor 𝑓 to model more simply the behavior of thermo-hydraulic systems, known as "The New 

Engineering". This methodology requires transforming the Nusselt number relationships and the Moody diagram 
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to obtain functional relationships dependent on measurable variables such as pressure and temperature. Thus, it is 

possible to solve a thermohydraulic model without the need of iterative processes, reducing the calculation time 

and the error in the solution. In previous work (González‐Mora and Duran García, 2022), we proposed a 

methodology, summarized in Section 2. However, its validation was pending. In this current work, we aim to 

validate this methodology by comparing it with experimental data reported by other researchers, as described in 

Section 3. This validation will establish the reliability and applicability of our proposed thermo-hydraulic model 

for future analyses. 

2. Thermo-hydraulic model 

The developed model takes as reference those described by other authors (Forristall, 2003; Hachicha et al., 2018; 

Montes Pita, 2008; Sun et al., 2015; Vasquez Padilla, 2011). The general one dimension (1D) modeling approach 

consists of subdividing the receiver into smaller HCE (heat collector element), averaging the physical quantities 

𝜓 over the cross-sectional area 𝐴 perpendicular to the flow direction 𝑥1 by: 

∫ 𝜓
𝑉

d𝑉 = ∫ [∫ 𝜓
𝐴

d𝐴]d𝑥1Δ𝑥1
   (eq. 1) 

 

where Δ𝑥1 is the increment in length. The purpose of the 1D models is to understand the behavior of the systems 

using the balance equations, complemented with the constitutive equations (El Hefni and Bouskela, 2019). The 

difference in the model to be developed lies in the fact that we will opt for a methodology that does not require 

iteration to solve the heat flows and associated temperatures in the thermal model, as proposed by Adiutori (2017). 

2.1. Assumptions 

Temperature, heat fluxes, and thermodynamic properties are assumed to be uniform around the circumference of 

each HCE. The optical properties of all materials involved are considered as constant isotropic quantities and 

independent of temperature, except for the emittance of the receiver. Radiation fluxes in opaque (such as absorber) 

and semitransparent (glass cover) materials are approximated to surface phenomena (Howell et al., 2015; Özışık, 

1973).  

The Eurotrough parabolic collector is 12,27 m long, and the supports are placed at 4,06 m from each other. Here 

it will be assumed that each module has 3 supports, so the effective length of each module will be 12,12 m, 

however, it is initially assumed that the remaining 12 cm corresponds to protective shields and joints that allow 

connecting the modules to form a loop and that in this small section, there are no heat losses, nor considerable 

pressure drops. 

2.2. Model description 

As the HTF absorbs energy, the HCE increases in temperature. Due to the difference between the average fluid 

temperature at each cross-section and the ambient temperature, heat losses will exist. Fig. 1(a) allows for 

identifying the heat flows in the HCE, where the heat losses through the supports are also identified; and Fig. 1(b) 

shows the thermal resistance model specifying the surfaces involved.  

With these schematics, it is possible to establish the balance equations applying the first law of thermodynamics, 

considering flows per unit length, we can define the equations for the thermal resistance model shown in Fig. 1(b).   

�̇�12,𝑐𝑜𝑛𝑣
′ = �̇�23,𝑐𝑜𝑛𝑑

′      (eq. 2) 

 

�̇�3,𝑆𝑜𝑙𝐴𝑏𝑠
′ = �̇�34,𝑐𝑜𝑛𝑣

′ + �̇�34,𝑟𝑎𝑑
′ + �̇�23,𝑐𝑜𝑛𝑑

′ + �̇�38,𝑐𝑜𝑛𝑑
′  (eq. 3) 

 

�̇�45,𝑐𝑜𝑛𝑑
′ = �̇�34,𝑐𝑜𝑛𝑣

′ + �̇�34,𝑟𝑎𝑑
′    (eq. 4) 
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a) Heat fluxes on the HCE b) Thermal resistance model 

Fig. 1: Thermal model 

�̇�45,𝑐𝑜𝑛𝑑
′ + �̇�5,𝑆𝑜𝑙𝐴𝑏𝑠

′ = �̇�56,𝑐𝑜𝑛𝑣
′ + �̇�57,𝑟𝑎𝑑

′   (eq. 5) 

 

�̇�12,𝑐𝑜𝑛𝑣
′ = �̇�(ℎ𝑖𝑛 − ℎ𝑜𝑢𝑡)    (eq. 6) 

 

where each of the heat fluxes can be expressed as: 

�̇�𝑖,𝑆𝑜𝑙𝐴𝑏𝑠
′ = 𝐼𝐴𝑀𝜌𝑃𝑇𝐶(𝛼𝜏)𝑖𝑊𝐺𝑏𝑛   (eq. 7) 

 

�̇�𝑖𝑗,𝑐𝑜𝑛𝑑
′ =

2𝜋𝑘𝑖𝑗(𝑇𝑖−𝑇𝑗)

ln𝐷𝑗/𝐷𝑖
    (eq. 8) 

 

�̇�𝑖𝑗,𝑟𝑎𝑑
′ =

𝜎𝜋𝐷𝑖(𝑇𝑖
4−𝑇𝑗

4)

1

𝜀𝑖
+
(1−𝜀𝑗)𝐷𝑖

𝜀𝑗𝐷𝑗

    (eq. 9) 

 

�̇�𝑖𝑗,𝑐𝑜𝑛𝑣
′ = ℎ𝑖𝑗𝐷𝑗𝜋(𝑇𝑗 − 𝑇𝑖) = 𝑓(𝛥𝑇)   (eq. 10) 

 

where 𝐼𝐴𝑀 is the incidence modifier angle, 𝜌𝑃𝑇𝐶  is the reflectance of the mirrors, (𝛼𝜏)𝑖 is the product of the 

absorptance and transmittance of surface 𝑖, 𝑊 is the trough width, 𝐺𝑏𝑛 is the incident solar radiation in the normal 

direction, 𝑘 is the surface conductivity, 𝑇 is the temperature, 𝐷 is the diameter, 𝜎 is the Stefan-Boltzmann constant, 

𝜀 is the emittance and ℎ is the convective coefficient. The subscripts 𝑖 and 𝑗 allow us to identify each of the 

surfaces, according to Fig. (1b). Note that Eq. (10) initially involves the coefficient ℎ, which will be replaced in 

its entirety by a functional of the temperatures, as explained below. In the present work, it is worth mentioning 

that only Eq. (10) is discussed, as it presents the novelty of the thermal model, while Eqs. (2) to (9) are not ignored 

since they are used to solve the system of equations. 

The annulus formed between the absorber tube and the glass envelope is modeled as free convection between two 

cylinders because the receiver is evacuated. Between the glass cover and the environment the convection can be 

forced or natural. In the first case the Žhukauskas equation is used, while the Churchill and Chu equation is 

adequate for the second case (Bergman et al., 2011). For convection between the absorber tube and the heat 

transfer fluid, there are two cases: the Pethukhov or Gnielisnki equation (Bergman et al., 2011) for single-phase 

fluid, and the Gungor and Winterton correlation for two-phase flow (Gungor and Winterton, 1986). 

2.3. Transformation of heat transfer equations according to Adiutori’s methodology 

Traditionally, when temperatures and heat fluxes are unknown in a heat transfer problem, it is necessary to resort 
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to iterative processes to get to know these unknowns. The problem becomes more complex when the three transfer 

phenomena are coupled since the equations are highly nonlinear. Special attention is given to convection due to 

the nature of the Nusselt relations that allow determining the convective coefficient h, generating great interest in 

fluids with phase change. Adiutori (2017) has proposed a methodology that allows giving a more agile solution 

to heat transfer problems where temperatures and heat fluxes are unknowns, without the need for iterative 

processes. 

In this methodology, the aim is to obtain functionals of separable variables that allow the solution of any heat 

transfer problem. Conventional heat transfer coefficient correlations are easily transformed in the new engineering 

by replacing ℎ with 𝑞/𝛥𝑇, then separating 𝑞 and Δ𝑇, which allows obtaining correlations of the type 𝑞 = 𝑓(Δ𝑇) 

or Δ𝑇 = 𝑓−1(𝑞). Thus, dimensionless group parameters are replaced by individual parameters, and those that are 

temperature-dependent are replaced by temperature functions.  

In this study, we present an approach that allows for the evaluation of parameters without relying on dimensionless 

groups as stated by Adiutori (2017). This reveals the direct relationships between individual parameters, enabling 

correlations to be developed based solely on experimentally measurable quantities. This approach facilitates the 

computation of current phenomena under specific operating conditions.  

For comparison, Fig. 2 illustrates the flowcharts used to obtain the convective heat flow in the two-phase zone. In 

the traditional methodology (Fig. 2(a)), one needs to consider an initial value of �̇�21,𝑐𝑜𝑛𝑣
′ , determine ℎ𝐹𝐶  and ℎ𝑁𝐵 

using the Bo number, compute �̇�21,𝑐𝑜𝑛𝑣
′  and iterate until convergence is achieved. However, Fig. 2(b) shows that 

by substituting �̇�21,𝑐𝑜𝑛𝑣
′ /Δ𝑇, one can obtain a functional that can be separated and solved more easily. This 

transformation, according to Adiutori's methodology, proves to be more appropriate, resulting in lower solution 

times. Overall, our proposed approach offers a more efficient and effective way to evaluate parameters, and the 

results demonstrate its superiority over the traditional methodology in terms of computational efficiency. 

+  

 

a) Calculation with traditional methodology b) Calculation with the proposed methodology 

Fig. 2: Comparison of methodologies for heat flow calculation 

2.4. Transformation of the two-phase flow equation and friction factor 

The Gungor and Winterton correlation involves two convective coefficients, one for forced convection and the 

other for nucleated boiling; where a boiling factor (𝐹) dependent on the Martinelli parameter (𝑋) and the boiling 

number by (Bo) is involved: 

ℎ12 = ℎ𝐹𝐶 + ℎ𝑁𝐵    (eq. 11) 
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ℎ𝐹𝐶 = 0,023Re𝑙Pr𝑙
0,4(𝑘𝑙/𝐷2)𝐹  (eq. 12) 

ℎ𝑁𝐵 = 55𝑝𝑟
0,12−log 𝜀

− log−0,55 𝑝𝑟 𝑃𝑀
−0,5(�̇�12,𝑐𝑜𝑛𝑣

′ )
0,67

𝑆 (eq. 13) 

 

𝐹 = 1 + 2,4 × 104Bo1,16 + 1,37𝑋𝑡𝑡
−0,86

 (eq. 14) 

 

𝑋 = (
𝑥

1−𝑥
)
−0,9

(
𝜌𝑙

𝜌𝑔
)
−0,5

(
𝜇𝑔

𝜇𝑙
)
−0,1

  (eq. 15) 

 

Bo =
�̇�12,𝑐𝑜𝑛𝑣
′ 𝜋𝐷2

2

4�̇�ℎ𝑓𝑔
    (eq. 16) 

 

𝑆 = (1 + 1,15 × 10−6𝐹2Re𝑙
1,17)

−1
  (eq. 17) 

 

Re𝑙 =
4�̇�2(1−𝑥)

𝜋𝜇𝑙𝐷2
    (eq. 18) 

 

where Re is the Reynolds number, Pr is the Prandtl number, 𝑘 is the conductivity, 𝑝𝑟 is the reduced pressure, 𝜀 is 

the pipe roughness, 𝑃𝑀 is the molecular weight, 𝑥 is the vapor quality, 𝜌 is the density, 𝜇 is the viscosity and ℎ𝑓𝑔 

is the enthalpy of vaporization; with subscript 𝑙 for the liquid phase and subscript 𝑔 for the vapor phase. 

Incorporating the methodology outlined in the previous section, we can rewrite Eqs. (11) to (13) to establish a 

relationship between the two-phase convection heat flow (�̇�12,𝑐𝑜𝑛𝑣
′ ) and the temperature difference (Δ𝑇) between 

the fluid and the receiver surface. This relationship can be expressed in the following form: 

 

Δ𝑇 = 𝐶1�̇�12,𝑐𝑜𝑛𝑣
′ [𝐶2(𝐶3 + 𝐶4�̇�12,𝑐𝑜𝑛𝑣

′ 1,16
)
2
+ 𝐶5 −

𝐶6�̇�12,𝑐𝑜𝑛𝑣
′ 0,67

𝐶7(𝐶8+𝐶9�̇�12,𝑐𝑜𝑛𝑣
′ 1,16

)
2
−1
]

−1

  (eq. 19) 

 

Each 𝐶𝑖 in the functional parameter of temperature is clearly positive (𝐶𝑖 > 0), and can be obtained from any 

thermodynamic properties database. The general behavior of the function is illustrated in Fig. 3(a), revealing a 

continuous function with a unique correspondence between Δ𝑇 and �̇�12,𝑐𝑜𝑛𝑣
′ . This implies that there is no need for 

iterations in the solution of the heat transfer in each HCE. In Fig. 3(b), the reported behavior of the boiling curve 

as a function of temperature is presented. By comparing the results with the reported boiling curves, it can be 

confirmed that the transformation is indeed adequate, further validating the proposed methodology. 

The friction factor is obtained in an iterative manner from 

 

1

√𝑓
= −2 log (

𝜀/𝐷2

3,7
+

2,51

Re𝐷√𝑓
)   (eq. 20) 

because it represents the Moody diagram (Bergman et al., 2011), with the variables: 

𝑓 =
d𝑃

d𝑥

2𝐷

𝜌𝑢𝑚
2 ≅

Δ𝑃

𝐿

2𝐷

𝜌𝑢𝑚
2    (eq. 21) 
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Re𝐷 =
𝜌𝑢𝑚𝐷

𝜇
    (eq. 22) 

 

  

a) Boiling curve for the proposed model 
b) Boiling curves for pure substances x=0 and mixtures with 

a concentration x=0.54 (Auracher and Marroquin, 2019) 

Fig. 3: Convection of the two-phase flow inside the tube 

and the ratio 𝜀/𝐷. Multiplying the friction factor by 0,5Re2 yields a set of parameters (𝐷3𝑔𝜌/𝐿𝜇3)Δ𝑃, which is 

independent of �̇�. Thus, by plotting the parameter (𝐷/𝜇)�̇� on the abscissae, and the parameter (𝐷3𝑔𝜌/𝐿𝜇3)Δ𝑃 

on the ordinates, the resulting plot will have the form of pressure drop behavior concerning mass flow, i.e., it will 

have the form Δ𝑃 = Δ𝑃(�̇�), i.e., since they are independent parameters, iterative processes will not be necessary 

to estimate the pressure drop. Fig. 4(a) shows the conventional Moody diagram, while Fig. 4(b) shows the 

modified Moody diagram. 

3. Model evaluation and validation 

To validate the thermo-hydraulic model, a two-part approach was employed to ensure the reliability of the results. 

This unique methodology eliminates both the convective heat transfer coefficients (ℎ) and, the friction factor (𝑓). 

The first part of the validation focused on verifying the two-phase flow pattern, while the second part involved 

analyzing the pressure drop and temperature increase along the loop. This separation was necessary as the model 

employs an alternative approach compared to traditional models, and it was crucial to ensure its full applicability 

and accuracy in both aspects of the validation process. 

3.1. Two-phase flow regime 

When two-phase flow circulates within a pipe, different flow patterns can occur (see Fig. 5), each with very special 

thermal and hydrodynamic characteristics (Tomei et al., 2015), therefore, characterizing the type of flow is of 

utmost importance. It has been described in the literature that an annular flow should be used in DSG plants since 

this minimizes the deformations of the absorber, and maximizes its useful life (Almanza et al., 1997; Cui et al., 

2013; Khanna et al., 2014; Li et al., 2017), in addition, to enhance the heat transfer (Eck and Steinmann, 2005; 

Montes Pita, 2008; Zarza Moya, 2003). 

To identify the type of flow, at least two maps have been proposed. The first of these maps was developed by 

Taitel and Dukler (1976), involving various dimensionless groups (such as the Froud number), or the more 

recently developed map of Barnea (1987) relating the velocity of stream and water. It has been decided to use the 

Taitel and Dukler map due to its ease of use, and its solution is quite large with well-defined flow intervals. 

Fig. 6 shows a comparison of the results obtained in the DUKE loop (Feldhoff et al., 2016) plotted using a dashed 

line with black marker, and those obtained using the proposed model (solid orange line), for a mass flow of 1,3 

kg s-1, an irradiance of 900 Wm-2, and a pressure of 80 bar. One can see that the black and orange lines are 

superimposed, thus the solution obtained is adequate. The bibliography mentions that caution must be taken in 

the use of this diagram, especially in the area near the beginning or end of evaporation, since some type of 

stratification may occur (Hirsch et al., 2014). When analyzing the results shown, it can be seen that at the 

beginning of the evaporation (Martinelli numbers X higher than 1.6), there is an intermittent flow. The presence 
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of intermittent flow in the initial stages of boiling process in a horizontal pipe carrying water-steam mixture, as 

explained by Feldhoff et al. (2016), may not be a cause for concern if it eventually evolves into an annular flow. 

The transition to annular flow results in a more stable and predictable two-phase mixture, and the pressure drop 

across the pipe becomes more consistent, as stated in the same reference. 

  

a) Moddy’s diagram b) Modified Moddy’s diagram 

Fig. 4: Pressure drop model 

 

Fig. 5: Flow pattern for horizontal pipes. (a) Disperse bubble. (b) Intermittent. (c) Smooth stratified. (d) Wavy stratified. (e) 

Annular (López et al., 2016) 

 

Fig. 6: Superposition of the simulation flow regime on the generalized flow regime map for two-phase flow in horizontal pipes. 

Adapted from (Feldhoff et al., 2016) 

Once the flow pattern in the two-phase zone has been verified, it is possible to compare the pressure drop in this 

zone with Eck’s model (2005), emphasizing that Eck’s model employs a “traditional” model, in addition to being 

an approximation of a 2D model to 1D, by considering the wet angle inside the pipe; while the model developed 

is 1D. In this case, a flow of 1 kg s-1 has been simulated for a pipe of 50 mm inner diameter.  

The results of both simulations are presented in Fig. 7, with solid lines representing the simulation results of the 

developed model, and dashed lines with markers representing Eck's results (2005) . It is evident that the profiles 

are quite similar, with only slight deviations observed in the developed model, where the values are slightly higher 

 
E. Gonzalez-Mora et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1155



by no more than 15% for Δ𝑃, and less of 1% for the total pressure along the loop, for each case (30, 60 and 100 

bar). . This outcome aligns with the findings of Montes (2008), which suggested that the values should be slightly 

higher in comparison to 2D or 3D models. However, it is worth noting that a potential limitation is the need to 

generate a new heat transfer function when changing the operating conditions, such as pressure. 

 

Fig. 7: Pressure drop in the two-phase flow region. Adapted from (Eck and Steinmann, 2005) 

3.2. Temperature rise and pressure drop evolution through the loop 

The last stage of the validation consisted of analyzing the entire loop to determine the evolution of the water 

temperature and pressure drop along the loop as a whole. For this, the operating parameters and the experimental 

results of the DISS loop were taken (Lobón et al., 2014): a mass flow of 0,59 kg s-1, an irradiance of 807 W m-2, 

and a pressure of 101,9 bar at the loop inlet. Fig. 8 shows the experimental results (markers) and the continuous 

line shows the simulation results, where the convergence of the results of the developed model can be seen. In 

this case, the error between temperatures is less than 1%, so the model is validated. 

 

Fig. 8: Pressure drop in the two-phase flow region. Adapted from (Eck and Steinmann, 2005) 

4. Conclusions 

The energy model developed allows evaluating without complications the evolution of temperature and pressure 

drop along the parabolic trough loop. It has been identified that the flow pattern can be predicted according to the 

Taitel and Dukler diagram (see Fig. 6) and that when simulating the DUKE loop conditions obtained 

experimentally [8], a mostly annular flow pattern is verified, except for the beginning of the boiling zone, which 

is intermittent. The transition from intermittent to annular flow during the boiling process in a horizontal pipe 

carrying water-steam mixture is not a concern if it evolves to an annular flow. 

The thermohydraulic model was fully validated by estimating the evolution of temperature and pressure drop 

along the loop. In both cases, the difference between the results obtained by the developed model and the 

experimental results in the DISS loop (Eck and Steinmann, 2005) is less than 1%, as shown in Fig. 8, which 

ensures the convergence of the analysis. 

With the aforementioned, the proposed methodology can be confidently applied to various future works, such as 

the modeling of a conceptual DSG plant in the Northwest region of Mexico. This methodology can effectively 

establish the operating parameters and design conditions for concentrating solar power systems that utilize direct 
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steam generation. The robustness and reliability of this methodology make it a valuable tool for advancing 

research and development in the field of solar energy technologies. 
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Abstract 

The paper presents measurement results for the influence of bubble flow (gas volume fraction up to 6 %) on the 

pressure drop und heat transfer in three plate heat exchanger test objects, which are operated with water as heat 

transfer fluid. The gas content effects the efficiency and auxiliary energy consumption of solar thermal systems. 

Therefore, the plate heat exchanger as one of their main components is investigated in detail.  

Keywords: plate heat exchanger, two-phase flow, water, nitrogen, pressure drop, heat transfer 

 Introduction 

As is well known, free gases in heat transfer media can cause a wide variety of problems in energy heating systems. 

In solar thermal systems, for example, these are flow instabilities and partial stagnation. The investigations of the 

joint research project ImpactGas (Funded by Federal Ministry for Economic Affairs an Climate Action on the 

basis of a resolution of the German Bundestag, Funding Reference Number: 03EN1001A, research partners 

Hochschule Zittau/Görlitz and Fraunhofer IFAM Dresden) generally focus on the effects of free gases on the heat 

output and the pressure loss of individual components. The project team is investigating different types of heat 

exchangers and is going to study solar thermal collectors. These are the components in solar thermal systems that 

are expected to have the greatest impact on heat output and hydraulic functioning. The results apply to other types 

of systems as well.  

This paper presents the investigation of three plate heat exchanger test objects. The plate heat exchangers have 

the same design and differ only in the number of plates. In the following, the component test stand for water/water 

heat exchangers is presented. It enables the setting of variable gas contents in the heat transfer medium. The 

measurement concept for determining the flow pressure losses and the heat transfer in the test objects is presented 

and the influence of free gases with a volume fraction 𝜀 of 2 to 6 % is discussed. 

The effects of the relevant gases nitrogen, oxygen and carbon dioxide on thermal heating systems are manifold 

and depend on the control concept used.  

In Scenario 1, the control system will try to continue to fulfil the supply task despite a disturbance by free gases. 

For example, it will increase the heat capacity rate via the pump speed to such an extent, that the target temperature 

and thus the necessary transmission capacity are reached. For this scenario, it could be shown that the flow 

pressure losses of all test items increase significantly, but for load cases with at least 50% of the design volume 

flow only minor effects on the heat transfer are to be expected.  

In Scenario 2, the control system cannot compensate for the disturbances caused by the free gases. This can be 

the case, for example, if the system is already working close to the maximum point or the control only takes into 

account environmental influences but not process variables. In this case, the total volume flow remains the same, 

but the heat capacity rate decreases. 
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 Concept/Methodic 

2.1 Heat Exchanger Test Objects 

The test objects Hex20, Hex30 and Hex40 are plate heat exchangers from a well-known manufacturer. They have 

the following parameters: 

Tab. 1: Parameters of the plate heat exchanger test objects 

Test object Number of 

plates 

Number of 

passages 

Stamping Angle Design heat 

transmission 

capacity 

Design volume flow 

   
° kW m³/h 

Hex20 20 1 44 resp. 78 20 0,59 

Hex30 30 1 44 resp. 78 30 0,89 

Hex40 40 1 44 resp. 78 40 1,19 

 

2.2 Test Rig 

Fig. 1 shows the simplified schematic of the component test rig. A well degassed Reference Circuit represents the 

primary side of the heat exchanger test specimen, i.e. the heating side, and supplies it with temperature-controlled 

heat transfer fluid.  

The so-called Test Circuit supplies the secondary side of the test object with heat transfer medium, which is also 

temperature-controlled. It has the option to set the gas fraction for dissolved gases (Gas Admission I, not shown 

here), with nitrogen, technical air and, if necessary, carbon dioxide to produce a defined content of dissolved 

gases. The heat transfer medium conditioned in this way is stored in a pipe storage tank (not shown here). Gas 

Admission II can provide a defined fraction of undissolved gases (bubble flow).  

All variables required for balancing around the test objects, such as volume flows (F), pressures (P) and the 

differential pressure (ΔP) as well as the temperatures (T) are measured. The temperatures T21/T22 are the inlet 

and outlet temperatures on the Test Circuit side, T31/T32 on the Reference Circuit side. For the volume flows, 

F31 is the sensor on the Reference Circuit side. On the Test Circuit side, there is the sensor F11 located upstream 

of Gas Admission II which measures the water volume flow �̇�W, F12 measures the total volume flow �̇�W +

�̇�G accordingly. In the following evaluation, the gas volume flow �̇�G is calculated via the gas mass flow sensor 

F40, since a higher accuracy can be assumed here. The associated gas volume fraction calculates according to 

𝜀 = �̇�G/(�̇�W + �̇�G) – also referred to as void fraction. This definition corresponds to the definition for the 

homogeneous gas volume fraction according to (VDI-Wärmeatlas, 2013).  

 

T22

T21 T32

T31

ΔP21 ΔP31

F31F12

Gas 
Admission II

T11P11F11

TB22

TB32

TB31

SG11

SG12

P12

F40

Reference CircuitTest Circuit

AB
B

A

BV13

BV12

dyn. PM, GBT

 

Fig. 1: Component test rig for water-to-water heat exchangers, simplified schematic,  

F … volume flow sensor, T … temperature sensor, P … pressure sensor 

dyn. PM ... dynamic pressure maintenance, GBT … “Gas Bubble Test” 

BV … ball valve, TB … turbulator, SG ... sight glass 
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The direction of flow was chosen so that the gas-laden side of the heat exchanger test object flows from the bottom 

to the top. This represents the thermo-hydraulically plausible installation position recommended by the 

manufacturer. In practice, this should definitely also be taken into account during planning. The side with the 

greater risk of gas desorption should be flowed through from bottom to top. This is either the circuit with a 

potential gas entry (e.g. geothermal probe circuit, drinking water, side with compressor pressure maintenance) or 

the side to be heated, since with water as the heat transfer medium the solubility limit decreases with temperature. 

Whether gases have accumulated in the test object during the course of the tests can be determined with a very 

high degree of accuracy using the measurement method according to (Heymann, et al., 2014) or (VDI 4708-

2:2022-04) the so called “Gas Bubble Test”. In the heat exchanger component test stand, the inflow of gases via 

Gas Admission II is first stopped and the test waits until no more gas bubbles can be seen in the SG12 sight glass. 

Then the pipe section around the test object is shut off by means of the ball valves BV12/BV13 and the pressure 

is increased via the dynamic pressure maintenance. The initial pressure is restored by draining medium into a 

collecting vessel. The gas bubble volume can be determined via the measured variables of pressure and volume 

of drained heat transfer medium. Normalization to the volume of the test circuit side of the test heat exchanger 

results in the gas volume fraction in the test object 𝜀Hex. 

2.3 Experimental Design 

All operating conditions are approached with degassed medium on both sides at first. This represents the 

Reference Case (RC), which serves as the reference condition for the comparative evaluation. This is followed by 

the Test Cases (TC) with a well degassed medium (water) at the inlet to the test object and a defined volume 

fraction of free gases of 𝜀 = 2, 4 and 6 %. The selected gas volume fractions correspond to potential conditions in 

practice. This results in the test matrix shown in Tab. 2. The tests were conceived in such a way that the Reference 

Case and the Test Case have the same water volume flow  �̇�W, i.e. they reflect the conditions according to 

Scenario 1. 

The three right-hand columns of Tab. 2 show for which evaluations the tests were used. The column 𝜀Hex stands 

for the investigations on gas accumulation in the test object, Δ𝑝 and 𝑘 for the investigations on pressure loss and 

heat transfer. 

 

Tab. 2: Testing matrix, volume flow rate data in % of the design case 

 Hex20 Hex30 Hex40     

Design volume 

flow 
0,59 m³/h 0,89 m³/h  1,19 m³/h     

T31/T21 F31/F11 ε 𝜺𝐇𝐞𝐱 𝚫𝒑 𝒌 

°C % of design volume flow % (v/v)    

25/25 
‒/000, ‒/025, ‒/050, ‒/075, 

‒/100, ‒/125, ‒/150, ‒/175 

RC: 0, 

TC: 2, 

       4, 

      6 

• •  

65/25 050/050,  

- 

100/100, 

125/125, 

150/150 

050/050, 

- 

100/100,  

125/125 

- 

050/050, 

075/075, 

100/100  

- 

- 

 • • 

65/35  • • 

75/40  • • 
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The selected test points correspond to the specifications made in DIN EN 1148/A1:2005-12 for the performance 

testing of water/water heat exchangers. For each heat exchanger, this results in approx. 30 operating conditions in 

the cold state and in total 36 operating conditions for the tests with heat transfer. After setting the test boundary 

conditions, a settling time of three minutes is waited for the cold tests and five minutes for the warm tests. These 

time periods were determined in preliminary tests and are intended to take into account the capacitive effects of 

heating up the heat exchanger and, if necessary, the accumulation of free gases in the test objects. The 

measurement time for an operating state set in this way is then two minutes for cold tests and five minutes for 

warm tests. 

The tests at ambient temperature require a significantly shorter test duration, as the conditioning of the Test Circuit 

and the setting of the test boundary conditions are easier to realize. Therefore, significantly more measuring points 

were approached for this temperature level (25/25). This means that the influence of the gas loading on the 

pressure loss in the cold state is particularly well investigated. 

A comparable study can be found in the literature (Kreissig & Müller-Steinhagen, 1992). Here, analogous to 

Scenario 1, the individual tests were compared based on the mass flow density in the flow cross-section. The study 

investigates the pressure losses of an air-water flow on two plate heat exchangers, for each of which the number 

of plates can be varied. The aim was to use the air-water flow to model the conditions for the usage as an 

evaporator. Therefore, the area of investigation with gas volume fractions of up to 100 % differs significantly 

from the investigation presented here. Furthermore, the flow through the plate heat exchanger was from top to 

bottom, which complicates the interpretation and evaluation due to the possible accumulation of gases in the test 

objects. 

2.4 Evaluation methodology 

In the following, the procedure for evaluating the measurement data will be described in more detail. First, selected 

calculations are made with the raw measurement data in the time ranges of the steady-state operating conditions. 

The temporal resolution is one second. 

 Further calibration functions are applied to selected measured values in addition to the basic calibration. 

 With the pressure and temperature measurement data, the fluid properties (density, specific enthalpy, 

dynamic viscosity) are determined at the relevant points. These are the inlet and outlet sides of both 

circuits as well as fluid properties at medium conditions. 

 Derived state variables (gas volume fraction), process variables (heat outputs, balance errors) and key 

Fig.s (pressure loss coefficient, characteristic numbers) are calculated. 

For all these variables, averaging takes place over the stationary time range. 

 Using the averaged values, selected values (heat transfer coefficient) are calculated. 

 An important point of the chosen evaluation methodology is the formation of models for the gas-free 

Reference Case by means of regressions. These are determined, for example, for the flow pressure losses 

and the heat transfer, but also for other key Fig.s. In each case, individual trial functions are used that 

represent the required quantity as a function of the water volume flow and the average temperatures. This 

procedure makes it possible to assign an exactly matching (modelled) Reference Case to each measured 

Test Case. In this way, unavoidable variance in the test conditions can be compensated and the validity 

of the evaluation can be increased. 

 The quantities related to the gas-free Reference Case are formed for all Test Cases. The assignment of 

the Test Case to the Reference Case is carried out for Scenario 1 via the water volume flow rate �̇�W. For 

Scenario 2, the corresponding Reference Case with the same total volume flow �̇�tot = �̇�W + �̇�G can be 

determined using the model approaches. For the related pressure loss and heat transfer coefficient, the 

values are calculated according to Equation (1) and (2). For the Reference Case, the model value at 

volume flow and mean temperature of the Test Case is used: 
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Δ𝑝f

Δ𝑝f,RC

=  
Δ𝑝f,TC

Δ𝑝f,RC,Model(�̇�TC, 𝑇m,TC)
 (1) 

𝑘

𝑘RC

=
𝑘TC

𝑘RC,Model(�̇�TC, 𝑇m,TC)
 (2) 

  

The resulting factors can be interpreted analogously to the two-phase multiplier described in (VDI-

Wärmeatlas, 2013). 

 The determined quantities are plotted against the gas volume flow rate to show the influence of the 

bubble flow (compare Fig. 3c and 4c). This influence is mapped with a simple (linear) regression 

function. 

According to the (VDI-Wärmeatlas, 2013), the pressure drop of an adiabatic gas-liquid flow in pipelines is 

composed of  

 the acceleration component Δ𝑝A, 

 the hydrostatic component Δ𝑝g and 

 the actual friction component Δ𝑝f. 

 

Δ𝑃21 =  𝑝′ − 𝑝″ = 𝛥𝑝f + 𝛥𝑝A + 𝛥𝑝g (3) 

 

The acceleration component Δ𝑝A results from a change in momentum of the heat transfer medium if, for example, 

the flow velocity changes significantly between inlet and outlet, as in an evaporator. This is taken into account in 

the evaluation, but is negligible for all operating points. With the homogeneous model (see (VDI-Wärmeatlas, 

2013) and (Michaelides, et al., 2016)), however, there would be a relevant resulting hydrostatic fraction Δ𝑝g, 

which arithmetically leads to higher friction pressure losses with a measured total pressure. This produces an 

inconsistent picture in the evaluations and is probably not valid. In the ascending two-phase flow, slip occurs 

which just compensates the hydrostatic component. Therefore, the evaluation does not consider the hydrostatic 

component. 

In the investigations of (Kreissig & Müller-Steinhagen, 1992) the hydrostatic pressure loss component is 

considered mathematically. However, in this case, there is a downwards flow and the investigation area is much 

broader with gas volume fractions of up to 100%. According to the paper, the measurement results were also 

difficult to reproduce with existing model approaches. 

For each operating condition according to Tab. 2, the test boundary conditions are set. These are the inlet 

temperatures into the test object in the Test and Reference Circuits T21 and T31, the water volume flows in both 

circuits F11 and F31 as well as the dissolved gas content (here: degassed water) and the gas volume fraction 𝜀 set 

via Gas Admission II. After waiting for the settling time, the outlet temperatures T22 and T32 are set in as the 

system reaction. The gas bubble volume that may have accumulated 𝜀Hex in the test object also represents a system 

reaction. 
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 Results 

3.1 Gas accumulation in heat exchanger test objects 

For selected tests in the cold state (25/25), the accumulated volume of free gases was determined using the 

methodology described above (“Gas Bubble Test”) and the gas volume fraction in the test specimen 𝜀Hex was 

calculated. Fig. 2 shows the results for all three of the test objects. From a volume flow of 0.5 m³/h upwards, gas 

contents of less than 2.5 % (v/v) were measured, with a few exceptions, which is close to the expected 

measurement accuracy. Here, no significant additional effect of an accumulated gas bubble on the heat transfer or 

the pressure losses is to be expected. The determined effects are then mainly due to the gas bubbles transported 

along in the flow. 

 

Fig. 2: Gas accumulation, gas volume fraction 𝜺𝐇𝐞𝐱 in test object, Test Circuit 

a) Hex20 with 20 plates, b) Hex30 with 30 plates, c) Hex40 with 40 plates 

3.2 Effects on Pressure Drop 

Fig. 3 shows measurement results for the pressure loss of test object Hex40 on the Test Circuit side. The tests took 

place without heating by the Reference Circuit at a media temperature of approx. 25 °C. The gas-free Reference 

Cases are marked in blue and the Test Cases with a gas volume fraction of 𝜀 = 2, 4 and 6 % are shown in yellow, 

green and red respectively. The gas volume fraction 𝜀 is determined with the homogeneous model from the 

measured values of gas mass flow (F40) and water volume flow (F11) as well as from the corresponding fluid 

properties. The volume flow F11 corresponds to the volume flow of the pure water  �̇�W without the gas component, 

since the sensor is located upstream of Gas Admission II. It is varied from 0 to approx. 2.1 m³/h (175 % of design 

volume flow). The evaluation follows the logic of Scenario 1, in which operating states with approximately the 

same capacity flow rate are compared, which would fulfil very similar supply tasks in practice. An analogue 

evaluation is available for all three test objects and four temperature levels. 

Diagram a) shows the flow pressure loss over the water volume flow rate �̇�W. A slight fanning out of the measured 

values due to an increased gas volume fraction 𝜀 can be observed, but general correlations are not yet recognizable 

in this representation. An empirical model is used to calculate the friction pressure loss Δ𝑝f in the Reference Case 

by means of a trial function depending on volume flow and temperature. The results of the model are shown in 

the diagram as a blue dotted line.  
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Fig. 3: Flow pressure drop 𝚫𝒑𝐟 in test object Hex40 depending on the gas volume fraction, Scenario 1 

a) Plotted over the water flow rate �̇�𝐖, reference case model function 

b) Related pressure drop 𝚫𝒑𝐟/𝚫𝒑𝐟,𝐑𝐂, plotted over the water flow rate  �̇�𝐖 

c) Related pressure drop 𝚫𝒑𝐟/𝚫𝒑𝐟,𝐑𝐂, plotted over the gas volume fraction 𝜺, modelling approaches 

The modelling of the pressure loss is based on the definition of the pressure loss coefficient 𝜁 in plate heat 

exchangers from (VDI-Wärmeatlas, 2013) and on a mixed second order polynomial with the volume flow and the 

mean temperature as variables. The model allows a correction of the Reference Case point in the following.  

Diagram b) plots the pressure losses related to the modelled Reference Case Δ𝑝f/Δ𝑝f,RC over the water volume 

flow  �̇�W. Significantly increased pressure losses can be seen for the gas-laden Test Cases. In some cases, operating 

conditions were approached several times. The colored lines in the diagram run along the mean values of these 

experiments. From a water volume flow �̇�W of 0.5 m³/h, the lines run almost parallel to the abscissa. The related 

pressure losses here are therefore less dependent on the water volume flow and more on the gas volume fraction 

𝜀. Below 0.5 m³/h, the related pressure losses rise sharply in some cases or drop below 100 %. On the one hand, 

this can be explained by the accumulation of gas cushions (slightly increased values for 𝜀Hex), on the other hand, 

with the very small numerical values of the measured pressure difference, measurement errors of the sensor and 

model deviations have a disproportionate effect. 

In Diagram c) of Fig. 3 the pressure losses related to the modelled Reference Case Δ𝑝f/Δ𝑝f,RC are plotted over the 

gas volume fraction 𝜀. The assignment to the volume flow rate is possible via the marking symbol used. 

The pressure drop increases steadily with the gas volume fraction 𝜀 in the investigated area. The result is a pressure 

loss that increases by approximately one percentage point per percentage point of gas volume fraction. The 

measuring points for all volume flows greater than 0.5 m³/h are grouped very closely around a straight line with 

an increase of 1.2 and with a MRE (Mean Relative Error) of 0.44 %. This is an indication of the high accuracy of 

the differential pressure sensor used and confirms the evaluation methodology applied. The regression lines 

Δ𝑝f/Δ𝑝f,RC  = 𝑓(𝜀) were formed for all test objects and temperature pairings and will be discussed later. 

The pressure loss coefficient of a two-phase flow 𝜁 is formed according to (Huhn & Wolf, 1975) with effective 

fluid properties and with a hydraulic diameter defined specifically for plate heat exchangers according to (VDI-

Wärmeatlas, 2013). Equation (4) applies to the related pressure loss. With the assumption that the pressure loss 

coefficients formed in this way depend primarily on the geometry and surface properties of the duct walls (and 

thus 𝜁/𝜁RC ≈ 1 applies), the following simple approach can be derived: 

 

Δ𝑝f

Δ𝑝f,RC
=

𝜁

𝜁RC

⋅
1

1 − 𝜀
≈

1

1 − 𝜀
 

(4) 
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This approach is presented in the diagram and follows the measured values of Hex40 very well. The approach 

described in (VDI-Wärmeatlas, 2013) for predicting the related pressure drop (called Two-Phase Multiplier) 

according to Chisholm also only assumes a dependence on the gas mass fraction �̇� and thus of 𝜀. The related 

pressure loss Δ𝑝f/Δ𝑝f,RC is thus also seen as independent of the volume flow or the flow velocity. However, this 

approach leads to a significant overestimation of the gas influence. 

3.3 Effect on heat transfer 

Fig. 4 shows an example of the measured heat transfer coefficients for test object Hex40 and the temperature level 

65/25. An analogous evaluation is available for all three test objects and four temperature levels. 

Diagram a) represents the heat transfer coefficients as 𝑘 ⋅ 𝐴. Here 𝐴 is the transfer area of the test object taken 

from the data sheet. 

𝑘 ⋅ 𝐴 =
�̇�1

𝛥𝑇m

 (5) 

The heat transfer coefficient is determined according to Equation (5). Here �̇�1 is the heat flow on the gas-free 

Reference Circuit side. The heat transfer coefficients increase with increasing water volume flow due to the higher 

capacity flow, as more heat can be transferred. The determined logarithmic temperature difference Δ𝑇m also 

increases. Operating states with higher water volume flow correspond to states with lower Number of Transfer 

Units 𝑁𝑇𝑈 (dimensionless heating area). The dimensionless temperature change Φ (operational characteristics) 

also decreases (not shown here). Diagram a) does not allow any statements about the influence of the gas volume 

fraction. 

 

Fig. 4: Heat transfer coefficient 𝒌 in test object Hex40 depending on the gas volume fraction, Scenario 1 

a) Plotted over the water flow rate �̇�𝐖, reference case model function 

b) Related heat transfer coefficient 𝒌/𝒌𝐑𝐂, plotted over the water flow rate  �̇�𝐖 

c) Related heat transfer coefficient 𝒌/𝒌𝐑𝐂, plotted over the gas volume fraction 𝜺, modelling approach 

 

Diagrams b) and c) from Fig. 4 show that an increase in the gas volume fraction 𝜀 of up to 6 % has only a slight 

effect on the heat flow coefficients 𝑘. The related heat transition coefficient 𝑘/𝑘RC varies by a maximum of ±1 %. 

A slight tendency can be recognized that at high gas volume fractions 𝜀 the heat transfer is slightly worse for low 

volume flow rates and slightly better for high volume flow rates. The deviations are within the range of 

measurement accuracy and just about balance each other out over all operating points. Regression lines 𝑘/𝑘RC =

𝑓(𝜀) were formed for all test objects and temperature pairs. The gas volume fraction on average shows no 

influence in the other characteristic Fig.s 𝑁𝑇𝑈 and Φ in comparison to the Reference Case.  
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3.4 Overview for all Test Objects and Temperature Levels (Scenario 1 and 2) 

In summary, Fig. 5 shows the effects of the bubble flow for Scenario 1. Diagrams a) and b) contain the regressions 

of the related pressure losses and related heat transfer coefficients for all heat exchanger test objects and 

investigated temperature pairings. In systems that adjust the water volume flow via a control system so that the 

supply task is still fulfilled with free gases in the system (Scenario 1), the following statements can be made: 

 

Fig. 5: Overview graph for all heat exchanger test objects and temperature pairings, Scenario 1 

a)  Related pressure drop 𝚫𝒑𝐟/𝚫𝒑𝐟,𝐑𝐂, plotted over the gas volume fraction 𝜺, modelling approach 

b) Related heat transfer coefficient 𝒌/𝒌𝐑𝐂, plotted over the gas volume fraction 𝜺 

 

The measurements cannot prove an influence of free gases on the heat transfer. Averaged over all volume flows, 

all regression lines show a gradient close to zero. With a gas volume fraction of 6 %, maximum deviations in the 

range of ± 0.2 % are to be expected. 

Analogously, Fig. 6 shows the evaluation for Scenario 2. In this consideration, the pressure losses according to 

Diagram a) decrease with increasing gas volume fraction. This results from the fact that the pressure losses of a 

bubble flow are mainly caused by the viscosity of the water phase and correspondingly lower pressure losses 

occur at lower water flow velocities. Analogous to the derivation of Equation (4) it can be assumed that the 

pressure loss coefficients 𝜁 between the Test and Reference Case remain approximately constant for the same 

water volume flow. With the additional assumption that the deviations in the water volume flow of approx. 6 % 

according to Scenario 2 only have a minor effect on the 𝜁-values, the following simple relationship can be derived 

for Scenario 2:  

Δ𝑝f

Δ𝑝f,RC

≈ 1 − 𝜀 
(6) 

The regressions formed for test objects Hex20 and Hex30 correspond well to this approach for all temperature 

levels. For Hex40, the pressure losses decrease to a lesser extent. The analysis does not show a relevant influence 

of the temperature level. 

Diagram b) shows a uniform decrease in the heat transfer coefficients 𝑘 for all test objects and temperature pairings 

by approx. 4 % at 6 % gas volume fraction. This results from comparing a measured Test Case with a Reference 

Case with increased water volume flow corresponding to the gas volume fraction. As shown in Fig. 4, the heat 

flow coefficient increases with increasing water volume flow, which leads to the observed behavior.  
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Fig. 6: Overview graph for all heat exchanger test objects and temperature pairings, Scenario 2 

a)  Related pressure drop 𝚫𝒑𝐟/𝚫𝒑𝐟,𝐑𝐂, plotted over the gas volume fraction 𝜺, modelling approach 

b) Related heat transfer coefficient 𝒌/𝒌𝐑𝐂, plotted over the gas volume fraction 𝜺 

 

 Conclusion/Prospect 

To summarize, the experimental setup can adjust defined two-phase flows of water and free gas components of 

nitrogen precisely enough. The measurement technology used can represent the effect of variable gas fractions on 

the pressure loss and heat transfer very well. Circulating free gases in a thermal heating system – e.g. due to lack 

of care during commissioning or maintenance – can have a negative impact on the system operation. 

In systems with a functioning control system, the disturbance caused by air bubbles can be compensated. The 

supply task can still be fulfilled by increasing the water volume flow via an increasing speed of the circulating 

pumps until the performance limit is reached (Scenario 1). In this case, however, increased pressure losses 

(approx. one percentage point per volume percent of gas) in the heat exchanger (and probably other system 

components) and thus an increased auxiliary energy demand must be expected. The effects on the heat transfer in 

the heat exchanger are minor in the examined area, possibly slightly depending on the operating condition. 

In systems without direct control of the process variables (Scenario 2), the flow pressure losses and the heat 

transfer decrease accordingly due to the lower water volume flow. However, the supply task can no longer be 

fulfilled here.  

These statements are valid for the selected, favorable mounting orientation of the heat exchanger, in which the 

flow through the circuit with the greater risk of gas accumulation is from the bottom to the top. It is essential to 

bear this in mind when designing systems. The strong accumulation of gas cushions in local high points in the 

system will lead to significant disturbances. At low flow rates, however, gases can accumulate in the heat 

exchanger even if the installation position is favorable for air removal.  

This study highlights a single aspect related to atmospheric gases in the thermal system. Effects on other 

components such as circulation pumps, fittings, solar thermal collectors, etc. are also to be expected. Temperature 

and volume flow sensors relevant to control and billing may also be affected.  

In any case, increased attention must be paid to the topic during design, commissioning and maintenance. Here, 

for example, VDI 4708-2 contains important information. It is necessary to always avoid the occurrence of  free 

gases. Care during commissioning and vacuum or membrane degassing can achieve this. For small systems, 

mobile vacuum degassers that are only used during commissioning and, if necessary, at maintenance dates can be 

an economical solution. Free gases can be easily detected with a “Gas Bubble Test” and thus the need for action 

can be evaluated. 

Furthermore, the research question is, whether the conclusions gained can be transferred to circuits with water-

glycol mixtures.  
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Appendix: Units and Symbols 

 

Tab. 3: Symbols, Abbreviations, Indexes 

Quantity Symbol Unit 

Heat transition 

coefficient 
𝑘  kW/K/m²  

Related heat transfer 

coefficient 
𝑘/𝑘𝑅𝐶   % 

Number of transfer units NTU - 

Pressure drop Δ𝑝  mbar 

Related friction pressure 

drop 
Δ𝑝f/Δ𝑝f,RC % 

Heat flow rate �̇�  kW  

Temperature T °C 

Log mean temperature 

difference 
Δ𝑇m  K  

Volume flow �̇�  m³/h 

Gas volume fraction or 

void fraction 
𝜀  % (v/v) 

volume fraction of 

accumulated gas in 

heat exchanger 

𝜀Hex  % (v/v) 

Operational 

characteristics of heat 

exchanger 

Φ  - 

Pressure loss coefficient 𝜁  - 

 

 

Quantity Symbol  

Reference circuit 1  

Test circuit 2  

Friction f  

Gas G  

Heat exchanger Hex  

Mean relative error MRE  

Reference case RC  

Test Case TC  

Total tot  

Volume fraction (v/v)  

Water W  
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Abstract 

Recent investigations of the heat transfer in a gas layer between parallel plates heated from below indicate that 
there is a convective flow also below the critical Rayleigh number of 1708 in the so-called conductive flow 
regime. Based on experimental investigations, a correction term is proposed in this study that better 
characterizes the heat transfer below the critical Rayleigh number. The aspect ratio of the insulating gas layer 
is identified as the dependent variable of the correction function, which has a significant influence on the flow 
regimes and thus the heat transport phenomena that occur. This paper presents collector efficiency curves of a 
glass collector. Taking into account the convective flow at the critical Rayleigh number, the Nusselt number 
is increased by about 23 % for an aspect ratio of 48. This leads to an increase of the collector efficiency by 
nearly 3 % for a temperature difference of 40 K between the collector fluid and ambient temperature, and more 
than 6 % for a temperature difference of 60 K.  

Keywords: heat transfer, convective heat transfer, conductive / postconductive regime, insulating glass, 
insulating gas layers, solar collector, calculation approach 

1. Introduction 
Aim of the presented investigation is to determine the heat transfer in inclined insulation gas layers, heated 
from below. The heat transfer in inclined gas layers is particularly important for standard flat-plate solar 
collectors as well as for novel insulating glass solar collectors.  

The transition point between conductive and convective heat transfer in inclined gas layers, characterized by 
the critical Rayleigh number Racrit, was already studied analytically and experimentally from the 1960s and 
following years. All known investigations assume pure conduction below the critical Rayleigh number, 
whereas already Hollands et al. (1976) describe a flow with deflections at the lower and upper end of the gas 
layer. 

However, measurements on solar flat-plate and insulating glass collectors show that heat losses are 
significantly higher than expected on the basis of pure heat conduction. For example, Bartelsen et al. (1993) 
and Föste (2013) showed deviations of up to 32 % between experimental and numerical data.  

Also, previous investigations with computational fluid dynamics (CFD) simulations show that the assumption 
of pure heat conduction up to Racrit is only valid for very large aspect ratios. The aspect ratio AR20 = L20/s20, 
as shown in Fig. 1, describes the ratio of the length L20 of the gas layer and its thickness s20.  

This paper presents experimental investigations of insulating glazing with different geometries and aspect 
ratios in the subcritical Rayleigh number regime. Further details can be found in Leibbrandt et al. (2022).  
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2. Heat Transfer in Enclosed Insulating Gas Layers Heated from Below 

Fig. 1 shows a scheme of the investigated setup, consisting of two parallel, plane glass panes (10) and (30) 
with a space in between filled with argon (20). The lower glass pane (30) is heated from below to induce a 
uniform temperature field T31(x,y). The aim of the investigations presented here is to determine the convective 
heat transfer coefficient h20,c in the gas layer between surfaces (13) and (31) at temperatures T13 < T31, see Fig. 
1. 

 

Fig. 1: Geometry and boundary conditions of the setup 

The heat transfer �̇�𝑄 between the two glass panes is determined by internal free convection and radiation. The 
heat transfer rate is 

�̇�𝑄 = 𝐴𝐴20 ⋅ ℎ20 ⋅ (𝑇𝑇31 − 𝑇𝑇13) (1) 

with the area A20 = L20 ⋅ B20 and the gas layer width B20. The total heat transfer coefficient h20 is the sum of 
the convective heat transfer coefficient h20,c and the radiative heat transfer coefficient h20,r: 

ℎ20 = ℎ20,𝑐𝑐 + ℎ20,𝑟𝑟. (2) 

The convective heat transfer coefficient h20,c is calculated from the Nusselt number Nu, which is specified for 
free convection as a function of the Rayleigh number Ra, 

𝑁𝑁𝑁𝑁 = 𝑁𝑁𝑁𝑁(𝑅𝑅𝑅𝑅). (3) 

The Rayleigh number is the product of the Grashof number Gr, which relates the buoyancy forces to the internal 
viscous friction forces, and material properties, expressed by the Prandtl number Pr.  

Hollands et al. (1976) developed the following Equation 4 from experimental investigations. The Equation 4 
is a function of the Rayleigh number and it is divided into three parts. The operator [...]+ = (|[...]| + [...])/2 elicits 
that only positive values of the argument are used, i.e. it eliminates the term if the argument is negative.  
Ra* = Ra⋅cos(𝜑𝜑) is also called modified Rayleigh number, where 𝜑𝜑 as the inclination angle, see Fig. 1. 

𝑁𝑁𝑁𝑁 = 1 + 1.44 ⋅ 𝐴𝐴 ⋅ [𝐵𝐵]+ + [𝐶𝐶]+ (4) 

with: 

𝐴𝐴 = 1 −
1708 ⋅ (sin(1.8 ⋅ 𝜑𝜑))

1
6

𝑅𝑅𝑅𝑅 ⋅ cos(𝜑𝜑)          𝐵𝐵 = 1 −
1708

𝑅𝑅𝑅𝑅 ⋅ cos(𝜑𝜑)          𝐶𝐶 = �
𝑅𝑅𝑅𝑅 ⋅ cos(𝜑𝜑)

5830
�

1
3
− 1 

The heat transfer is characterized by three flow regimes: 

• At lower Rayleigh numbers (Ra* < 1708) the conductive behavior dominates, since the flow 
velocities are very small. This flow regime is called conductive regime. 

• With increasing Rayleigh numbers (1708 < Ra* < 5830) the flow velocity increases and a 
monocellular basic flow develops. In this range of Rayleigh numbers, the regime is called immediate 
postconductive regime. 
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• With an even higher Rayleigh number (Ra* > 5830) the monocellular flow decays into a multicellular 
flow with several convection rolls. This flow type is called high Rayleigh number regime. 

The lowest heat transfer through the gas layer and thus the highest solar collector efficiency is reached for the 
distance s20,opt, that corresponds to a modified Rayleigh number of Ra* = 1708. For Ra* = 1708 the convective 
heat transfer is at its minimum.  

Preliminary 2D and 3D CFD simulations presented in Leibbrandt et al. (2018) found that the aspect ratio AR 
is an additional influencing parameter for the convective heat transfer coefficient in the gas layer for the same 
reference conditions as used in the experimental setup by Hollands et al. (1976).  

3. Experimental Investigations on Insulating Glazing 

The heat transfer through three different insulating glazings is measured in a guarded hot box according to EN 
12664 (2001) specifically conceived for measurements at temperatures up to 90 °𝐶𝐶 and variable tilted angles, 
see Fig. 2(a). The insulating glazings, Fig. 2(b), have the basic dimensions of 500 mm x 500 mm. The length 
of the gas layer is LExp = 480 mm. The layer thicknesses s20 varied between 10, 8 and 6 mm. It can be adjusted 
by using different spacers. The resulting aspect ratios are ARExp = 48, 60 and 80, respectively. 

Fig. 2: 2(a) Pictoral view of the test facility, 2(b) View of the insulating glazing in the test facility, 2(c) Detailed view of the 
temperature sensors position on the insulating glazing 

The temperature difference ΔTExp = T33 - T11 between the surfaces of the insulating glazing is measured with 
temperature sensors on the outer surfaces of the insulating glazing at the measuring points MP1 - MP7 on both 
sides of the insulating glazing, see Fig 2(c). The thermal resistance and the resulting equivalent thermal 
conductivity kExp (with the approach �̇�𝑞Exp = kExp/sExp ⋅  ΔTExp) are determined from the measured values. 

As boundary conditions for the experiment, the insulating glazing mean temperatures TExp = 20, 40, 60 and 
80 °𝐶𝐶 at ΔTExp ≈ 20 K are set (TExp = (T11 + T33)/2). For each specimen of insulating glazing, the measurement 
is carried out for tilt angles of 0, 20, 40 and 60°. 

With the measured heat flow rate q̇Exp and the measured temperature difference ΔTExp between the surfaces 
of the insulating glass, the total thermal resistance of the probe RExp can be determined. The total resistance 
RExp is the sum of the serial resistances of the glass panes RExp,10 and RExp,30 (with kGl and sGl) and the resistance 
of the insulating gas RExp,20: 

𝑅𝑅𝐸𝐸𝐸𝐸𝐸𝐸 = 𝑅𝑅𝐸𝐸𝐸𝐸𝐸𝐸,10 + 𝑅𝑅𝐸𝐸𝐸𝐸𝐸𝐸,20 + 𝑅𝑅𝐸𝐸𝐸𝐸𝐸𝐸,30 (5) 

The resistance of the gas layer RExp,20 results from the parallel resistances for free convection RExp,20,c and 
radiation RExp,20,r:  

1
𝑅𝑅𝐸𝐸𝐸𝐸𝐸𝐸,20

=
1

𝑅𝑅𝐸𝐸𝐸𝐸𝐸𝐸,20,𝑐𝑐
+

1
𝑅𝑅𝐸𝐸𝐸𝐸𝐸𝐸,20,𝑟𝑟

 (6) 

With the definition Ri = 1/(hi ⋅ A) and A = const., Equation 5 in combination with Equation 6 gives the 
determining Equation for the convective heat transfer coefficient. 

ℎ𝐸𝐸𝐸𝐸𝐸𝐸,20 = ℎ𝐸𝐸𝐸𝐸𝐸𝐸,20,𝑐𝑐 + ℎ𝐸𝐸𝐸𝐸𝐸𝐸,20,𝑟𝑟 (7) 

The radiative heat transfer coefficient hExp,20,r in Equation 7 is calculated with an emission coefficient of 
𝜖𝜖Gl = 83.7 % for the uncoated float glass panes. The Nusselt numbers 𝑁𝑁𝑁𝑁20 for the experimental data are 
determined according to the definition in Equation 8 
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𝑁𝑁𝑁𝑁20 = ℎ𝐸𝐸𝐸𝐸𝐸𝐸,20,𝑐𝑐 ⋅
𝑠𝑠20
𝑘𝑘20

 (8) 

with the experimentally determined convective heat transfer coefficient hExp,20,c, the gas layer thickness s20 and 
the temperature-dependent gas conductivity k20.  

Fig 3 shows the 𝑁𝑁𝑁𝑁20 numbers determined from the measurements as a function of the modified Ra* number. 
For horizontal plates and Ra* just above Ra*crit, the convective heat transfer coefficient exceeds the purely 
conductive one by more than 30 % (Nu20 = 1.33); for Ra* around 2400, Nu20 is already very close to the value 
given by Equation 4, with Nu20/NuHoll = 1.02. 

A measurement error analysis of all influencing variables with errors occurring during the measurement and a 
measurement error propagation results in a maximum uncertainty with respect to the experimentally 
determined Nusselt number Nu20 of ±12.9 %. Details of the measurement error analysis and supplementary 
figures with error bars can also be found in Leibbrandt et al. (2022). 

4. Recommended Relationship for the Nusselt Number below Racrit 

The investigations show, that also below the critical Rayleigh number Ra*crit there is a convective heat transfer 
in the gas layer. To describe the Nusselt number Nu20 for Ra* < 1708, a correlation is proposed as a quadratic 
function of the aspect ratio for 48 ≤ AR ≤ 80. It is derived from mean values of the Nu20 values for each aspect 
ratio. The resulting correlation is given in Equation 9: 

𝐷𝐷 =
𝑁𝑁𝑁𝑁20
𝑁𝑁𝑁𝑁𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻

= 𝐷𝐷2 ⋅ 𝐴𝐴𝑅𝑅2 + 𝐷𝐷1 ⋅ 𝐴𝐴𝑅𝑅 + 𝐷𝐷0 (9) 

with: 

D2 = 1.292⋅10-4,   D1 = -2.283⋅10-2   and   D0 = 2.035 

The correlation corrects the previous assumption of pure conduction for Ra* < 1708 in Equation 4, validated 
for 48 ≤ AR ≤ 80. Combining Equation 4 and 9 results in Equation 10: 

𝑁𝑁𝑁𝑁 = 𝑚𝑚𝑅𝑅𝑚𝑚 � 𝐷𝐷
1 + 1.44 ⋅ 𝐴𝐴 ⋅ [𝐵𝐵]+ + [𝐶𝐶]+ (10) 

The proposed correction to the Nusselt number describes convective heat transfer for small aspect ratios below 
the critical Rayleigh number. For an aspect ratio of 48, the relation yields a Nusselt number of about 1.23. Fig 
3 indicates the impact of Equation 10 on the Nusselt number compared to the Hollands et al. (1976) approach 
for 48 ≤ AR ≤ 80.  

 
Fig. 3: Experimentally determined data (symbols) and their mean values (black lines) in comparison to the approach 

according to Hollands et al. (1976) (blue line). AR = 48 (O), AR = 60 (X) and AR = 80 (□), red for 𝝋𝝋 = 0°, green for 𝝋𝝋 = 20°, 
blue for φ = 40°, and black for 𝝋𝝋 = 60° with Ra*=Ra⋅cos(𝝋𝝋). 

Measurement data above Ra* = 1708 are not accounted for the correction (small symbols). 
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5. Effect on collector efficiency 

A collector model is used to investigate the influence of the heat transfer coefficient h20,c modified with the 
correction function on the collector efficiency of an insulating glass collector according to 
Leibbrandt et al. (2018).  

The thermal collector model is developed as part of a research project and is described in 
Schabbach et al. (2018). In a thermal network with 34 temperature nodes, each node represents one isothermal 
subsurface of a component or an isothermal volume. A temperature difference between two nodes leads to a 
heat flow whose magnitude depends on the temperature difference as well as the thermal resistance between 
the nodes. All types of heat transfer, occurring in the solar collector, are considered in the thermal network 
(conduction, natural and forced convection and thermal radiation). The multidimensional thermal network is 
verified only in terms of the individual heat transfer resistances and the associated heat flows. It could not be 
validated by measurements due to problems in manufacturing the insulating glass collector. However, the 
method used for thermal modeling based on temperature nodes is validated on the example of standard flat-
plate collectors with collector measurements. The thermal model is used here only for estimating influencing 
parameters on collector heat losses and collector performance. 

Fig. 4 shows the influence of the heat transfer coefficient h20,c on the collector efficiency 𝜂𝜂. As shown in Fig. 
3, the experimentally determined Nusselt number below the critical Rayleigh number is at maximum 1.3, which 
also increases the value of the heat transfer coefficient in the range of about 30 %, so it is  
h´20,c = 1.3 ⋅ h20,c. The effects on the collector characteristics for an increase of the heat transfer coefficient h20,c 
by 10 % - 30 % are shown in Fig. 4. 

 
Fig. 4: Collector characteristics based on the thermal collector model with adapted heat transfer coefficients 

For an increase of the heat transfer coefficient h20,c by 30 % and a temperature difference between the collector 
fluid and the ambient air of 40 K the collector efficiency 𝜂𝜂 decreases by 2.7 % if the convective heat transfer 
in the so-called conductive flow regime is taken into account by the correction term as described in Equation 
10.  

If the temperature difference Tfluid - Tambient increases to 60 K, the deviation of the collector efficiency from the 
standard model due to the convection heat transfer, increases to about 6.4 %. Thus, the heat transfer correction 
is significant especially for high temperature differences.  

This results in a reduction of the stagnation temperature (𝜂𝜂 → 0) by about 5 to 6 K. 

6. Conclusion 

Experiments of an enclosed gas layer between two glass panes show that the heat transfer below the critical 
Rayleigh number Racrit is higher than the conductive heat transfer assumed so far. The investigations show that 
there is a convective share of the heat transfer in the gas layer also below the critical Rayleigh number.  
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For small aspect ratios (here 48), there is an increase of the heat transfer compared to pure conductive regime 
by 23 % for the examined conditions.  

To describe this convective heat transfer, a novel relationship is proposed for the Nusselt number as a function 
of the aspect ratio, but not a dependence of the inclination angle in the subcritical regime. In particular, the 
transition near and above the critical Rayleigh number should be examined in detail with further experimental 
investigations to improve the presented results. 

For a temperature difference between fluid an ambient of 60 K, the deviation of the collector efficiency from 
the standard model due to the convection heat transfer, increases to about 6.4 %, calculated with a thermal 
collector model. 
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Abstract 

The performance of a novel flat-plate water-based PVT (photovoltaic-thermal) module was experimentally 

investigated under different environmental conditions in Shanghai. A novel PVT module was. An experimental 

bed was implemented to investigated the performance of the module on heat collection, benefit for electricity 

generation, and pressure drop. Additionally, the temperature unevenness of the module was discussed. The 

results revealed that the PVT module can contribute a 12% benefit for electricity generation compared with 

PV module. Additionally, the intercept efficiency factor of the module could reach over 0.8, and the heat 

efficiency can reach over 45%. Meanwhile, the relation between temperature unevenness and dimensionless 

temperature was fit. 

Keywords: PVT, water-based, experimental investigation, temperature unevenness. 

1. Introduction 

Buildings, which offer indispensable facilities for human beings, consume about 40% of the global energy (Lin 

et al., 2021) and emit more than 30% of the global carbon dioxide (Costa et al., 2013). Meanwhile, the energy 

consumption and the carbon emission of the building section is expected to keep growing in the future (Ibn-

Mohammed et al., 2013). Renewable and sustainable energy, especially solar energy, is increasingly widely 

applied to buildings as a more energy-saving and low-carbon approaches to face with the energy crisis and the 

global warming.  

Solar energy technology can be roughly categorized into photovoltaic (PV) technology and solar thermal 

technology (Vassiliades et al., 2022). Thereinto, PV technology is widely accepted and applied in recent years 

due to the rapid progress in electrical efficiency (Gao et al., 2019; Zhao et al., 2008) and the reduction in the 

power generation costs (IRENA, 2018). 

The PV modules transfer solar irradiation received into heat in addition to electricity during operation, leading 

to the rising modules temperature and worsening electricity efficiency due to temperature effect (Dubey et al., 

2013). As some research reported, every 1 oC temperature increase will lead to 0.45-0.50% drop in relative 

efficiency (Siecker et al., 2017). Meanwhile, a high working temperature can also shorten the life span of PV 

modules. The PVT technology, which was first conceptualized by Wolf et al. (Wolf, 1976) in 1976, can serve 

to extract and reuse the waste heat and to lower the working temperature of PV modules by implementing a 

thermal absorber in the back side of the modules.  

After decades of research, the PVT technology has witnessed profound progresses, including innovation on 

designs and working fluids. The PVT modules can be mainly categorized into the following types with respect 

to different working fluid: air-based (Solanki et al., 2009), water-based (Shyam et al., 2015) and refrigerant-

based (Jouhana et al., 2016). Among these, the water-based PVT presents a satisfactory heat efficiency, better 

adaptability to large-scale system, and lower system complexity, resulting in its wide application. Aste et al. 

(Aste et al., 2015) reported a simulation, showing that the glazed water-cooling PVT could offer a thermal 

efficiency of 42% with an electrical efficiency of 13.2%. 

As a heat collector, the performance of the water-based PVT module can be evaluated from the aspect of heat 

efficiency, which is depended on the climate conditions (ambient temperature, irradiation intensity), the 

operation parameters (flow rate, inlet temperature), and the design parameters. UI Abdin et al. (UI Abdin et 

al., 2021) conducted a simulation on a parallel-shape sheet-and-tube water-based PVT module, reporting a 
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thermal efficiency varying from 32%~70% under different flow rates. Saeed et al. (Saeed et al., 2021) 

developed a water based PVT module, achieving a thermal efficiency varying from 38.8–43.1%. 

However, the temperature unevenness of water-based PVT modules is also an important factor. Yu et al. (Yu 

et al., 2019) reported a temperature difference above 20 oC for a roll-bond water-based PVT collector. Uneven 

temperature distribution in the solar cells (which is unavoidable because water is sensible-heat working fluid), 

like hot spot, will undermine the electrical performance and shorten the life span. Thus, the research on water-

based PVT should consider the temperature unevenness (or uniformity) as an essential factor. The object of 

this paper is to experimentally investigated the temperature uniformity besides other important electrical and 

thermal parameters of a novel water-based PVT module. 

2. System description and experimental setup 

Fig. 1 briefly illustrated the structure of the water-based PVT module investigated. The working fluid inside 

the tube absorbs waste heat generated in the PV cells through the tube-plate heat transfer structure behind the 

white plate. The insulation in the backside is made of foamed polyurethane, preventing the fluid from the heat 

dissipation. 

 

Fig. 1: The schematic diagram of the structure of the water-based PVT module. 

Fig. 2(a) presented the schematic diagram of the experimental rig testing the PVT module. Two different 

measuring points are set at the inlet and outlet of the PVT module to measure the temperature rise and pressure 

drops of the module. Thermostatic tank is used to keep the inlet temperature constant. The electricity sector, 

including MPPT (maximum power point tracer), accumulator, and load, is used to measure and to consume 

the electricity power. Additionally, five temperature sensors were distributed in different position between the 

thermal absorber and the insulation to measure the temperature difference of the PVT module (shown in Fig. 

3). The front view of the experiment rig was shown in Fig. 4. 

 

(a) The schematic diagram 
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(b) The front view 

Fig. 2: The experiment rig. 

 

 

Fig. 3: The locations of five temperature sensors. 

 

The field tests of the water-based PVT experiment system were conducted in a series of days from Oct. to Jan. 

in Shanghai. Besides the PVT module’s thermal performance, its electrical performance was also 

experimentally investigated in comparison with a single PV module to estimate its benefit on electricity 

generation. 

3. Results and discussion 

3.1 Mathematical model 

Apart from the electricity output, the PV cells convert part of the solar irradiation into heat: 

���� = (��)��(1 − ��)   (eq. 1) 

The heat dissipation from the PVT module to the ambient can be expressed by the following equation: 

�� = ��(�� − ��)   (eq. 2) 

where ��, �� refer to the temperature of the PV cells and the ambient air; ��, the heat loss coefficient, can be 

expressed by: 

�� =
�

�

�������
�
��

��

+
�

����
��
��

   (eq. 3) 

where ℎ�� , ℎ��  refer to the heat transfer coefficient of the convection and radiation processes; ���  is the 

thermal resistance between the PV cells and the heat absorber; L, k refer to the thickness and the thermal 

conductivity; the subscript g, b represent the glass cover and the back insulation, respectively. 
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The heat absorbed by the working fluid (water) is: 

� = ���� − ��   (eq. 4) 

The thermal efficiency is defined as: 

� =
�

���
  (eq.5) 

Besides the thermal efficiency, two other parameters, efficiency factor and the heat removal factors were 

defined and calculated to evaluate the thermal performance: 

Efficiency factor �′ and heat removal factor �� are defined as: 

�′ =
��(��)��(����)�����������

�
   (eq. 6) 

�� =
�[(��)��(����)���(������)]

�
  (eq. 7) 

where �� is the average temperature of the working fluid, ��� is the inlet temperature; �,� are the transmittance 

of the glass and the absorptivity of the PV cells, respectively.  

An excess temperature was proposed to comprehensively consider the module temperature and the irradiation: 

� =
�����

��(����)�
  (eq. 8) 

Another excess temperature, ��, was proposed as the ratio of the temperature rise of the fluid to the irradiation: 

�� =
�����

��(����)�
  (eq. 9) 

The temperature unevenness is defined as: 

∆= �� − ��  (eq. 10) 

where ��, �� refer to the lowest and the highest temperature recorded by the five temperature sensors. 

3.2 Comprehensive performance 

The field tests were conducted under two different levels of the mass flow rate of the water (1.3 kg/min and 

0.25 kg/min) in different days. 

Fig. 4 presents three different experiments in Nov. 26th, Jan. 1st, and Dec. 31st, respectively.  

(1) The experiment in Nov. 26th (Flow rate:1.3 L/min) 

As shown in Fig. 4(a), the experiment lasted from 10:03 to 14:30, within which the average ambient 

temperature was 18 ℃, and the average irradiation is 477 W/m2. During the experiment, the average 

temperature rise of the circulating water is 3.16 ℃, and the average electrical/thermal/overall efficiency were 

14.27%/35.24%/49.51%, respectively. Besides, the average module temperature is 34.9 ℃. The maximum 

value of the temperature unevenness during the experiment was 19.9 ℃, while the average value of that was 

16.0 ℃. 

(2) The experiment in Jan. 1st (Flow rate: 0.25 L/min) 

As shown in Fig. 4(b), the experiment lasted from 10:10 to 14:30, within which the average ambient 

temperature/solar irradiation was 10 ℃/414 W/m2. Compared with the experiment in Nov. 26th, the average 

temperature rise of the circulating water improved due to the smaller flow rate (from 3.16 ℃ to 5.77 ℃). 

However, the convective heat transfer within the tube was undermined by the decreasing flow velocity, which 

leads to lower thermal efficiency. The average electrical/thermal/overall efficiency of the PVT module were 

16.75%/14.29%/31.04%, respectively. Compared with the thermal efficiency of the PVT module with a flow 

rate of 1.3 L/min, that of the PVT module with a flow rate of 0.25 L/min decreased by 59.45%. Additionally, 

the maximum value of the temperature unevenness was 20.0 ℃, while the average value of that was 13.2 ℃, 

showed little difference from that of the PVT module with a flow rate of 1.3 L/min. 

(3) The experiment in Dec. 31st (Pure PV module) 

 
W. Liu et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1179



As shown in Fig. 4(c), the experiment lasted from 10:00 to 14:30, within which the average temperature is the 

same as that on Jan. 1st. During the experiment, the average electrical efficiency of the PV module is 14.90%, 

12.4% lower than the electrical efficiency of the PVT module on Jan. 1st, proving the electricity generation 

benefit of the PVT module. 

 

 

(a) Experiment in Nov. 26th 

 

(b) Experiment in 2022/01/04 

 
W. Liu et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1180



 

(c) Experiment in 2021/12/31 

Fig. 4: The experiment results. 

 

3.3 Thermal performance 

Besides the comprehensive performance, the thermal performance of the PVT module was specifically 

analyzed with reference to the flat-plate collector. Some important coefficients, such as efficiency factor, heat 

removal factor, and thermal efficiency were investigated to reveal their relation to heat loss coefficient or 

excess temperature based on a series of experiment results. Meanwhile, the relation of the temperature 

unevenness to the excess temperature was also investigated. 

Fig. 5(a) presents the relation between F’ of the PVT module and UL under different flow rate. The efficient 

factor decreases with the increasing heat loss coefficient to similar extend under different flow rate. The PVT 

module with a flow rate of 1.3 L/min has higher intercept efficiency factor (0.974) than that with a flow rate 

of 0.25 L/min (0.833), indicating higher flow rates leads to higher heat collection potential of the PVT modules. 

Fig. 5(b) presents the fitting results of FR-UL curves under different flow rate. These two curves present similar 

trend to the F’-UL curves. The intercept heat removal factors of the PVT module were estimated to be 0.939 

and 0.680 when the flow rate is 1.3 L/min and 0.25 L/min, respectively. 

Fig. 5(c) illustrates the relation between thermal efficiency and the excess temperature. The experimental 

results showed that, the thermal efficiency varied from 20% to 45% under different climate and operating 

conditions with the flow rate of 1.3 kg/min, while varied from 9% to 18% with the flow rate of 0.25 kg/s. The 

intercept thermal efficiency were expected to be 52.57% and 21.42% for PVT modules with flow rates of 1.3 

L/min and 0.25 L/min, respectively. 

Fig. 5(d) shows the relation between the temperature unevenness and the excess temperature. With the 

increasing excess temperature, the temperature unevenness increases. In a series of experiments, the 

temperature unevenness varied from 12 to 21 oC. The PVT modules with higher flow rate is estimated to have 

higher temperature unevenness. 
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(a) (b) 

  

(c) (d) 

Fig. 4: The thermal performance of the PVT modules. 

 

4. Conclusions  

In this paper, a novel water-based PVT module was manufactured and experimentally investigated. The 

thermal and electrical of the module was evaluated. The results suggested that the PVT module has satisfactory 

thermal efficiency and benefit on electricity generation. The relation between efficiency/heat removal factors 

and heat loss coefficient was fitted to comprehensively present its thermal performance. Meanwhile, the 

relation between temperature unevenness and excess temperature was also discussed. 
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Abstract 

A Compound Parabolic Concentrator (CPC) can direct incoming rays on an upper aperture to pass through a 

lower smaller aperture, giving a concentration ratio typically in the order of 4-5, depending on the acceptance 

angles of the CPC. The case for consideration here is for an absorber to be positioned inside the CPC, where a 

heat transfer fluid will circulate for heat absorption and further transport to a heat storage. Continuous solar 

tracking is to be avoided but tilting the concentrator 2-3 times during a day can be accepted. 

A 3D CPC is compared with a normal Parabolic Reflector (PR) for similar concentration ratios. The 

comparison is made using ray tracing, where the sun angle is scanned over the acceptance angles and the 

interceptions on a cylindrical absorber are compared between the two systems. For low concentration ratios, 

the performances of the two reflectors are comparable, with about 10% improvements in interception ratios 

with the CPC over the PR. The concentration ratios for a CPC are limited. For the PR, an optimum can be 

considered, between increasing the concentration ratio but at the cost of decreasing the interception ratios.  

 

Keywords: Compound Parabolic Reflector, ray tracing, optical efficiency, concentrating solar thermal, solar 

heat absorber  

1. Introduction 

Solar concentrators are lenses or reflectors which concentrates incoming solar rays on a large area (the 

aperture) onto a smaller area (the absorber). Solar concentration is in particular useful in solar thermal systems, 

where solar radiation is converted to heat. A range of direct heat collector systems are available for low 

temperature applications (typically flat panels or evacuated tube collectors for hot water systems). For higher 

temperature needs, typically, above 200 degrees C, concentrating solutions are required. 

Reflectors, or lenses, which converge solar rays onto an absorber, require solar tracking with accuracies 

depending on the concentration ratios of the system. The geometrical concentration ratio is defined as: 

𝐶𝑟 =
𝐴𝑖𝑛

𝐴𝑎𝑏𝑠
                                 (eq. 1) 

 

where 𝐴𝑖𝑛 is the aperture area for the incoming solar rays and 𝐴𝑎𝑏𝑠 is the area of the absorber. If the 

concentration ratio is high, the solar tracking must be accurate, as even small misalignments with the sun 

direction (often less than one degree) can shift the focal area away from the small absorber area. The range of 

sun angles where the incoming solar rays still terminate on the absorber can be called the acceptance angle. 

High concentration ratios then lead to small acceptance angles. 

When designing a concentrating system for solar thermal energy collection, the temperature requirements at 

the absorber needs to be balanced by the precision requirements of the solar tracking system. Although solar 

tracking solutions are available, there are cases where the demand for robustness excludes solar tracking 

systems. The question then is what level of performance can be achieved with a concentration system based 

on minimal requirements for solar tracking (e.g., 2-3 adjustments of a concentrator during a day). A CPC can 

potentially meet these requirements. 
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The aim is to achieve both high energy efficiency and high temperatures at a thermal absorber positioned at 

the focal area of a solar reflector. The temperature rise on the absorber due to the solar radiation is: 

 

𝜌𝐴𝑎𝑏𝑠𝛿𝑐
𝑑𝑇

𝑑𝑡
= 𝑃𝑎𝑏𝑠 − 𝑄𝑙𝑜𝑠𝑠              (eq. 2) 

 

An absorber shell with area 𝐴𝑎𝑏𝑠 (𝑚
2), thickness 𝛿 (𝑚), heat capacity 𝑐 (𝐽 𝐾𝑘𝑔⁄ ) and density 𝜌 (𝑘𝑔 𝑚3⁄ ) 

obtains a rate of change of temperature (𝑑𝑇 𝑑𝑡)⁄  due to the solar power onto the absorber 𝑃𝑎𝑏𝑠(𝑊), minus the 

thermal losses to the ambient and/or to a heat transfer medium at the absorber 𝑄𝑙𝑜𝑠𝑠(𝑊). With no optical losses, 

the power on the absorber is equal to the incoming solar power on the aperture of the concentrator. Optical 

losses are due to imperfect reflectivity on the concentrator surface, to rays not hitting the absorber as a result 

of surface irregularities and to the geometrical design of the concentrator system. The cases for analysis here 

are the geometrically based losses, the design aspects which leads to interception ratios less than one. The 

interception ratio, 𝜂 is defined as the ratio of the sun rays hitting the absorber to the incoming rays on the 

reflector opening. The power on the absorber then becomes: 

 

𝑃𝑎𝑏𝑠 = 𝑃𝑖𝑛𝜂 = 𝐼𝑠𝑢𝑛𝐴𝑖𝑛𝜂                     (eq. 3) 

 

𝑃𝑖𝑛(𝑊) is the sun power into the concentrator, 𝐼𝑠𝑢𝑛(𝑊 𝑚2⁄ )  is the sun intensity and 𝐴𝑖𝑛 is the aperture area 

of the concentrator. 

The temperature rise on the absorber then increases both with increasing interception ratios and concentration 

ratios (neglecting 𝑄𝑙𝑜𝑠𝑠 for simplicity). 

𝜌𝛿𝑐
𝑑𝑇

𝑑𝑡
= 𝐼𝑠𝑢𝑛

𝐴𝑖𝑛

𝐴𝑎𝑏𝑠
𝜂 = 𝐼𝑠𝑢𝑛𝐶𝑟𝜂         (eq. 4) 

                              

When designing a concentration system with relaxation on the tracking accuracy, a larger absorber gives less 

interception losses (higher 𝜂) and higher concentration ratios (𝐶𝑟). A smaller absorber may give higher 

temperatures, although overall lower energy efficiencies. 

The performances of two types of reflectors are presented in this study: a Parabolic Reflector (PR) and a 3D 

Compound Parabolic Concentrator (CPC). The comparisons are made using an in-house ray tracer named 

TraceIt, varying the solar angles and the concentration ratios (size of the absorber). A cylindrical shaped 

absorber was chosen, as this will be easier to encapsulate with a glass cover (for reduction of convective heat 

losses) than for a spherical shaped absorber. 

2. Parabolic reflector 

A parabolic reflector (PR) focus incoming parallel rays along the z axis, on a focal point f (m) from the base 

of the PR. The shape of the reflector is given by: 

 

𝑧 =
𝑟2

4𝑓
                                                 (eq. 5) 

 

For a two dimensional reflector (2D trough), r = x, and for a three dimensional reflector (3D dish), 𝑟 =

√𝑥2 + 𝑦2. The depth ℎ of the dish is related to the diameter of the dish, d, for a given focal length f  by (follows 

from geometrical considerations): 

 

ℎ =
𝑑2

16𝑓
                                               (eq. 6) 
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3. Compound Parabolic Reflector, CPC 

A CPC is the combination of two parabolic reflectors (PRs) as shown in Fig. 1. Early descriptions of CPCs are 

given in (Winston and Hinterberger, 1975) and (Rabl, 1976). A review of various applications of CPCs is given 

in (Tian et al., 2018). A particular CPC application for concentrating Photo Voltaics is provided in the review 

by (Parretta et al., 2003). 

 

 
Fig. 1: The CPC (Lwiwa and jørgen Nydal, 2022) 

The two parabolas are rotated and shifted opposite along the r axis, such that the focal point of one parabola is 

at the surface position of the other parabola. The parts of the parabola walls between the Aperture and the 

Opening constitutes the CPC. The magnitude of the rotation determines the half acceptance angles. Increasing 

the rotation gives larger acceptance angle but smaller concentration ratio (smaller 𝐴𝑖𝑛). The incoming rays 

with angles within the acceptance angles will go through the lower opening of the CPC for the 2D case (𝜂 = 

1). For the 3D case, where the surface results from a revolution around the z-axis, the interception ratio 

becomes less than one when the solar angles deviates from the symmetrical vertical case. 

 

By performing the rotation and the translation of the parabolas (Eq. 5), the following equation for the CPC 

results (Dai et al., 2011): 

 

 ((𝑟 + 𝑎)𝑐 + 𝑧𝑠)2 = 4𝑎(1 + 𝑠)(𝑧𝑐 − 𝑟𝑠 + 𝑎)                        (eq. 7) 

 

where 𝑐 = 𝑐𝑜𝑠𝜃𝑖, 𝑠 = 𝑠𝑖𝑛𝜃𝑖, 𝜃𝑖, =acceptance angle, a= radius of exit opening. The illustrations in Fig. 2(a) are 

for a=0.1, 𝜃𝑖= 15 degrees. 

     

(a): 3D CPC                                                                                          (b): 2D CPC 

Fig. 2: Schematic diagram of a 3D and a 2D CPC 
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4. Ray tracing 

Ray tracing is the tracing of the individual paths of rays passing through the optical system with the purpose 

of finding their distribution pattern on the surfaces of interest. Each ray starts from a point of origin (the sun) 

and is tracked as it intersects with surfaces. A reflective surface will reflect the ray onwards and an absorbing 

surface will terminate the ray. The base problem is to find the interception point 𝑃 ⃑⃑  ⃑ with a surface f (x, y, z) = 

0 for a ray with starting point 𝑆 ⃑⃑⃑   and with a direction unit vector 𝑑 . 

 

�⃑� = 𝑆 + 𝑢𝑑                                          (eq. 8) 

 

Inserting Eq. 8 on component form into Eq. 7 for the surface gives an equation for u, the distance from the 

origin of the ray to the interception point, (Jafrancesco et al., 2018) gives an overview of ray tracing programs.   

 

In this work, an in-house program has been used (TraceIt is programmed in C++, Qt, OpengGL) as this gives 

the flexibility for direct programming of needed functionalities, see a short description in (Nydal, 2014). This 

tool includes the 3D model view of the data where panels can be selected for translation, rotation or deletion. 

Tracelt gives the user options to set up different type of geometrical shapes (eg. cylinder, flat panels, spheres, 

parabolas, CPCs, Scheffler, light guides, lens) which can be defined as reflectors or absorbers. The sun is user 

specified (sun angle, density of sun points and direction). These functionalities are missing in other commercial 

ray tracing tools.  A screen capture of the program is shown in Fig. 3. 

 

 

Fig. 3: A screen capture of the Tracelt program 

Analytical solutions for u from Eq. 7 and Eq. 8 can be found for the classes of cylindrical, spherical, and 

parabolic surfaces as well as for the 2D CPC case. For the 3D CPC case, a bisect numerical solutions scheme 

was implemented. The results of the tracing can be exported for better graphical presentation than what is 

implemented in TraceIt, the result plots in this study are generated with Matlab. 

5. Cases for comparisons                               

The cases for consideration in this study is for a cylindrical absorber to be positioned inside the CPC (Fig. 4) 

and the PR, varying the absorber length and the diameter. 
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Fig. 4: Cylindrical absorber positioned inside the CPC for sensitivity analysis with changing diameter and length 

A CPC is compared with a normal Parabolic Reflector (PR) for the same concentration ratios (same openings 

of the two reflectors and same absorber area). Loops were programmed in TraceIt for scanning of sun angles 

and geometrical changes (length and diameter of the absorber). The interceptions on a cylindrical absorber are 

compared between the two reflectors. The cases are: 

 

▪ Reflectors: The CPC (acceptance angle 15 degrees) and Parabolic dish are used as reflectors. Aperture 

diameter=1.0 m  

▪ Absorber length. A cylinder with length L=0.3 m and diameter D= 0.15 m is shifted downwards with 

step size of 0.04 m 

▪ Absorber diameter. The diameter of a cylinder with length L=0.15 m is changed from D=0.1 m to 

D=0.2 m with step size of 0.02 m 

▪ The Sun is an array of rays where each ray has a starting point and a direction. A given sun size gives 

better control on comparisons between cases than Monte Carlo methods. In Monte Carlo methods, 

rays are selected randomly and the user has to apply simulation times which are sufficiently long to 

give converging results. With a fixed sun, the number of sun rays are the same for both cases, and 

comparisons can be meaningful also with relatively few sun rays.  The rays entering the reflector and 

the rays hitting the absorber determines the interception ratios. The applied sun dimension was a grid 

of 100x100 sun rays, with 0.02 m grid size of the sun ray density. This gives simulations with 10000 

rays and the sun extends over a 2x2 m square region. 

6. Qualitative comparisons  

Fig. 5(a) illustrates the geometrical extent of the first reflected rays from a line sun (a one dimensional array 

of sun rays). A line sun gives the equivalent behaviour of a 2D CPC and is easier to visualize than a swarm of 

3D rays. For incoming normal sun rays, the PR shows the rays passing through the focal point, whereas the 

CPC spreads the rays across the bottom area.  
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Fig. 5 (a):  CPC and PR with the same concentration ratio showing the line sun and sun rays when the sun is vertical 

For the maximum acceptance angle of 15 degrees, Fig. 5(b), the CPC focus the rays on the side of the reflector, 

which is according to the design principles of a CPC.  

 

Fig. 5 (b):  CPC and PR with the same concentration ratio showing the line sun and sun rays when the sun is tilted 15 degrees 

With sun angles double the maximum acceptance angle, shown in Fig. 5(c), both reflectors show very large 

spread of the rays. The spread will be even larger with the sun rays covering the whole aperture, but the line 

sun serves to give an indication of how far a cylindrical absorber should extend into the reflectors. 

 

Fig. 5(c):  CPC and PR with the same concentration ratio showing the line sun and sun rays when the sun is tilted 30 degrees 
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7. Sensitivity on absorber length 

A 30 cm long cylinder with 15 cm diameter was shifted downwards and out of the reflectors in steps of 4 cm. 

This means the ray tracing is made with a decreasing length of the absorber. At each absorber position, the sun 

is scanned over a range of acceptance angles, and the accumulated averaged interception is computed for each 

step in sun angle. This cumulative interception at a given angle is then a measure of how much of the incoming 

sun rays have hit the absorber during the change in sun angle from zero to the given angle. It gives an indication 

of how much total energy can be collected at the absorber during the period when the sun traverses from zero 

to the given angle.    

Fig. 6 shows the cumulative interception results for each position of the absorber. At sun angles normal to the 

reflectors, the interception is 1 for all absorber lengths. The upper curves are for the long absorber, and it is 

seen that a long absorber will accumulate more interceptions as the sun angles are increased from the zero 

position. As the absorber becomes shorter (as it is lowered out of the reflectors) the accumulated interception 

starts to decreases at earlier sun angles.  

The comparisons between the CPC and the PR shows that the CPC performs better than the PR for low solar 

angles, although the differences are quite small for large absorbers. For higher sun angles, the PR performs 

somewhat better than the CPC.  

We would often prefer small absorbers, in order to reach high temperatures at the absorber (high concentration 

ratios). At about 18 degrees sun angle, the total averaged interception for the smallest absorber is similar 

between the two reflectors. An optimal use of the CPC appears then to suggest reflector adjustments after 5-

10 degrees change in sun angles. When the sun angle has reached 15 degrees, about 50% of the rays have been 

absorbed, for both the CPC and the PR.  

The overall tendency is that the CPC and the PR can give similar interception values for sufficiently long 

absorbers (low concentration ratios). For shorter absorbers, the CPC performs better. The ray tracing also 

shows that the main illumination area for the CPC case is closer to the absorber base than for the PR case. 

 

 

Fig. 6: Cumulative interception on sun rays on a cylindrical absorber (L=0.3 m, D=0.15 m) which is shortened in steps of 0.04 m 

for each curve.  CPC (dashed) and PR (solid) 

In order to minimize the absorber surface, an absorber length of L=0.15 m was selected for sensitivity tests 

on changing the absorber diameter. 
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8. Sensitivity on absorber diameter 

A 15 cm long cylindrical absorber is positioned at the vertex of the CPC and the PR reflectors, and the diameter 

is changed in steps of 2 cm from an initial diameter 10 cm to the largest diameter of 20 cm. This gives a 

decrease in concentration ratios from about 14 to 6. Again, the solar angles are chosen to exceed the maximum 

acceptance angle (15 degrees) to see the effect of operating the CPC reflectors beyond the design regions as 

shown in Fig. 7.  

If the absorber is kept in a constant vertical position, the pipe connections to the heat transfer loop can be static, 

as the absorber will not move. Large absorbers naturally have higher interception values, all rays are captured 

for a larger range of sun angles from the vertical. However, smaller absorbers are required to obtain higher 

temperatures (higher concentration ratios) and the interception values for smaller absorbers decay faster as the 

sun angles are increased. 

The CPC is seen to perform better than PR at low solar angles, but somewhat worse than PR for higher solar 

angles, beyond the acceptance angle for the CPC.  

 

 

 

 

 

 

 

 

 
Fig. 7: Interception on cylindrical absorber with different diameters (0.1, 0.16, 0.2 m) and sun angles. a) and b) for absorber 

aligned with reflectors. 

The accumulated interception values are shown in Fig. 8, for the symmetric cases with the absorber parallel 

with the sun rays at zero sun angle. The values in the figure are the averaged total interception in the intervals 

from zero solar angle to the actual angle on the x axis. The CPC maintains higher average interception ratios 

as the solar angle increases, but eventually performs weaker at very large sun angles.  

 

   

Fig. 8: Accumulated interception for sun angles deviating from the normal incident. (a) PR (b) CPC 
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The relative difference in accumulated interception for CPC and PR is shown in Fig. 9. The comparison is 

taken for selected diameters: 0.1 m, 0.16 m and 0.2 m. The differences in the interception values are quite low 

for lower sun angles and increases up to a maximum of about 12% for sun angle at 15 degrees (acceptance 

angle for the CPC).   

 

  

Fig. 9: Relative difference between accumulated interception of CPC and PR 

9. Sensitivity on tilting the reflector 

If a reflector (PR or CPC) is left to accumulate energy on a cylindrical absorber without solar tracking, the 

interception values with the varying sun angles have been shown above, with sensitivities on absorber length 

and on absorber diameter. It shows how the interception values decrease with the sun angles and will come to 

zero for sufficiently large sun angles. The practical use of such systems would then require some changes in 

the reflector angle towards the sun at some regular time interval. A solar tracking system gives continuous 

movement of the reflector with the sun and can then be designed to provide high concentration ratios. The 

benefit with a CPC is less dependency on solar alignment, but at the cost of lower concentration ratios.  

As a test on the effect of tilting the reflectors on the interception ratios, the two reflectors were compared for 

a tilt angle of 15 degrees. This means that the absorber will be at an angle with the axes of the reflectors, and 

the case is no longer symmetrical as the sun angle vary. 

The interception results with tilted reflectors are seen in Fig. 10, with similar diameter changes of the absorber 

as before. The interception values are somewhat reduced and the curves are slightly non-symmetric around the 

normal sun angles. 
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Fig. 10: Interception on cylindrical absorber with different diameters (0.1, 0.16, 0.2 m) and sun angles. a) for PR tilted 15 

degrees b) for CPC tilted 15 degrees. 

10.   Conclusion 

Ray tracing is used for comparison of a Compound Parabolic Concentrator (CPC) and a Parabolic Reflector 

(PR) with similar apertures (opening diameter). The cases are motivated in the application of solar cookers, 

where a concentrator can heat a storage in the focal area without elaborate solar tracking methods. The 

sensitivity of the interception ratio on the length and diameter of a cylindrical absorber positioned inside the 

CPC and PR is evaluated. With the quite large absorber dimensions applied in this work (concentration ratios 

varying from 14 to 6), the differences between the CPC and the PR are quite small, the CPC shows up to 12% 

better averaged performance than the PR. The CPC can tolerate shorter absorber lengths than the PR, as the 

intersection locations on the absorber is closer to the absorber base than for the PR. The concentration ratio for 

a CPC is limited (when the reflector walls become vertical) while a PR can be optimized more freely, taking 

into account the balance between the interception ratio and the concentration ratio. 
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Abstract 

MorphoColor™ coatings were developed for application in solar thermal flat-plate collectors and their 

marketability was ensured in the project, "Color Collector - Concepts for Architecturally Adapted Collectors for 

Existing and New Buildings", which is funded by the German Federal Ministry of Economic Affairs and Climate 

Action (BMWK), funding code 03ETW007A. The project is coordinated by Fraunhofer ISE, which is co-

operating with Interpane E&B GmbH, Siko GmbH, THIEME GmbH & Co. KG and Fuchs Design GmbH as 

project partners.  

The influence of the color on the annual yield was minimized. The design possibilities shown in this article 

represent only a small portion of all possibilities. The first applications of MorphoColor™ collectors in Jenbach, 

Austria and Freiburg, Germany are currently being implemented and are being monitored by Fraunhofer ISE. 

Keywords: Building-integrated solar thermal, high-transmittance colored coating, design, performance, 

simulation, monitoring 

 

1. Introduction to MorphoColor™ technology 

The German government is aiming for a climate-neutral building stock by 2045. Architecturally integrated roof 

and façade collectors can make a significant contribution to the transformation of the energy system. For these 

architecturally integrated solar thermal applications, the design of the solar collectors plays a decisive role. With 

the MorphoColor™ technology, we present an approach that makes aesthetically valuable solar collectors with 

high efficiency feasible. 

The starting point for the development was a phenomenon that can be observed in the morpho butterfly. Its is 

distinguished by the strong blue coloration of its wings, which is produced by a 3D surface structure with lamellae 

on a nanometer scale. Inspired by this, glass panes with MorphoColor™ coatings were developed for use as 

collector covers. The color impression is created by an interference layer system on a glass substrate with a 

microscopically structured surface. For a description of the basic function of the MorphoColor™ layers, please 

refer to (Bläsi et al. 2021). The first application in solar thermal collectors is described by Wessels et al. (Wessels 

et al. 2021, 2021). 

The glass panes coated with MorphoColor™ offer very interesting properties for solar thermal collectors: 

 

• High solar yield (> 90% of clear glass) 

• Saturated colors  

• Anti-glare design 

• High angular stability of the color impression  

• Absorber almost completely invisible behind colored layer 

• Simple integration into collectors due to thermally pre-stressable coating 
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2. Angle-dependent spectral evaluations in reflection 

Angle-dependent reflectance measurements were carried out on MorphoColor™ coated, structured glasses by 

means of an Agilent Cary 5000 spectrometer and using the Universal Measurement Accessory (UMA). Both the 

angle of incidence and the angle of reflection can be varied within an azimuthal plane. Fig. 2 shows examples of 

reflectance spectra at different reflection angles θR for an angle of incidence of -30°. As can be seen in the 

schematic drawing in Fig. 2, all angles are defined relative to the normal to the glass sample. The spectra clearly 

show the narrow-band reflection peak characteristic of MorphoColor™ technology. The small spectral shift of 

the peak causes the colored appearance to remain very stable for different viewing angles. 

 

Fig. 2: Angle-dependent spectral data of a MorphoColorTM coated glass cover that is structured on one surface. The layer stack is 

located on the structured glass side and is designed so that the narrow reflection peak occurs at approx. 540 nm and thus looks 

green in reflection. 

 

3. Color measurements with luminance camera under outdoor conditions 

To visualize the appearance of MorphoColor™ solar collectors in real applications with complex environmental 

conditions, a demonstration collector was measured outdoors using a calibrated LMK color camera from the 

manufacturer, TechnoTeam. As also shown in the schematic of Fig. 1, the coated structured side of the glass cover 

is oriented towards the inside of the collector. The outside of the glass is not textured. Fig. 3 shows the resulting 

colors from different viewing angles in front of the west-facing collector. Photographs were taken both when the 

sky was clear (clear sky) and when it was overcast (overcast). In both cases, the sun was in the southwest. 

Comparing the colors under the different conditions shows clear differences. In the case of the clear sky, the direct 

reflection in the northwest results in significantly brighter colors than in the southwest, where the observer has 

the sun behind him. In the case of overcast skies, the colors appear much more homogeneous in terms of brightness 

due to the diffuse illumination. Looking not at the brightness but at the color tone, both sets of environmental 

Cover glass with coating 

Insulation 

Absorber 

Fig. 1: Schematic illustration of a collector with a MorphoColorTM 

glass cover 

 
S. Mehnert et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1196



 

 

conditions show very good angular stability. The color remains green and it is only at very large viewing angles 

that a tendency to shift towards gray tones becomes visible. 

 

Fig. 3: Color measurements with a luminance camera under outdoor conditions. The MorphoColorTM solar collector sample was 

located vertically on a west-facing façade. The camera was located along the perimeter of a horizontal half-circle centered at the 

center of the sample. 

Using a synchronized spectral weather station, both the sky and the direct irradiation of the sun were monitored 

in terms of their intensity and spectrum during the measurements. The combination of these data with the color 

data can be used in further work to calibrate and validate material models. These could be used to create a 

visualization tool. 

4. Solar collector performance evaluation 

With the aim of quantifying the performance and yield reduction of the MorphoColor™ solar collectors compared 

to a standard flat-plate collector (reference), the performance was characterized according to EN ISO 9806:2018, 

as well as the gross annual yield being simulated using ScenoCalc for different locations and collector mounting 

angles. 

5. Efficiency curves of MorphoColor™ solar collectors 

The efficiency curve of a reference collector with clear, uncoated glass was determined using the solar simulator 

of the TestLab Solar Thermal Systems at Fraunhofer ISE. The clear, uncoated glass cover was then replaced with 

MorphoColor™ coated and structured glass in the colors, blue, green, red, gold and grey and the conversion factor 

η0 was determined in each case. To exclude influences on the determination of the conversion factor, the test stand 

configuration remained unchanged. The efficiency curves determined are shown in Fig. 4, normalized to the 

reference collector. The comparison of the characteristic curves shows that for the colors blue, green, and red, the 

reduction of the collector efficiency is in the range of 10 percentage points. This was one of the project goals and 

the result is consistent with the optical characterization of the MorphoColor™ glass panes. 

 
S. Mehnert et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1197



 

 

 

Fig. 4: Efficiency curves of the MorphoColorTM solar collectors, normalized to the reference collector. 

6. Angle-dependent solar transmittance curves of MorphoColor™ glasses 

The direct-hemispherical solar transmittance (Tdir-hem_sol) of MorphoColor™ glass panes in the five colors 

mentioned above and the glass cover of the reference collector were measured at different angles of incidence (cf. 

Fig. 5). 

 

Fig. 5: Angular dependence of the direct-hemispherical solar transmittance (Tdir-hem_sol) for five MorphoColorTM glass covers 

in different colors and the original glass cover of a SIKO solar collector 

Angle-dependent "calibration curves" for each MorphoColor™ glass pane were calculated from the ratio Tdir-

hem_sol_Morpho to Tdir-hem_sol_reference.  Multiplying these "calibration curves" by the IAM (Incidence 

Angle Modifier) curve for the reference collector leads to theoretical IAM curves for collectors covered with 

MorphoColor™ glass panes. The result shows no significant influence on the IAM result of collectors with 

MorphoColor™ glass panes for the Morpho coatings shown here. Compared to the reference, all coatings show 

increased IAM values. In particular, this can be observed in the range of incidence angles from 30° to 65°, which 
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leads to the expectation of a positive influence on the result of the annual yield simulations (cf. Fig. 6). 

 

Fig. 6: Incidence Angle Modifier (IAM) of the MorphoColorTM solar collectors, normalized to the reference collector. 

7. Acceptance of diffuse irradiance of MorphoColor™  solar collectors 

The acceptance of diffuse irradiance Kd of the MorphoColor™ solar collectors and the reference collector were 

determined based on the theoretically determined IAM with the metrologically determined efficiency curves. The 

method used to determine the diffuse radiation acceptance is described in (EN ISO 9806:2018) and assumes an 

isotropic distribution of the diffuse irradiance over the sky hemisphere. The influence of the MorphoColor™ 

coating on the acceptance of diffuse irradiance of the MorphoColor™ solar collectors is shown in Fig. 7 

normalized to the reference collector. The MorphoColor™ solar collectors show a slight increase in the acceptance 

of diffuse irradiance compared to the reference collector. 

 

Fig. 7: Diffuse radiation acceptance of the MorphoColorTM solar collectors, normalized to the reference collector. 

8. Gross annual yield of MorphoColor™ solar collectors 

Based on the performance parameters of the indoor performance test, the theoretical IAM curves and the 

acceptance of diffuse irradiance, gross annual yield simulations were carried out using ScenoCalc. In addition to 

the tilt angles as a function of latitude, which were used in the context of collector certifications, all simulations 

were also carried out for vertical orientation of the collector. The simulations are based on constant collector 

operating temperature levels of 25°C, 50°C and 75°C. It is therefore assumed that the collector always operates 
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at the same temperature level throughout the year. The mass flow rate is fixed at 72 kg/m²h. Also, no energy 

demand profiles are considered within the ScenoCalc simulation. The total energy produced over the course of 

the year is accumulated in the result to give the gross annual yield. ScenoCalc does not take capacitive effects into 

account. The result of ScenoCalc therefore does not show the expected performance of the collector in a real solar 

thermal system but is particularly suitable for comparing the annual yield of different collector variants based on 

the performance parameters and the IAM curve.  

The gross annual yield of the MorphoColor™ solar collectors is shown for the locations, Würzburg, Stockholm, 

Davos and Athens, both for the standard tilt angle and for vertical orientation normalized to the reference collector 

(Figure 8 to Figure 11). The differences between the results for the individual locations are marginal. If the tilt 

angle of the collector corresponds to the latitude minus 10°, yield reductions result which are between 6 to 10 %-

points at the fluid temperature of 25°C and 13 to 20 %-points at the fluid temperature of 75°C for the colors blue, 

green and red. The colors gold and grey show somewhat higher yield reductions due to the more complex layer 

structure. A similar picture emerges when the collector is set up vertically. Here, the yield reduction due to the 

use of the respective MorphoColor™ glass at the fluid temperature of 25°C is in a range of 5 to 10 %-points and 

at a fluid temperature of 75°C, is between 14 and 27-%- points. The reason for the greater influence when the 

collector is installed vertically is the reduced duration with high irradiatiance. 

 

Fig. 8: Gross annual yield of MorphoColorTM solar collectors, normalized to the reference collector at the Würzburg site. Right, 

collector tilt angle = latitude -10°. Left, collector tilt angle = 90°. 

 

Fig. 9: Gross annual yield of MorphoColorTM solar collectors, normalized to the reference collector at the Stockholm site. Right, 

collector tilt angle = latitude -10°. Left, collector tilt angle = 90°. 

 

Fig. 10: Gross annual yield of the MorphoColorTM solar collectors, normalized to the reference collector at the Davos site. Right, 

collector tilt angle = latitude -10°. Left, collector tilt angle = 90°. 
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Fig. 11: Gross annual yield of the MorphoColorTM solar collectors, normalised to the reference collector at the Athens site. Right, 

collector tilt angle = latitude -10°. Left, collector tilt angle = 90°. 

 

9. Marketability of MorphoColor™ solar collectors 

To increase design freedom in the architectural integration of solar thermal energy as well as to ensure the 

marketability of MorphoColor™ glass, the goal was to achieve simple exchangeability of MorphoColor™ glass  

with the transparent covers of flat-plate collectors that already had a Solar KEYMARK certification.  

The simplified process for the certification of collectors with MorphoColor™ glass is shown in Fig. 12. Note: The 

prerequisite is an existing Solar-Keymark certification of a flat-plate collector. 

 

Fig. 12: Process flow for Solar Keymark certification when replacing the transparent cover of a certified flat-plate collector by 

MorphoColorTM glass. 
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Summary 

This paper proposes a Hardware-in-the-Loop (HiL) simulation architecture incorporating Internet of Things 

(IoT)-enabled communication using Message Queueing Telemetry Transport (MQTT), a lightweight protocol, 

making distributed messaging possible. The communication procedure between TRNSYS, BCVTB and Matlab 

as the simulation part and LabVIEW as communication node to the hardware of the real system, is described. 

Three different HiL test approaches have been compared and the selection of representative days using k-means 

clustering is depicted, incorporating space heating demand and weather conditions. Results from applying the 

HiL framework on a parallel solar heat-pump system with emulated covered PVT collectors, show acceptable 

differences in the collector output temperature and the thermal power output between simulation and hardware. 

These are found to be caused by time delay in the communication and dynamic limits of the volume flow control 

in the PVT collector circuit.  

Keywords: HiL, PVT, simulation, MQTT, IoT, TRNSYS, MATLAB, LabVIEW 

1. Introduction 

Hybrid photovoltaic-thermal (PVT) collectors represent a compact solution, converting solar energy in thermal 

and electrical energy, where installation area is limited but solar supported heating is desired or necessary. PVT 

provide an alternative heat source for heat pump (HP) systems especially in urban regions with high building 

density where air source heat pumps come close to their limits regarding legal requirements in relation to noise 

emissions. Therefore, testing PVT systems in different application scenarios (e.g. as additional energy source in 

fossil fuel driven heating systems or as heat source for heat pump systems) is important to figure out the potential 

of reducing fossil fuels consumption or electrical grid demand. 

To cope with the fluctuating nature of renewable energy sources and the complexity of modern building energy 

systems, modeling and simulation studies offer an efficient way for scenario research, like accounting for 

different locations, weather conditions and building standards. Further they allow for system design and analysis 

of the systems dynamic behavior in different concepts, as presented in Hadorn (2015) and Frank et al. (2010) or 

building energy supply systems. 

Hardware-in-the-Loop (HiL) approaches offer a high degree of freedom in testing. A HiL simulation combines 

computer simulation with a separate hardware testbed acting as an embedded system. The HiL approach is cost 

effective and allows to investigate the performance of a complete system or system components. It is especially 

useful for rapid control prototyping and validation. 

In previous works, Jonas et al. (, 2019) developed a PVT model in the TRNSYS simulation tool (TRNSYS, 2020). 

In this contribution, the authors have developed a networked HiL framework in the solar laboratory at htw saar 

that emulates PVT collectors and integrate them into a complete solar heat pump (SHP) building energy system 

with hydraulic circuit, thermal storage tank and battery storage system. The system concept, which is under 

consideration in this contribution, is a solar ground source heat pump system with connection of the PVT 

collector to the thermal storage tank in parallel to the heat pump (SGSHP-P). Space heating (SH), domestic hot 

water (DHW) and domestic electric power (DEP) demand profiles have been generated from simulation data of 

the corresponding system using the TRNSYS model library SHP-SimLib (Jonas, 2023) for a single family 

household with an annual heat demand of 45 kWh/m² (SFH45) in Strasbourg. 
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The HiL architecture designed in this work contains TRNSYS as simulation tool, Building Controls Virtual Test 

Bed (BCVTB) (Wetter et al., 2008) as middleware for real-time simulation and communication between 

TRNSYS and MATLAB (MATLAB, 2017) using Berkeley Socket Distribution (BSD) socket connection. 

MATLAB provides network communication to LabVIEW (Bitter et al., 2018), which acts as software interface 

to the real system testbed. In addition to acting as a software interface, BCVTB also guarantees real time 

synchronization of the simulation and the data acquisition and control tools in the testbed. 

The paper is structured as follows: following Section 2 explains the system model incorporating the PVT collector 

in the simulation software TRNSYS as a use case for the HiL simulation platform. In Section 3 identification of 

representative days of a year for SHP system analysis is described. Section 4 discusses the Hardware-in-the-Loop 

framework and network communication using Internet-of-Things (IoT) messaging protocol Message Queuing 

Telemetry Transport (MQTT) in detail and in Section 5 key performance indicators are defined and results are 

discussed. 

2. PVT collector system model  

The simulation model has been created in TRNSYS (2020). It is part of the SHP-SimLib from Jonas (2023) and 

includes the developed TRNSYS Type 835 of a PVT collector (Jonas et al., 2010). The complete model can be 

subdivided into four sub models (cf. Fig. 1): 

• PVT 

• Weather 

• MATLAB interface 

• Output 

In the PVT sub model, the collector model TRNSYS Type 832 (Haller et al., 2014) calculates the thermal collector 

output, where the mean fluid temperature influences the electrical power output, which is calculated in TRNSYS 

Type 835. Type 31 considers thermal energy losses in the inlet pipe to the collector with ambient temperature as 

an average of room and outside temperature. A two-point hysteresis controller controls the collector circulation 

pump with a constant volume flow. As input signals it needs the current temperatures in the DHW and SOLAR 

zone of the storage tank.  

In the weather sub model, weather data for Strasbourg was generated by Meteonorm (2009). Here, long 

wavelength radiation downwards from sky to the collector plane will be calculated using the fictive sky 

temperature. 

The MATLAB interface is realized by using BCVTB as middleware. Type 6666, provided by the TRNSYS 

vendor Transsolar, enables TRNSYS to send and receive data to and from MATLAB.  

The calculated powers will be integrated over time and the resulting energies will be written to output files. 

 

 
Fig. 1: TRNSYS PVT collector system simulations model  
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3. Choosing Representative Test Days 

Within the last few years, several HiL test methods have been established for testing a SHP system, which will 

be described in this section. It should be noted that none of the examined methods could be completely adopted. 

Instead, a standalone test procedure was developed and described briefly. The common approach among the 

methods is the installation and testing of the system in a laboratory test bench or emulation in real time if some 

of the components are not installed and, mainly because of economic reasons, the choice of a set of representative 

days of a year. The selection of these days is still a critical step in the procedure, refer to Menegon et al. (2017). 

All methods describe a short test cycle and an emulation of boundary conditions. This can be a 6-day test cycle 

or, less often, a 12-day test cycle. 

Among the existing HiL test methods, following three methods have been taken under consideration: 

• Concise Cycle Test (CCT) 

CCT is a dynamic test method developed at the Institute of Solar Technology, Rapperswil, Switzerland 

(SPF) for testing systems for heat supply. The method describes a six-day test cycle in which an entire 

building is supplied with heat. The results should provide information about the performance data of an 

entire year by extrapolation (Haberl and Haller, 2018). 

• Prescribed Load Performance Extrapolation (PLPE) 

PLPE is a test procedure that can be applied to several locations. The locations used so far are Bolzano 

(Italy), Zurich (Switzerland), Gdansk (Poland) and Rome (Italy). For all locations, weather data from 

Meteonorm have been used, while demand for SH and DHW vary depending on the locations. As with 

CCT, a room temperature of 20 °C is specified and a two-storey single-family house with an area of 

180 m² is simulated (Menegon et al., 2017). 

• New Materials and Control for a next generation of compact combined Solar and heat pump systems 

with boosted energetic and exergetic performance (MacSheep) 

As part of the EU research project MacSheep (Haberl et al., 2015), a method was developed, with the 

intention to harmonize the test procedure of SERC and SP (both Sweden), INES (France) and the SPF 

(Switzerland). In the test bench, energy storage, auxiliary heater, all devices for SH and DHW 

preparation, all devices related to the solar circuit, pumps and pipe connections, controllers, and 

temperature sensors are considered for evaluation. 

The simulation is based on EN ISO 13790-2008 considering a single family house based on the 

International Energy Agency (IEA) Solar Heating and Cooling Programme (SHC) Task 44 / Heat Pump 

Programme (HPP) Annex 38 (IEA SHC, 2013) with a heating energy requirement of 45 kWh/m²a 

(SFH45) for a test period of 6 and 12 days, not taking into account an electrical load profile. As reference 

location, Zurich has been chosen and weather data has been simulated with TRNSYS using weather 

dataset from Meteonorm. Tests will be done with criteria of CCT (e.g., preconditioning of the storage 

tank). 

 

The test methods differ in the following points (Menegon et al., 2018): 

• Choice of test sequence 

• Definition of load profiles 

• Emulation of the components which are not installed in the test bench 

• Extrapolation of seasonal performance factors on other climates 

• Application of climate data and load profiles  

 

While MacSheep only slightly differs from the CCT method, PLPE is a completely new approach when it comes 

to the heat distribution and choice of weather data for the test. 

Unfortunately, neither MacSheep nor PLPE describe a DEP consumption. CCT is the only available recent 

method, which presents a DEP load. The total DEP demand is of a high interest in a household with a SHP system, 

especially in the context of a Smart Grid. 

CCT in the latest version (Haberl and Haller, 2018) uses an optimized ambient temperature and irradiation in the 

test sequence with the aim to match the annual demand after extrapolation. However, as of the latest versions of 

those procedures, the weather file is modeled according to the space heating demand of the simulated and 

emulated building, which is not the case in our approach. 

In this approach the SH demand profile generated in TRNSYS and applying the k-means clustering algorithm in 

MATLAB, six representative days have been determined. These are selected in such a way that they are nearly 
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corresponding to the nominal SH demand value of 45 kWh/m²a (SFH45). From the identified clusters, days 4 

and 2 are chosen in such a way that the former has a high ambient temperature at a high irradiation and the latter 

has a high ambient temperature at low irradiation. For the six representative days determined, this results in a 

total SH energy demand of 111.64 kWh, which corresponds to an annual energy demand of 6791.4 kWh after 

multiplication with 365/6, respectively 48.5 kWh/m²a for a SFH45 reference building with a heated living area 

of 140 m². 

When selecting the days, the global horizontal irradiation and the ambient temperature were determined in such 

a way, that these days reflect the different weather conditions of the whole year.  

The days of the matching sequence are 41, 101, 111, 272, 321, 331 and are listed in Table 1 with corresponding 

SH demand and weather conditions. 

Tab. 1: Identified representative Days of the year, corresponding date and number of days in the year 

No. Number of 

Representative Day 

of the Year 

Corresponding Date 

of the Year 

Daily Space Heating 

Energy [kWh] 

Weather 

Characteristic of the 

Day 1),2) 

1 41 10.02. 39.93 GHI: high ;AT: low  

2 101 11.04. 0 GHI: variable; AT: high 

3 111 21.04. 2.3 GHI: low; AT: low 

4 272 29.09. 0 GHI: high; AT: high 

5 321 17.11. 39.15 GHI: low; AT: low 

6 331 27.11. 30.26 GHI: high; AT: low 

   111.64  

1) GHI: Global Horizontal Irradiance (high: > 600 W/m², low: < 600 W/m²; variable: > 600 W/m²) 
2) AT: Air Temperature (low: (< 15 °C, high: > 15 °C) 

4. Hardware-in-the-loop framework 

In this section, the development of the networked Hardware-in-the-loop framework will be described in detail. 

The HiL architecture incorporates TRNSYS as simulation tool, BCVTB as middleware for real-time 

synchronization and communication between MATLAB and LabVIEW that acts as software interface to the real 

system testbed. Messaging between MATLAB (simulation) and LabVIEW (real system) is established using 

MQTT. The developed HiL test bench allows to perform component specific test procedures on the one hand as 

well as dynamic tests of the complete SHP system, where different thermal and electrical sources and loads can 

be emulated. 

Thermal and electrical demand profiles (SH, DHW, DEP) have been generated through simulation of the SGSHP-

P system in TRNSYS using the defined boundary conditions of IEA SHC Task 44 / Annex 38. Here Strasbourg 

as location with corresponding weather conditions and a single-family household (SFH) with nominal annual 

space heating demand of 45 kWh/m² (SFH45) was applied. The results are converted to CSV file format and 

directly loaded by LabVIEW and applied to the real system.  

Whole the load demand profiles are independent from the current state of the reals system, the PVT simulation 

model depends on the current states in the test bench, due to the input volume flow rate and input temperature 

from the storage tank in the real system to the PVT collector in the simulation model. 

The HiL architecture uses MQTT communication protocol, which is a lightweight, open and simple messaging 

protocol, ideally applicable for distributed communication, transmitting data between multiple, resource-

constrained devices having low bandwidth and low power requirements. Therefore, an appropriate application is 

transmission of sensor data in poor quality networks. MQTT runs in the application layer, over the TCP/IP layers 

that provide a lossless and bidirectional transmission of any type of data. It is a client-server messaging protocol 

that encapsulates the one-to-many message distribution of the publish-subscribe model into TCP/IP, making it 

suitable for use in Machine-to-Machine (M2M) communication and the Internet-of-Things (IoT) architecture, 

where lots of devices and sensors are connected across the Internet.  

The one‐to‐many architecture is highly suited to control, where a single message to a single channel, called topic, 

could be used to control many thousands of devices at once. 
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The publish-subscribe model involves multiple clients with each other, without having any direct connection 

established between them. All clients communicate with other clients via a central server, called broker. It routes 

the messages to the appropriate subscribing clients. 

As mentioned before, MQTT operates on a channel-wise communication, meaning that it operates on a 

hierarchical ‘topic’ structure so that systems can be logically grouped based on application requirements. For 

example, devices can be grouped into areas in relation to the connected infrastructure, as electrical or thermal 

subsystem in a residential energy system. Topic subscriptions can include wildcards so that a variety of advanced 

data filtering can be utilized. For example, a device can subscribe its specific control topic and publish on a 

specific sensor topic, while the controller subscribes all sensor topics easily through wildcard in the sensor layer 

in a hierarchical structure. Due to the use of TCP, MQTT connections can be made inherently secure using 

TLS/SSL, while additional security can easily be added to MQTT systems using authorization servers for publish 

or subscribe requests.  

MQTT has been ratified as an OASIS (Organization for the Advancement of Structured Information Standards) 

standard in October 2014 (OASIS Standard, 2014) and 2016 as an ISO/IEC 20922 standard (ISO/IEC 

20922:2016, 2016), which guarantees consistency across implementations. It has built‐in Quality of Service 

(QoS) mechanisms, which can guarantee message delivery from client to broker, or vice‐versa: Depending on the 

QoS level, communication data increases from QoS 0 to QoS 2  

• QoS 0: a message is delivered at most once, without an acknowledgement.  

• QoS 1:  a message is delivered at least once but duplicates can occur.  

• QoS 2:  a message is delivered exactly once.  

QoS is important because it enables to manage the network quality by controlling the protocol overhead when 

connection problems occur or bandwidth is low. In our contribution, where the amount of transmitted data is 

comparatively low, we use QoS 2 to ensure message delivery only once. Mosquitto (Light, 2017) is used as 

MQTT broker (server) and running on a raspberry pi embedded system. 

The HiL architecture we implemented is based on a decentralized communication infrastructure and has some 

advantages compared to a centralized implementation: 

• HiL simulation can run on different computers in the local area network (LAN). As in our work, we run 

the simulation with MATLAB as one client on one computer (PC1) and LabVIEW as second client and 

interface to the test bench on another computer (PC2). Therefore, it is also possible to run simulation via 

remote connection over longer distance from the test bench in a wide area network (WAN). 

• In general, any simulation software or algorithm can be used that can handle received data and transmit 

the data in the appropriate format. 

• MQTT protocol and its topics allow a hierarchical message structure depending on the system design, 

e.g. \thermal system\heat pump\power consumption or \electrical system\PVT\power production. This 

allows an efficient message handling, where devices can subscribe and publish only their specific data. 

For example, where MATLAB receives only data from LabVIEW of topic \HiL_PVT\L2M and 

LabVIEW from MATLAB of topic \HiL_PVT\M2L, it is useful, that an additional database client 

receives data from all topics using a wildcard \HiL_PVT\#. 

• The extension of the system (sensors and actuators) in future works can be easily realized by installing 

MQTT enabled devices as provided now by leading manufacturers of instrumentation products. 

• The Last Will and Testament feature of MQTT provides a way for clients to respond to ungraceful 

disconnects in an appropriate way. If a client has been disconnected in an improper way the broker sends 

a predefined message to all the clients. This could help to set the system in a safe state. 
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Fig. 2: Hardware-in-the-loop framework (top layer: main architecture of the software tools and communication, middle left: 

BCVTB model, middle right: LabVIEW visualization of the solar heat pump testbench, bottom left: TRNSYS model of PVT 

collector, bottom right: electrical heater for thermal power output emulation of PVT collector) 

In Figure 2, the architecture of the HiL simulation is visualized, showing the software, networked interconnection 

with MQTT topics, BCVTB model, LabVIEW visualization of the SHP system, TRNSYS model of the PVT 

collector subsystem, and the heating system, which emulates the thermal power output of the simulated PVT 

collector. 

In the HiL framework, MATLAB acts as a master to control the simulation entry point. Users start both software 

endpoints, MATLAB and LabVIEW. After starting MATLAB, it waits, until it receives the first message from 

LabVIEW, where the considered date and time is given. MATLAB then writes the TRNSYS deck-file with new 

start date and starts the BCVTB model via command line. BCVTB initializes the TRNSYS model and 

corresponding MATLAB script in a separate process.  

The simulation time step in TRNSYS is 20 seconds (dtRT) and the cycle time step in LabVIEW is 10 seconds 

(dtLV), where all sensor values will be measured and send via MQTT and actuator values will be received and set. 

BCVTB stops execution of the simulation after each simulation time step until a real-time timer has fired. 

Therefore, LabVIEW will only transfer and receive at each second time step of the LabVIEW program loop 

messages from and to MATLAB. In case, LabVIEW will not receive any data it will do no change in the control 

(cf. Figure 3).  
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Fig. 3: Visualization of software timing schedule during Hardware-in-the-Loop simulation  

In the TRNSYS model of the PVT collector system, outlet fluid temperature (𝑇𝑃𝑉𝑇,𝑜𝑢𝑡,𝑠𝑖𝑚), thermal (�̇�𝑃𝑉𝑇,𝑠𝑖𝑚) 

and electrical (𝑊𝑒𝑙,𝑃𝑉𝑇,𝑠𝑖𝑚) power outputs are calculated under the given weather conditions also calculated in 

the simulation. Beside this, control of the PVT collector circulation pump has been implemented in the simulation 

model. The control signal (𝑠𝑃𝑉𝑇,𝑠𝑖𝑚), whether solar circulation pump is switched on or off is also an output signal. 

On the other side, LabVIEW provides four measured values as input signals to the simulation. Temperature of 

the inlet fluid flow (𝑇𝑃𝑉𝑇,𝑖𝑛,𝑡𝑒𝑠𝑡𝑏𝑒𝑛𝑐ℎ) and the volume flow rate (�̇�𝑃𝑉𝑇,𝑡𝑒𝑠𝑡𝑏𝑒𝑛𝑐ℎ) have to be given to the PVT 

collector model, while storage tank temperature of the DHW area (𝑇𝑆𝑇,𝐷𝐻𝑊,𝑡𝑒𝑠𝑡𝑏𝑒𝑛𝑐ℎ) and SOLAR area 

(𝑇𝑆𝑇,𝑆𝑂𝐿𝐴𝑅,𝑡𝑒𝑠𝑡𝑏𝑒𝑛𝑐ℎ) need to be used for decision making of the controller of the PVT collector circulation pump. 

Input and Output signals are summarized in Table 2. 

Tab. 2: Output and input values from and to MATLAB and LabVIEW (M2L: MATLAB to LabVIEW, L2M: LabVIEW to 

MATLAB)  

Output (M2L) Input (L2M) 

PVT collector thermal power  �̇�𝑃𝑉𝑇,𝑠𝑖𝑚 PVT collector fluid input 

temperature 

𝑇𝑃𝑉𝑇,𝑖𝑛,𝑡𝑒𝑠𝑡𝑏𝑒𝑛𝑐ℎ 

PVT collector electrical power 𝑊𝑒𝑙,𝑃𝑉𝑇,𝑠𝑖𝑚 PVT collector volume flow rate �̇�𝑃𝑉𝑇,𝑡𝑒𝑠𝑡𝑏𝑒𝑛𝑐ℎ  

PVT collector fluid output 

temperature 

𝑇𝑃𝑉𝑇,𝑜𝑢𝑡,𝑠𝑖𝑚 Storage tank DHW temperature 𝑇𝑆𝑇,𝐷𝐻𝑊,𝑡𝑒𝑠𝑡𝑏𝑒𝑛𝑐ℎ 

PVT collector circulation pump 

state (ON/OFF) 

𝑠𝑃𝑉𝑇,𝑠𝑖𝑚 Storage tank SOLAR temperature 𝑇𝑆𝑇,𝑆𝑂𝐿𝐴𝑅,𝑡𝑒𝑠𝑡𝑏𝑒𝑛𝑐ℎ 

5. Results  

In this section, we will discuss the quality of the HiL simulation (cf. Section 4) and the results of simulation for 

the six representative days (cf. Section 3) by introducing two definitions of the seasonal performance factor (SPF) 

as key performance indicators depending on the system energy boundaries. The SPF quantifies the final energy 

efficiency of the defined system and is generally defined as the overall useful energy output to the overall driving 

final energy input over a period of one year.  

Here, we consider the time period of the six representative days for its calculation. 

SPF with focus on the heat pump (𝑆𝑃𝐹𝐻𝑃) only considers the electrical power consumption of the HP system, 

considering HP compressor, control system and pumps of internal circulation, heat source and heat sink side 

(primary and secondary circuit) from grid, PVT collector or battery storage system. Thermal energy production 

of the HP is measured directly at the output pipes of the HP (cf. equation 1).  

Whereas SPF with focus on the solar heat pump systems (𝑆𝑃𝐹𝑆𝐻𝑃+) additionally recognizes the electrical power 

demand of the SH, DHW and PVT collector circulation pumps (cf. equation 2). While in 𝑆𝑃𝐹𝐻𝑃 thermal output 

power behind the HP, at its outlet pipes, is used, in 𝑆𝑃𝐹𝑆𝐻𝑃+ thermal power extraction behind the storage tank is 

taken into consideration. 
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Figure 4 visualizes the energy flows and the energy boundaries for the two SPF definitions. 

 
Fig. 4: Visualization of energy flows and boundaries for SPF definitions in the considered solar heat pump system  

 

𝑆𝑃𝐹𝐻𝑃 =
𝑄𝐻𝑃,𝑆𝐻 + 𝑄𝐻𝑃,𝐷𝐻𝑊

𝑊𝑒𝑙,𝐻𝑃

  (eq. 1) 

where: 

𝑄𝐻𝑃,𝑆𝐻:  thermal energy production of HP for SH [kWh] 

𝑄𝐻𝑃,𝐷𝐻𝑊: thermal energy production of HP for DHW preparation [kWh] 

𝑊𝑒𝑙,𝐻𝑃:  electrical energy demand of the HP system [kWh] 

 

𝑆𝑃𝐹𝑆𝐻𝑃+ =
𝑄𝑆𝑇,𝑆𝐻 + 𝑄𝑆𝑇,𝐷𝐻𝑊

𝑊𝑒𝑙,𝐻𝑃 + 𝑊𝑒𝑙,𝐷𝐻𝑊 + 𝑊𝑒𝑙,𝑆𝐻 + 𝑊𝑒𝑙,𝑃𝑉𝑇

  (eq. 2) 

where: 

𝑄𝑆𝑇,𝑆𝐻:  thermal energy tapping from ST for SH [kWh] 

𝑄𝑆𝑇,𝐷𝐻𝑊: thermal energy tapping from ST for DHW preparation [kWh] 

𝑊𝑒𝑙,𝐷𝐻𝑊: electrical energy demand of DHW circulation pump [kWh] 

𝑊𝑒𝑙,𝑆𝐻:  electrical energy demand of SH circulation pump [kWh] 

𝑊𝑒𝑙,𝑃𝑉𝑇:  electrical energy demand of the PVT collector circulation pump [kWh] 

 

Beside the seasonal performance factor, an equivalent definition of the daily performance is introduced with 

Daily Performance Factor (DPF). Equations 1 and 2 remain the same, only the time period is reduced to one day. 

In Figure 5, DPF for each of the six representative days and the resulting SPF for the overall time are shown. 

Daily performance factors of the complete solar heat pump system (𝐷𝑃𝐹𝑆𝐻𝑃+) range between 1.8 and 4.0, whereas 

values of 𝐷𝑃𝐹𝐻𝑃 are in the range of 1.6 to 3.7. 

Except day 101, the values of 𝐷𝑃𝐹𝑆𝐻𝑃+ are better than 𝐷𝑃𝐹𝐻𝑃. For days 41, 272 and 331 this is reasonable to a 

higher usage of solar thermal energy. 

Although solar thermal energy is high on day 101, 𝐷𝑃𝐹𝐻𝑃 is higher than 𝐷𝑃𝐹𝑆𝐻𝑃+. This can be explained due to 

the behavior of the HP controller. On this day, the HP is switched on in the morning to heat up the SH and DHW 

zone of the storage tank (𝑄𝐻𝑃,𝑆𝐻 , 𝑄𝐻𝑃,𝑆𝐻 high) although there is no space heating demand (𝑄𝑆𝑇,𝑆𝐻 low). 

Additionally, the PVT collector will also charge the storage tank. The amount of heat produced by the heat pump 

on this day is higher than the heat demand, even without solar thermal energy entry. 
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Fig. 5: Daily and seasonal performance factor for representative days and for the entire period in comparison of HP system 

and complete SHP system 

 
Fig 6:Comparison of simulation and measured values  

From Figure 6 it can be seen that the simulated (𝑇𝑃𝑉𝑇,𝑜𝑢𝑡,𝑠𝑖𝑚) and measured values of the PVT collector output 

temperature (𝑇𝑃𝑉𝑇,𝑜𝑢𝑡,𝑡𝑒𝑠𝑡𝑏𝑒𝑛𝑐ℎ) show good accordance in times where the PVT collector circulating pump is 

switched on (𝑠𝑃𝑉𝑇,𝑠𝑖𝑚). It can also be seen clearly that there are overshoots in the PVT collector volume flow 

rate, when the circulating pump is switched on. This leads to oscillating behavior in the measured PVT collector 

output temperature. At the current state, this is an unavoidable behavior, since the installed volume flow valve is 

quite slow (it takes about 60 seconds for fully opening) and the implemented PID controller for the volume flow 

does not recognize the time delay in the simulation framework communication.  
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It has been observed that this time delay is three simulation time steps and leads to an oscillating behavior. This 

can be improved by decreasing the HiL simulation time step but is limited due to installed measuring equipment. 

Since the electronic power source is very fast to emulate the simulated electric PVT collector power output, 

deviations can be neglected compared to the thermal system. 

Table 3 shows root mean square error (RMSE) (cf. equation 3) for PVT collector output temperature and the 

thermal power output for each of the six representative days. 

𝑅𝑀𝑆𝐸 =  √
1

𝑁
∑ (𝑥 − 𝑥𝑟𝑒𝑓)

2𝑁

𝑛=1
 (eq. 3) 

The error is only calculated in time steps, where the circulating pump is switched on. In day 3 and 5 there is no 

thermal power output, since the calculated output temperature of the PVT collector is not high enough.  

Root mean square error of the PVT collector output temperature (RMSET) ranges from 1.01 to 2.12 K, error of 

thermal output power (RMSEdQ) from 0.62 to 0.82 kW and thermal energy output (RMSEQ) from 0.05 to 

0.58 kWh (relative values from 0.8 to 7.3 %). These values derive from the continuous time delay in the 

communication and from the oscillating behavior of the controller. 

As an additional quality criterion, comparing of energies for domestic hot water and space heating preparation 

and household electricity demand over the entire test sequence show relative deviations of about 1.2-2.8 % and 

are therefore considered to be small. Concluding from that, the HiL emulation shows satisfactory results, 

improvements are expected with an improved control of the volume flow rate in the PVT collector emulation 

loop. 

Tab. 3: Root Mean Square Error of PVT collector output temperature, thermal power and thermal energy between simulation 

and testbench 

Day No. RMSET [K] RMSEdQ [kW] RMSEQ [kWh]([%])  

1 1.01 0.65 0.58 (7) 

2 1.17 0.62 0.48 (7.3) 

3 - - - 

4 2.12 0.82 0.05 (0.8) 

5 - - - 

6 1.55 0.68 0.06 (1.5) 

6. Conclusion 

The proposed HiL framework is based on a decentralized communication infrastructure, which offers advantages 

compared to a centralized implementation such as remote simulation. The used MQTT protocol can be secured 

and the underlying communication protocol TCP is robust. As there is no integrated software tool that fulfills our 

requirements on modeling and control, we have proposed a new framework that connects the following software 

tools: MATLAB, TRNSYS, LabVIEW and BCVTB. 

We selected six representative days, where the global horizontal irradiation and the ambient temperature were 

determined in such a way, that these days reflect the different weather conditions of the whole year. This method 

differs from described test procedures. 

In conclusion the comparison of simulated and measured output temperature and thermal energy of the PVT 

collector in the use case shows that the error can be considered as acceptable small. 
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Abstract 

Photovoltaic-thermal (PVT) collectors, as devices that can provide both electricity and heat, have the potential to 

achieve lower installation costs and higher total energy production for the same roof or ground area than separate 

photovoltaic (PV) and solar thermal (ST) systems. High-performance PVT collectors can enhance the economics 

of PVT systems by producing heat that can be used directly for domestic hot water systems, space heating and 

industrial process applications. The increased maximum temperature in high-performance PVT collectors carries 

an inherent risk of absorber overheating under stagnation conditions. Many PV panels’ damage mechanisms are 

related to higher temperatures, and some of them can lead to catastrophic failures. This work presents outdoor and 

indoor test results for PVT collectors equipped with an anti-stagnation mechanism, evaluating maximum absorber 

temperature under stagnation conditions. A glazed PVT collector prototype was built by adapting a commercially 

available PVT collector with an anti-stagnation device. The prototype was subsequently modified to incorporate 

low-emissivity glass top glazing. The testing conducted has shown the effectiveness of an air-venting channel on 

the back of the absorber in reducing the maximum stagnation temperature of the PVT collector, even when 

oriented in a relatively challenging landscape orientation. Finally, the use of a solar simulator for stagnation 

temperature measurement has been shown to produce results  similar to those measured outdoors and offers the 

advantage of obtaining steady-state repeatable conditions 

Keywords: photovoltaics, solar thermal, PV/Thermal, PVT, stagnation, overheating, Canada 

 

1. Introduction 

Increasing the use of non-emitting, renewable energy sources is an essential element of greenhouse gases (GHG) 

emissions reduction initiatives. In Canada, energy use in housing, buildings, and communities accounts for about 

a quarter of the country energy consumption (NRCan, 2019) and 17% of its GHG emissions (ECCC, 2022). 

Residential space heating (SH) consumed 885 PJ of energy in 2016, 47% of which was supplied by natural gas 

(26% by electricity) (NRCan, 2016). Domestic hot water (DHW) represented an annual load of 284 PJ of which 

68% was supplied by natural gas. Photovoltaic-thermal (PVT) collectors, as devices that can provide both 

electricity and heat, offer interesting opportunities to support GHG emissions reductions.  They have the potential 

to achieve lower installation costs and higher total energy production per m2 of occupied roof space than separate 

photovoltaic (PV) and solar thermal (ST) systems, as shown by Lämmle et al. (2017).   

As with solar thermal collectors, a PVT collector can have either a gas or a liquid as the heat transfer fluid. The 

collectors can also be glazed or unglazed, and non-concentrating or concentrating. Until now, most PVT collectors 

available in the market are liquid, unglazed and non-concentrating (De Keiser et al., 2017). This is in part because 

unglazed collectors have a small impact on the module’s electricity production and require minimal or no changes 

to the standard PV panel frame. However, unglazed PVT collectors have limited potential to generate heat at 

temperatures that can be used directly for domestic water heating, space heating and industrial processes. 

Therefore, in recent years, there has been a greater effort in the development of high-temperature PVT (HT-PVT) 

collectors. High performance at elevated temperature levels is mostly achieved by reducing convective thermal 

losses, as with the vacuum insulated model developed by UK-based Naked Energy (Mellor et al, 2018) and/or by 

reducing the radiative thermal losses, as presented by Lämmle et al. (2016).    
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2. Overheating Protection in Solar Thermal Collectors 

Overheating protection has been developed for solar thermal collectors to prevent damage to the heat transfer fluid 

and/or to the absorber. Harrison and Cruickshank (2012) reviewed different technologies used for stagnation 

control in solar thermal systems. The authors divided the stagnation control approaches into system, array and 

collector levels. They also pointed out the main advantage of anti-stagnation technologies that are integral to the 

collector design: by addressing stagnation at the source, this approach maintains lower collector temperatures 

during stagnation, therefore eliminating negative effects of excessive temperatures, e.g., thermal stresses, over-

pressures, and material and heat transfer fluid degradation. 

Harrison et al. (2004a) proposed an innovative integral stagnation control. The approach uses a passive venting 

channel located below the absorber (Fig. 1). The bottom (or back) of the channel is insulated to reduce heat loss 

during normal operation. Flow through the channel is induced by buoyancy-driven natural convection, initiated 

by a valve assembly designed to open at a predetermined temperature. An automatic valve controls airflow through 

the channel, effectively reducing the maximum absorber temperature under stagnation conditions.  

 

Fig. 1: Conceptual design of a solar collector with integral stagnation temperature control 

The increased performance in high-temperature PVT collectors carries an inherent risk of absorber overheating. 

Many PV cells and their encapsulation have damage mechanisms that increase with operational temperatures, and 

some of them can lead to catastrophic failures, depending on the maximum temperature reached by the absorber. 

The collector designer has essentially two choices: to develop new PVT collectors based on new materials that 

can withstand the stagnation temperatures (Matuska et al., 2015) or to control stagnation maximum temperature.  

3. Prototype Design 

In the present work, a HT-PVT collector prototype was designed and built with the same integral stagnation 

control presented by Harrison et al. (2004b). The prototype was built by adapting a commercially available PVT 

collector, Solimpeks model Powertherm, with the anti-stagnation device. Table 1 presents the relevant 

specifications for the PowerTherm collector. 

Tab. 1: Commercial collector specifications, from Eurofin (2011) and Solimpeks (2019). 

Overall Dimensions (mm) 870 x 1640 x 105 

Gross Area (m2) 1.427 

Aperture Area (m2) 1.420* (1.268) 

Absorber Area (m2) 1.400* (1.214) 

Absorber Material  copper 

Absorber Thickness (mm) 0.12 

Number of Risers 14 

Risers OD (mm) 8 

Headers OD (mm) 22 

Glazing Material low iron tempered glass 

Glazing thickness (mm) 4 

PV Cell Material Si, Mono-Crystalline 

Nominal PV Power (W) 180 

Module Efficiency (standard conditions) (%) 12.90 

Temperature coefficient of Pmax (%/°C) -0.45 
*See discussion regarding measured dimensions below. 

It is relevant to note that our measurements indicate significantly different aperture and absorber dimensions 

than what was reported by Eurofin (2011) and Solimpeks (2019). During this investigation, an aperture area of 

1.268 m2 and an absorber area of 1.214 m2 was measured. 
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For the prototype, a 44 mm air channel and 25 mm thick polyisocyanurate (PIR) insulation board replaced the 

original collector’s 50 mm glass wool back insulation. The 25 mm PIR insulation has approximately the same 

conductive thermal heat transfer coefficient as that of the 50 mm glass wool (0.93 W/m2K for PIR vs 0.89 W/m2K 

for glass wool). Temperature sensors were added to the back of the absorber and positioned as shown on Fig. 2. 

Both the back of the absorber and the front of the polyisocyanurate board were painted black to enhance the 

radiative heat transfer between the two surfaces. Air channel openings of 30 mm were installed along the full 

extension of the top and bottom of the collector (i.e., for the landscape orientation). Those openings were closed 

with foam insulation and sealed with aluminium tape during the “closed” tests, and then opened to evaluate the 

impact of the air channel airflow on maximum stagnation temperatures (see Fig. 3). A commercial version of 

such solution would have automatically operated valves/dampers as described by Harrison et al. (2004a).  

  

Fig. 2: Original commercial PVT collector (left) and collector being modified (right). Numbers denote the position of temperature 

sensors that were attached to the back of the absorber. 

 

 
 
Fig. 3: Photo showing the 30 mm air channel openings installed along the full extension of the top and bottom of the collector 

           (left, open channels), (right, channels sealed). 

After the outdoor and initial indoor tests, the collector was modified once again. A low-iron glass with a low 

emissivity coating replaced the original top glazing. This glass, manufactured by Pilkington under the trade name 

Advantage Low-e, has, according to the manufacturer, an infrared emissivity of 0.1428. 

4. Stagnation Testing 

4.1 Outdoor Testing 

Due to COVID-19 restrictions, the initial testing in 2020 of the prototype with the original glazing was done 

outdoors. The tests were conducted at NRCan’s National Solar Test Facility (NSTF), in Mississauga, Ontario 
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(43.6°N Latitude). Although the vented air channel had been successfully used in solar thermal collectors before 

(Harrison et al., 2004), questions remained regarding the cooling capacity of the channel for a “landscape” 

configuration such as in this prototype, as there is a reduced buoyancy to drive the airflow in such configuration, 

as compared to a “portrait” configuration. The panel was mounted at 30o tilt, facing south. Daily irradiance, wind 

speed, panel and ambient temperatures were recorded with the air-vent open and closed. Figure 4 shows the 

prototype mounted for testing. Measured stagnation temperatures on the absorber and insulation surfaces and in 

the air-stream (at the center of the back of the panel) are shown on Figs. 5a and 5b for two similar days and with 

the vent channel closed and open. Results are summarized in Table 2. The stagnation temperature was measured 

by sensor 10, which is positioned at the centre of the absorber width (along the direction of the headers), and at 

2/3 of the absorber height (along the direction of the risers). Under stagnation, absorber temperatures reached 

124°C with the vent closed, as opposed to 95°C when the vent was open. 

Tab. 2: Summary of outdoor stagnation test results for Aug 20 (channel closed) and Aug 23 (channel open). 

 

  

Fig. 4: Prototype undergoing outdoor stagnation testing (left),  and open vent in rear of collector (right). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 5: Test results for prototype undergoing outdoor stagnation testing, a) top – air vent closed, b) bottom- air vent open. 

Period 1PM to 2:30PM 
Avg. Solar Rad. 

(W/m2) 
Avg. Amb. 

Temp. (°C) 
Avg. Wind Speed 

(m/s) 
Peak Absorber 

Temp. (°C) 
Vent Closed Aug 20 1106 27 1.50 124 
Vent Open Aug 23 1108 32 1.55 95 
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4.2 Indoor Testing 

Once most COVID-19 restrictions were lifted, the collector prototype was tested indoors under controlled 

conditions using the environmental chamber and solar simulator at the National Solar Test Facility, Fig. 6. The 

simulator uses a 200 kW VORTEK single-source arc-argon lamp. The prototype was mounted at 60° tilt and all 

tests were performed at a wind speed of 0.65 m/s. Twelve different conditions were tested, as shown in Table 3.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6: Collector mounted for indoor stagnation testing using the solar simulator. 

The highest stagnation temperature was achieved with the collector operating under open circuit, at irradiation 

level of 1000 W/m2, closed vent and low-e glazing. In this case, the stagnation temperature reached 143.9 °C. 

As with the outdoor tests, opening the air vent provided significant relief regarding the stagnation temperature. 

For the conditions mentioned above, opening the vent reduced the stagnation temperature from 143.9 °C to 

82.1°C. By reducing the heat losses, the use of low-e glazing leads to significant increases in stagnation 

temperatures. Under the same conditions of cases 1 and 3, the stagnation temperature for the collector with low-

e glazing was 23.3°C than the collector with the original glass. However, in the case of operation with the air 

vent open, the collector with low-e glazing presented a stagnation temperature lower than the collector with the 

original glass. The explanation for this is the fact that, with the air vent open, the heat losses are dominated by 

convective processes and, at the same time, less irradiation reaches the absorber due to the lower solar 

transmittance of the low-e glass.  The test results are also grouped according to their test configuration and plotted 

in Figs. 7 to 10 for comparison. 

Tab. 3: Test cases for the indoor stagnation tests. 

Case# 
Nominal 

Irradiation 
(W/m2) 

Vent 
PV  

Operation 
Top Glazing TSTAG (°C ) 

 Avg Irrad 
(W/m2) 

Avg 
Tamb 
(°C) 

1 1000 Closed OC Low-e 143.9 1041 31.2 

2 1000 Closed MPP Low-e 133.8 1044 31.6 

3 1000 Closed OC Original 120.6 1059 31.4 

4 1000 Closed MPP Original 111.2 1061 31.6 

5 800 Closed OC Original 102.7 799 31.4 

6 800 Closed MPP Original 94.1 799 31.3 

7 600 Closed OC Original 88.3 603 31.1 

8 1000 Open MPP Original 86.7 1060 31.4 

9 1000 Open  OC Low-e 82.1 1043 31.7 

10 1000 Open MPP Original 79.7 1057 31.7 

11 800 Open OC Original 75.4 798 31.5 

12 600 Open OC Original 66 599 31.2 

OC= open circuit, MPP= maximum power point,  Tstag is the maximum temperature at sensor 10 
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Fig. 7: Stagnation temperatures for cases with PV operating 

 in open circuit (OC) and maximum power point (MPP). 
 

 
Fig. 9: Stagnation temperatures for cases with the original  

and low-e glazings. 
 

5. Conclusions and Future Work 

As anticipated, the results confirm that when PV output is reduced, stagnation temperatures further increased.   

The testing conducted has shown the effectiveness of the air channel in reducing the maximum stagnation 

temperature of the PVT collector, even when oriented in a relatively challenging landscape orientation.   

The results also show that the addition of a Low-E coating to the interior of an exterior glazing in a PVT collector 

significantly increases stagnation temperature to potentially damaging levels.  For the Low-E glazing used, the 

solar transmittance was not as high as the transmittance of the “solar” glass used in the unmodified collector.  If 

further improvements in the solar transmittance of Low-E coated glass are made, stagnation temperatures would 

be significantly increased, requiring the redesign of PVT collectors, or the inclusion of active stagnation control 

to deal with times when the thermal and PV loads are reduced.  

Finally, the use of a solar simulator for stagnation temperature measurement has been shown to produce results  

similar to those measured outdoors and offers the advantage of obtaining steady-state repeatable conditions.  It is 

important to note the solar simulator facility used for this study consists of a single-source lamp equipped with 

water cooled mirror elements that reduce excessive thermal irradiance, while also providing a highly collimated 

beam that closely matches natural sunlight.  

Future work will include additional testing of the prototypes to fully characterize their thermal and PV efficiency 

under different operational conditions. 
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Fig. 8: Stagnation temperatures for cases with varying 

irradiation levels. 
 

Fig. 10: Stagnation temperatures for cases with air vent 

channel closed and open. 
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Abstract 

This study models the parabolic trough collector (PTC) to assess the efficiency and heat flux distribution at 

the cylindrical receiver tube's outer wall. The algorithm used is Monte Carlo Ray Tracing (MCRT). A few 

authors have published the equations and their methods for building the MCRT-based algorithm. This work 

shows a simple and straightforward technique for improving the accuracy of MCRT-based algorithms while 

reducing processing time. For the PTC receiver tube's outside wall, the MCRT heat flux is employed as an 

input for numerical computation. These computations are carried out using ANSYS (Fluent 18.1). 

Temperature-dependent features of the heat transfer fluid and thermal radiation between the glass wrap and 

the absorber tube are also considered. A solar steam plant was built by Protarget, Germany, and operated by 

LUIT Renewables India, and the experimental results of Sandia Laboratory in the USA are within 2% of the 

computational results. The effect of variations in the real-time parameters, such as solar radiation, heat transfer 

fluid mass flow rate, wind speed, and glass envelope effect on PTC efficiency, are investigated further. 

According to the findings of this study, the PTC efficiency is affected by all of these parameters. 

Keywords: Monte Carlo Ray Tracing, Computational Fluid Dynamics, Heat Transfer Fluid, Effective Statistic 

Random Method, PTC, CSC, parallel computing. 

1. Introduction 
Due to the growing population worldwide, energy demand for technological and industrial growth is increasing 

rapidly. Fossil fuels play a significant role in furnishing such energy demand, leading to conventional resource 

depletion and contributing to global warming (Hang et al. (2008), Fan et al. (2017), Cheng et al. (2015)). 

According to the U. N. Sustainable Development Goal 9 (Industry, Innovation, and Infrastructure) report, 

India's industrial sector consumed 32 % of energy in 2014, 74 % of which was used for heating production 

only. Process heat requirements in the industry vary from 50 °C to 400 °C (Chargui et al. (2021), Bellos et al. 

(2020)). Solar energy is a powerful resource with the potential to meet this energy/heat requirement. Solar 

energy is abundant in nature and technologically suitable for commercial applications (Cheng et al. (2013), 

Vouros et al. (2020)). According to the 2019 International Energy Agency (IEA) report, gross world energy 

usage in 2017 was 1.6 × 1014 kWh. The World Energy Assessment report estimated that the total energy 

received from the Sun to the Earth's surface is approximately 1.4 × 1014 TWh. Using 1-2 % of received power 

can meet world energy requirements.  

Solar photovoltaic modules convert solar energy directly to electricity. But they have significantly lower 

efficiency as compared to solar thermal (Bartela et al. (2021)). Different solar collectors are engaged for 

thermal use viz flat plate collectors, evacuated tube collectors, line-focus collectors, point-focus collectors, and 

concentration collectors (Tzivanidis et al. (2015), Saini et al. (2018)). The option of a solar thermal collector 

depends on heat (outlet temperature) requirements. CSCs can achieve high temperatures ranging from 100 °C 

to 500 °C compared to non-concentrating solar collectors. Solar concentrators focus on the receiver using 

lenses or mirrors. These lenses help focus solar radiation from relatively large areas onto a (smaller area) 

receiver, where radiation is (usually) used to generate steam (Khandelwal et al. (2019), Wang et al. (2014)). 

These temperature levels can easily meet industry requirements without increasing the atmospheric carbon 

footprint. Many studies reported using CSCs (Concentrating Solar Collectors) and mainly focusing on solar 

collectors converting lower-density solar energy to mechanical energy (Cheng et al. (2014), Almanza et al. 

(2002), Powar et al. (2020)). When run in a temperature range of 250 °C – 565 °C, the real-world devices 

assert the CSCs' energy conversion efficiency between 23 % and 35 %.  

Many researchers investigated the collector's optical efficiency. Burkhard et al. (1973) deduced an empirical 

relationship to determine solar energy flux on an absorber surface. Using this analytical relationship, Burkhard 

et al. (1973) assess the tube's heat flux. Evans et al. (1977) established an integral relationship governing solar 

energy flux distribution over parabolic trough collector (PTC) flat absorbers. The surface slope error has been 

investigated and reflects the effect of slope error on severity (Tyagi et al. (2007)). Jeter et al. (1986) built an 
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integrated model for determining the distribution of solar energy on both types of absorber tubes, i.e., circular 

absorber tube and flat absorber tube. This resulting formulation helps to decide PTC's performance. Later, Jeter 

et al. (1986) developed a model that considered the non-uniform source and incorporated reflection, absorption, 

and transmission effects to determine the PTC's optical efficiency (Jeter et al. (1987)).  

Since PTC efficiency is also controlled by several other factors, including solar radiation, heat transfer fluid's 

mass flow rate, heat transfer fluid temperature, and wind velocity, understanding the effect of these factors on 

PTC efficiency is required. To the best of our knowledge, no such study analyses these crucial parameters' 

effect on PTC conversion efficiency.  

Complex mathematical equations are included in these model types (Wang et al. (2021)). Adjusting geometric 

and optical characteristics in these models, on the other hand, is inconvenient (Kalogirou 2012). Considering 

such issues, a straightforward and flexible approach is crucial for analyzing CSCs' optical performance for the 

various geometric conditions (Kulahli et al. (2019), Mechanics and Arbor, 1982). MCRT is one of the reliable 

tools to overcome these challenges (He et al. (2011)). It's a very flexible, convenient, and efficient tool for 

estimating and analyzing CSC's optical performance (Liang et al. (2017), Fan et al. (2018)). This article 

explains a simple and straightforward technique for developing an MCRT-based method to estimate solar flux 

distribution over the PTC receiver tube in a circumferential and axial orientation with greater accuracy. The 

output of the created MCRT model is coupled as one of the boundary conditions in Fluent 18.1 to predict the 

PTC solar flux distribution to evaluate PTC performance and heat transfer characteristics. PTC efficiency and 

effectiveness were investigated using numerical models for various real-time parameters (e.g., solar radiation, 

HTF mass flow rate, heat transfer fluid inlet temperature (HTF), and wind velocity). The effect of the glass 

envelope on PTC output in the absorber tube was also investigated. A new MCRT-based algorithm is 

developed and reported here to calculate the non-uniform heat flux on the receiver tube of PTC's outer wall, 

as explained in section 2. Using this algorithm, two cases (with and without a glass envelope) are simulated 

under different real-time parameters to determine the efficiency of PTC, as explained in section 3. 

2. Model Description  
This investigation has been done to determine the effect of real-time parameters that significantly impact the 

efficiency of PTC, including solar radiation, the mass flow rate of heat transfer fluid, the temperature of heat 

transfer fluid, and wind speed. An in-house MCRT code was developed to find out the heat flux on PTC. This 

heat flux was used as a boundary condition in Fluent for estimating the heat gain by the PTC. 

2.1 Governing equations 

In the presented case, the fluid flow is in a steady and turbulent state; the following governing equations have 

been used in the FLUENT 18.1 simulation (A. Inc. 2018, "ANSYS Fluent Theory Guide v18.1," ANSYS 18.1 

Doc., vol. 15317, no. April, p. 850). 

Mass conservation is represented by the continuity equation (1): 

𝜕

𝜕𝑥𝑖

(𝜌𝑢𝑖) = 0 

The momentum conservation integral equation is represented by equation (2): 

𝜕

𝜕𝑥𝑖

(𝜌𝑢𝑖𝑢𝑗) = −
𝜕𝑝

𝜕𝑥𝑖

+
𝜕

𝜕𝑥𝑗

[(𝜇𝑡 + 𝜇) (
𝜕𝑢𝑗

𝜕𝑥𝑖

+
𝜕𝑢𝑖

𝜕𝑥𝑗

) −
2

3
(𝜇𝑡 + 𝜇)

𝜕𝑢𝑙

𝜕𝑥𝑙

𝛿𝑖𝑗] + 𝜌𝑔𝑖 

The Reynolds analogy concept was used in turbulent momentum transfer for numerical modeling of turbulent 

heat transport. The modeled energy equation is represented by equation (3): 

𝜕

𝜕𝑥𝑖

(𝜌𝑢𝑖𝑇) =
𝜕

𝜕𝑥𝑖

[(
𝜇

𝑃𝑟
+

𝜇

𝜎𝑇

)
𝜕𝑇

𝜕𝑥𝑖

] + 𝑆𝑅 + 𝑆ℎ 

Turbulent kinetic energy (k) is represented by equation (4), and the rate of dissipation of kinetic energy (ε) is 

represented by equation (5). 

𝜕

𝜕𝑡
(𝜌𝑘) +

𝜕

𝜕𝑡
(𝜌𝑘𝑢𝑖) =

𝜕

𝜕𝑡
[(𝜇 +

𝜇𝑡

𝜎𝑘

)
𝜕𝑘

𝜕𝑥𝑗

] + 𝐺𝑘 + 𝐺𝑏 − 𝜌휀 − 𝑌𝑀 + 𝑆𝑘 

ε-equation: 

𝜕

𝜕𝑡
(𝜌휀) +

𝜕

𝜕𝑥𝑖

(𝜌휀𝑢𝑖) =
𝜕

𝜕𝑥𝑗

[(𝜇 +
𝜇𝑡

𝜎𝜀

)
𝜕휀

𝜕𝑥𝑗

] + 𝐶1

휀

𝑘
(𝐺𝑘 + 𝐶3𝜀𝐺𝑏) − 𝐶2𝜀𝜌

휀2

𝑘
+ 𝑆𝜀 

Sk and Sε are user-defined source terms. k-ε model is a semi-empirical model based upon the model transport 

(eq. 1) 

(eq. 2) 

(eq. 3) 

(eq. 4) 

(eq. 5) 
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equation to determine the turbulent kinetic energy (k) and turbulent kinetic energy dissipation rate (ε) when 

the flow is fully turbulent. μt is turbulent viscosity, and the generation of k, Gk is represented by 

𝜇𝑡 = 𝐶𝜇𝜌
𝑘2

휀
 𝑎𝑛𝑑 𝐺𝑘 = 𝜇𝑡

𝜕𝑢𝑖

𝜕𝑥𝑗

(
𝜕𝑢𝑖

𝜕𝑥𝑗

+
𝜕𝑢𝑗

𝜕𝑥𝑖

) 

The values of the standard constants are as follows: 

C2ɛ = 1.92, σɛ = 1.3, Cμ = 0.09, C1ɛ = 1.44, σk = 1.0 

2.2 Integration of FLUENT and MCRT method 

The distribution of circumferential solar flux on the receiver tube of PTC was estimated by MCRT (Monte 

Carlo Ray Tracing) in-house developed code. The estimated distribution of solar energy flux was used in 

FLUENT 18.1 software as the boundary condition. In the MCRT code, a data file of heat flux is generated, 

and the FLUENT software processes this heat flux data file as one of the boundary conditions. The governing 

equations used in the FLUENT are discretized by using a finite volume method. The energy equation, along 

with the momentum equation, is discretized by the second upwind scheme. The thermal radiation between the 

glass envelope and receiver tube is considered by using an additional source term method as represented by 

the term Sh in the energy equation (equation 3). Natural convection due to the temperature-dependent properties 

of heat transfer fluid (Syltherm-800) is included in the momentum equation by including the density as a 

function of temperature. And gravity is putting on in the Fluent. 

2.3 Monte-Carlo-based Ray Tracing 

The MCRT code was written in C to estimate the solar radiation distribution on the receiver tube's outer wall. 

The effective statistical random method was used to calculate solar flux distribution over the receiver tube, as 

described in the literature (Ehrlich 2002, Hoff and Janni 1989). 

In the next step, the Monte Carlo method defined a virtual ray tracing plane above the PTC. The distance 

between this plane and the device was randomly chosen (i.e., 5m) (Fig.1), as it does not affect the solar flux 

calculation. Each random ray from this virtual plane is perpendicular to the absorber tube and parabolic 

reflector. A random generation process defines the source point on the virtual plane. The Monte Carlo method 

is a computational algorithm that performs repeated random sampling to obtain numerical results. The Monte 

Carlo method is based upon the concept of randomness to solve numerical problems. 

There are five ways to define PTC geometry, and two independent geometric parameters can program the PTC.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The following methods can describe analytically deduced equations of PTC: 

1. By specifying the focal point (f) and the parabola's aperture width (w), the rim angle (θ) is obtained. The 

parabola's coefficient (c) is related to focal length by equation (6). 

c = 1/4f, and θ = 90° if b = 0, θ = arctan (0.5w/b) if b > 0, θ = 90° +arctan (b/0.5w) if b < 0 

where b is the focal point distance. 

(eq. 6) 

Fig. 1: Ray tracing virtual plan scheme                                                         

 
Fig. 2: Flow diagram of MCRT                                                         
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2. By specifying the parabola's coefficient (c) and the aperture width (w), the parabola's focal point (f) is 

obtained by equation (7). 

f = 1/4c and θ = 90° if b = 0, θ = arctan (0.5w/b) if b > 0, θ = 90° +arctan (b/0.5w) if b < 0 

3. By giving the focal point (f) and the rim angle (θ), the parabola's coefficient (c) is obtained from equation 

(6). The aperture width (w) is obtained by using equation (8). 

𝑤 =
−1 + √1 + 𝑡𝑎𝑛2(𝜃)

𝑐 ∗ 𝑡𝑎𝑛 (𝜃) 
, 𝑖𝑓 𝜃 < 90°, 𝑤 =

−1

𝑐
, 𝑖𝑓 𝜃 = 90°, 𝑤 =

𝑡𝑎𝑛²(𝜃) + √1 + 𝑡𝑎𝑛2(𝜃)

𝑐
, 𝑖𝑓 𝑖𝑓 𝜃 > 90° 

4. With the specified parabola's coefficient (c) and the rim angle (θ), the focal point (f) is calculated by using 

equation (7), and the aperture width (w) is obtained exactly the same as in case 3, by using equation (8). 

5. With aperture width (w) and specified rim angle (θ), the focal point (f) is calculated by using equation (9). 

𝑓 =
𝑤[1 + √1 + 𝑡𝑎𝑛2(𝜃)]

4𝑡𝑎𝑛 (𝜃) 
, 𝑖𝑓 𝜃 < 90°, 𝑓 =

𝑤

4
, 𝑖𝑓 𝜃 = 90°, 𝑓 =

𝑤[−𝑡𝑎𝑛 (𝜃)  + √1 + 𝑡𝑎𝑛2(𝜃)]

4𝑡𝑎𝑛 (𝜃) 
, 𝑖𝑓 𝑖𝑓 𝜃 > 90° 

The total area of the absorber surface (Aa) and the estimated concentration factor are computed by using the 

equations (10-12). 

Aa = 2 π R L  

Parabolic Reflector Surface Area (Ap) is estimated by equation (11). 

𝐴𝑝 = [
𝑤

2
𝑡 +

1

4𝑐
𝑙𝑛 𝑙𝑛 (2𝑐 ∗ 𝑤 + 𝑡) ] 𝐿 

The concentrating factor (cfact,) relates the aperture width with the absorber's external radius, as shown by 

equation (12). 

𝑐𝑓𝑎𝑐𝑡 =
𝑤

2𝜋𝑅
 

In these equations: R: External radius of the absorber tube, L: Absorber tube length, t is obtained by the 

following equation:  𝑡 = √(1 + 4𝑤2𝑐2)  

For determining the total solar energy flux incidence on the absorber tube, an iterative process was performed. 

Each iterative loop generated a sequence of 1.8×108 rays tracing with starting points O1, O2, etc. (Fig. 1) located 

in the virtual ray tracing plane. Each ray tracing hits the system at different locations for the absorber tube (A1) 

and the parabolic screen at points P1. These hitting points are calculated by using the equations (13). 

xi = xi
o +t cos (αi), where i = 1,2,3………,  

where 𝑥𝑖
𝑜are the coordinates of the source points located at the virtual ray tracing plane. Cos (αi) is the ray 

tracing's direction cosines (0, -1, 0), and (t) is a parameter related to the linear vector function. 

The parameter (t) is computed by the analytic solution of the quadratic equation (14). 

The parameter (t) corresponds to the minimum value between the two roots t1 and t2 of equation (14). 

𝑡 =
−𝑏 ± √𝑏2 − 4𝑎𝑑

2𝑎
, 𝑡 = min(𝑡1, 𝑡2)   

The normal external vector is built at the intersection point that was previously found by equation (13). 

For the parabolic screen 

𝑛𝑥 =  0; 𝑛𝑦 =
1

√1 + 4𝑐2𝑥3
2

, 𝑛𝑧 =
−2𝑐𝑥3

2

√1 + 4𝑐2𝑥3
2
 

For the absorber tube 

nx = 0; ny = cos(θc); nz = sin (θc ) 

Equation (18) represents the direction of the solar radiation on the PTC. The mean of the intersection points 

determines the angle (θc), where θc is the azimuthal angle at the absorber tube. 

The unit reflected vector sr is represented by equation (17) in vector and indicial notation. 

𝑠𝑟= 2|s⋅n|n−s, 𝑠𝑡
𝑟  = 2|sj⋅nj|nj−sj,  

For determining the portion of the surface over the receiver tube, over which the solar radiation heat flux is 

added, a sequential search by discrete elements was developed. Each of the discrete elements on the absorber 

tube is divided into triangular elements.  

The intersection points I within the triangular element is computed by using the equation (18). 

𝐼𝑖 = 𝑥𝑠𝑖
𝑜 + 𝑡𝑝cos (𝛼𝑖) 

For three-node elements, the parameter (tp) defines the intersection (I) between the solar beam and the 

triangular plane. The equation (19) is used for the computation of intersection point (I) within the triangular 

elements. 

(eq. 7) 

(eq. 8) 

(eq. 9) 

(eq. 10) 

(eq. 11) 

(eq. 12) 

(eq. 13) 

(eq. 14) 

(eq. 15) 

(eq. 16) 

(eq. 17) 

(eq. 18) 

 
P. Saini et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1225



 

 

𝑡𝑝 =
𝑑 − 𝑎𝑘𝑥𝑠𝑘

𝑜

𝑎𝑘cos (𝛼𝑘)
 

Where ak is the plane's coefficients defined by three points, and d is an independent term in equation (19). 

If the intersection point belongs to the three nodes elements, the following condition represented by equation 

(20-21) must be satisfied for each component: 

𝐼𝑖 = 𝛽𝑘𝑥𝑖
𝑘 and ∑ 𝛽𝑘 = 13

𝑘=1  

The three values of coefficients (βk) are obtained by the solution of the expression in equation (20), which 

produces a set of simultaneous equations (21). 
𝑥1 𝑥2 𝑥3

𝑦1 𝑦2 𝑦3

𝑧1 𝑧2 𝑧3

×

𝛽1

𝛽2

𝛽3

=

𝐼𝑥

𝐼𝑦

𝐼𝑧

 

The solution for each coefficient in equation (21) is given by equation (22). 

𝛽𝑘 =
𝐼𝑘(𝑦𝑙𝑧𝑚 − 𝑦𝑚𝑧𝑙) + 𝐼𝑦(𝑥𝑚𝑧𝑙 − 𝑥𝑙𝑧𝑚) + 𝐼𝑧(𝑥𝑙𝑦𝑚 − 𝑥𝑚𝑦𝑙)

𝛥
 

Where sub-indices: k, l, and m follow a cyclic counter-clockwise permutation: 1-2-3, and Δ is the matrix 

determinant. 

If equation (21) is satisfied, then the solar energy flux is computed and added to the surface discrete elements. 

The local radiation energy in the unit area is computed by applying the numerical equation (23) for every ray 

tracing impacting on a specific discrete element around the absorber tube (Ehrlich 2002). 

�̇�𝑟
𝑒 = 𝜌𝑐𝑙𝛾𝑎𝑒𝐾(𝜃𝑖)𝜓(𝜃𝑖)𝐼𝑏𝑛 and 𝜌𝑐𝑙 = 0.935, 𝑎𝑒 = 0.023, 𝜓(𝜃𝑖) = 1 

The user specifies the solar irradiance, Ibn. According to Kerlin et al. (2016), a default value of 1360.8 W/m2 

was set in. The value of the intercept factor (𝛾 = 0.84) was obtained from equation (24) (Padilla et al. (2011)). 

 

 

Where γ1 = 0.950 (black chrome), γ2 = 0.980 (collector mirror's geometrical accuracy), γ3 = 0.960 (mirror 

clearness), γ4 = 0.980 (dirt on heat collection element, i.e., absorber tube). 

The incident angle modifier function K(θi) is defined by equation (25) (Gorantla et al. (2017)). 

𝐾(𝜃𝑖) = 𝑐𝑜𝑠(𝜃𝑖) + 0.000884(𝜃𝑖) − 0.00005369(𝜃𝑖
2) 

At the end of one cycle, when the 1.8×108 rays hit all the elements around the absorber tube, the total solar 

energy flux per unit area is computed by each element according to the Monte Carlo method by equation (26). 

�̇�𝑒
𝐿 = (

𝐴𝑎

𝐴𝑒
) [(

1

𝑁𝑎
) ∑

𝑟=1
𝑁𝑟

𝑒

𝑞𝑟
𝑒]

𝐿

 

The total solar flux per unit area collected by the absorber tube is computed at the end of one cycle with the 

help of equation (27). 

�̇�𝑒
𝐿 = ∑

𝑟=1
𝑁𝑟

𝑒

𝑞𝑟
𝑒 

The relative error in the cycle of 1.8×108 rays is computed by using the equation (28). 

𝐿𝑜𝑜𝑝𝑒𝑟𝑟𝑜𝑟 =
|(�̇�𝑎

𝐿)𝑛𝑒𝑤 − (�̇�𝑎
𝐿)𝑜𝑙𝑑|

(�̇�𝑎
𝐿)𝑛𝑒𝑤

 

If the relative error is less than 0.0001, the convergence is attained, and the computation is finished; otherwise, 

another cycle of 1.8×108 rays tracings is performed until convergence is attained. Figure 2 represents the in-

house developed algorithm's flowchart to calculate the heat flux on the receiver tube's outer surface using 

parallel computing. SEGS LS2 parabolic trough absorber tube was used to validate with the experimental 

comparison of Z. D. Cheng et al. (2010), as explained in section 2.7.  

2.4 Boundary conditions 

At the outlet of the PTC, a fully developed flow condition was applied. At the inlet of the absorber tube of 

PTC, a velocity magnitude of 1 m/s and HTF temperature of 303 K was applied. Other surfaces of the absorber 

tube of PTC were considered as adiabatic walls. At the absorber tube's outer cylindrical surface, circumferential 

heat flux calculated by the in-house developed MCRT method was applied. Syltherm-800 liquid oil was used 

as heat transfer fluid, and its properties are specified in Table 1. To couple the velocity and pressure, a SIMPLE 

algorithm is used. SIMPLE is used for solving pressure equations by using a semi-implicit method for 

compressible and incompressible fluid flow. In the SIMPLE algorithm, a second-order upwind scheme is used. 

The Nusselt number and Reynold number are calculated using the relation in Incropera and DeWitt (1990). A 

(eq. 19) 

(eq. 20) 

(eq. 21) 

(eq. 22) 

(eq. 23) 

6

1
i

i
 

=
=  (eq. 24) 

(eq. 25) 

(eq. 26) 

(eq. 27) 

(eq. 28) 
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computation domain five times larger than the PTC geometry was used to determine the effect of air. HTF 

with variable temperature is used to assess the impact of wind speed on the efficiency of PTC.  

Tab. 1: Thermophysical properties of Syltherm-800 

 

 

 

 

 

 

 

 

2.5 Grid independence study 

Uniform structured mesh is used across the geometry, as shown in Figure 3. A grid independence study was 

conducted for PTC's absorber tube to predict performance and heat transfer characteristics. The minimum 

number of elements with grid-independent accuracy was 0.7 million; below that level, numerical calculation 

accuracy and solution stability changed with grid size, as seen in Figure 4. The element size implemented in 

the investigated case in this study was 0.005 × 0.005 m, with 0.7 million elements. Substantial computational 

effort and time were observed beyond 3.9 million elements corresponding to a grid size of 0.0025 × 0.0025 m. 

The volume mesh used has hexahedral-shaped elements. Figure 4 shows the curves of axial temperature 

variation at three circumferential locations corresponding to 0.7 million, 1.1 million, and 3.9 million elements, 

which are almost coinciding with each other. The figure shows that all respective curves are very close to each 

other, and the results show that the simulation model used is independent of grid size. To verify the grid 

independence of the solution, the model was run at three element sizes: 0.005 × 0.005 m, 0.0040 × 0.0040 m, 

and 0.0025 × 0.0025 m. These element sizes resulted in 0.7 million, 1.1 million, and 3.9 million elements in 

the geometry. Based on the finding of this study, a 0.7 million element count was used in all the simulations. 

 

 

 

 

 

 

 

 

 

 

2.6 Experimental setup 

Figure 5 (a) represents the schematic diagram of the PTC solar steam plant in Hatsun Agro Products in Salem 

(Tamil Nadu), India. This PTC solar steam plant has 2-rows of PTC and can be operated individually 

depending upon the need. This PTC solar steam plant has a minimum capacity of 900 kg of steam per day 

under temperature and pressure of 220 °C and 17.5 bar. The maximum capacity of this plant is 3 tonnes per 

day, and the average production of steam in this plant is 1.5 tonnes per day. Silicon-based heat transfer fluid 

is used in this system. The maximum thermal efficiency obtained in this system is 60%-65%. Figure 5 (b) 

depicts Hatsun Agro Products' actual PTC solar steam plant in Salem, Tamil Nadu (India). 

 

Temp 

(°C) 

Specific 

heat 

(Kj/kg K) 

Density 

(kg/m3) 

Thermal 

conductivity 

(W/m K) 

Viscosity 

(mPa s) 

Vapour 

pressure 

(kPa) 

30 1.625 934.99 0.1331 8.32 0 

80 1.711 881.68 0.1237 3.86 1.46 

130 1.796 837.46 0.1143 2.11 13.5 

180 1.882 792.08 0.1049 1.26 59.5 

230 1.967 744.3 0.0955 0.81 171.7 

280 2.052 692.87 0.0861 0.54 380.2 

Fig. 3: Structured Mesh on the receiver tube of parabolic 

trough collector 

 

Fig. 4: Axial temperature on the receiver tube of the parabolic trough 

collector computed at four grid sizes (0.005 × 0.005 m, 0.0040 × 0.0040 

m, 0.0025 × 0.0025 m and 0.0059 × 0.0059 m) 
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2.7 Validation 

Figure 6 shows that solar flux distribution in the circumferential direction over the PTC receiver tube using 

the MCRT method is in good agreement with the experimental results of Z. D. Cheng et al. (2010). Table 2 

displays PTC dimensions for validation analysis, similar to the SEGS LS2 parabolic trough collector module 

tested on AZTRAK rotating platform at SNL by Dudley et al. (1994). 

Tab. 2: Dimensions of the SEGS LS2 parabolic trough collector 

S. No. Parameters Values 

1. Length of parabolic reflector (m) 7.8 

2. Width of parabolic reflector (m) 5 

3. Focal point (m) 1.84 

4. Outer diameter of receiver tube (mm) 70 

5. Outer diameter of a glass tube (mm) 115 

6. Inner diameter of receiver tube (mm) 66 

Tab. 3: Experimental data and comparison with Z.D Chang et al. (2010) results with simulation results 

Tab. 4: Experimental data of parabolic trough collector solar steam plant of "Hatsun Agro Products", Salem, Tamil Nadu 

(India) developed by Protarget, Germany & managed by LUIT Renewables and comparison of experimental results with 

simulation results 

Cases Ir 

(W/m2) 

qm 

(kg/s) 

Ta 

(°C) 

Tin 

(°C) 

To,exp 

(°C) 

To 

 

ɳ 

(Exp.) 

(%) 

ɳ 

(%) 

Case1 794.90 0.7126 34 184.2 216.9 217.8 66.74 66.57 

Case 2 848.78 0.6502 37 192.1 214.1 213.60 65.25 64.80 

Case 3 810.71 0.5746 36 201.5 220.5 221.5 62.41 63.40 

The energy absorption efficiency of the tube was calculated by using the equation (32). 

𝜂 = 𝑘[73.3 − 0.007276𝛥𝑇𝑎𝑎] − 0.496(𝛥𝑇𝑎𝑎/𝐼) − 0.0691(𝛥𝑇𝑎𝑎
2 /𝐼) 

The new model on the MCRT method is also validated by comparing the efficiency results of Z.D. Chang et 

al. (2010) with the current study for the three different cases. The model was further validated by experimental 

data obtained from the PTC solar steam plant of Hatsun Agro Products in Salem, Tamil Nadu (India), 

Cases Ir 

(W/m2) 

qm 

(kg/s) 

Ta 

(°C) 

Tin 

(°C) 

To,exp 

(°C) 

To 

(Z. D. 

Cheng.) 

(°C) 

To 

 

ɳ 

(Exp.) 

(%) 

ɳ 

(Z. D. 

Cheng) 

(%) 

ɳ 

(%) 

Case1 933.7 0.6782 21.2 102.2 124.0 126.8 126.09 72.51 72.64 72.47 

Case 2 937.9 0.6206 28.8 297.8 316.9 319.4 316.36 67.98 68.35 68.20 

Case 3 920.9 0.5457 29.5 379.5 398.0 401.9 398.53 62.34 62.69 62.40 

(a) 

 

(b) 

 Fig. 5: (a) Schematic diagram of parabolic trough collector solar steam plant in Hatsun Agro Products, Salem (Tamil Nadu), 

India, and (b) Parabolic trough collector solar steam plant in Hatsun Agro Products, Salem (Tamil Nadu), India 
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developed by Protarget, Germany, in collaboration with LUIT Renewables. Comparisons show close 

agreement with experimental data in Table 3 and Table 4. The maximum difference between the computed 

results of this study and the experimental data is less than 2%. This confirms the reliability of the new algorithm 

for the analysis of PTC absorber tubes. 

3. Results and discussions 
The variations in real-world parameters, including solar radiation, the inlet temperature of HTF, the mass flow 

rate of HTF, and wind speed on the efficiency of PTC, are analyzed and presented. The geometrical details of 

the PTC used for the numerical simulation are displayed in Table 5. Efficiency results are presented with and 

without a glass envelope over PTC's absorber tube. Subsequently, adding a glass envelope increases PTC's 

overall performance. As it prevents surrounding convective heat losses. 

3.1 Solar radiation and distribution on receiver tube 

Figure 7 (a) shows the solar flux distribution circumferentially over the receiver tube for the different solar 

radiations. For the different solar radiations, we have different solar flux. Here, solar flux on the receiver tube 

is directly proportional to solar radiation. Whereas, Figure 7 (b) shows the temperature on the outer wall of the 

receiver tube in the axial direction for the different values of θ (i.e., θ = 0°, 90°, 180°). This rise in the 

temperature in the axial direction can be observed in Figure 7 (b). The temperature is highest at θ = 90° as 

compared to θ = 0°, 180°. This is due to the reason that θ = 90° is on the side which has higher concentrated 

solar radiation while θ = 0° is on that side which has the lowest solar concentration. And θ = 180° on the side, 

which lies in between the concentrated solar region. The trends for the temperature and the circumferential 

solar distribution is quite similar to that of Z. D. Cheng et al. (2010).     

Tab. 5: The dimensions of the parabolic trough collector 

S. No.                    Parameters Values 

1.    Length of the parabolic reflector (m)     2 

2.                   Focal point (mm)   220 

3. Width of parabolic reflector (m)     1 

4. Outer diameter of absorber tube (mm)    32 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6: Validation of solar energy flux distribution over the 

receiver tube circumference with 937.9 W/m2 (Z. D. Cheng et 

al. (2010) 

 

 

(a) 

 

 

(b) 
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3.2 Impact of solar radiation on the efficiency of PTC 

Figure 8 (a) shows solar radiation's impact on PTC's efficiency. As we increase solar radiation, PTC efficiency 

increases by keeping HTF's mass flow rate and inlet temperature constant. (i.e.,1 m/s and 303 K) as presented 

in Figure 8 (a). Due to increased solar radiation, concentrated solar energy flux on the receiver tube surface 

also increases. Solar flux on the receiver tube surface is proportional to the solar radiation. Moreover, as the 

amount of solar radiation rises, the outlet temperature of HTF (Syltherm-800) also rises. The PTC's output and 

outlet temperature increase by inserting the glass envelope outside the receiver tube, as shown in Figure 8 (a). 

Efficiency increases by 0.06% by maintaining the constant flow rate and inlet temperature of HTF (i.e., 1 m/s 

and 303 K). The explanation is that the glass envelope reduces atmospheric convective heat losses.  

Figure 8 (b) represents the relationship between the Reynolds number and Nusselt number for the varying solar 

radiations. Reynolds number remained unchanged as the mass flow rate and inlet flow temperature were kept 

constant (i.e., 1 m/s and 303 K) while studying the effect of solar radiation on the efficiency of PTC. Nusselt 

number varies because of the convective heat transfer coefficient change, which keeps changing with the 

change or increase in solar radiation. An increase in the Nusselt number increases the efficiency of the PTC, 

as shown in Figure 8 (a).   

 

 

 

 

 

 

 

 

 

 

 

3.3 Impact of mass flow rate on the efficiency of PTC 

Figure 9 (a) shows the impact of the mass flow rate of HTF on the PTC's efficiency. As we increase the HTF's 

mass flow rate, there is an increase in efficiency, but the outlet temperature of the PTC decreases. This is 

because of the effect of mass flow rate. A higher flow rate combined with a lower temperature difference (i.e., 

the temperature difference between the inlet and outlet of the absorber tube) increases PTC efficiency. And for 

the lower flow rate, the higher temperature difference (i.e., the temperature difference between the inlet and 

outlet of the absorber tube) combined with the lower flow rate reduces the overall efficiency of the PTC by 

keeping the solar radiation and inlet temperature of the HTF constant (i.e., 950 W/m2 and 303K). Also, for the 

lower mass flow rate, the higher will be the outlet temperature and the outlet temperature start reducing as we 

start increasing the mass flow rate of HTF because of less time for the HTF to get heated in the receiver tube 

of PTC. The glass envelope's addition to the absorber tube increases the efficiency and outlet temperature by 

8.5% by keeping solar radiation and inlet HTF temperature constant (i.e., 950 W/m2 and 303K). This is due to 

less convective heat losses to the atmosphere, as depicted in Figure 9 (a). Figure 9 (b) shows the relation 

between the Reynolds number and the Nusselt number for varying the mass flow rate of heat transfer fluid. As 

the velocity of the heat transfer fluid keeps on increasing, the Reynolds number keeps on increasing. As the 

Reynolds number increases, the convective heat transfer coefficient also increases. This increase in the 

convective heat transfer coefficient increases the Nusselt number. An increase in the Nusselt number increases 

the efficiency of the PTC, as shown in Figure 9 (a).  

3.4 Impact of HTF's temperature on the efficiency of PTC 

Figure 10 (a) shows the collector's efficiency effect of HTF temperature. PTC efficiency increases rapidly for 

lower HTF temperature due to the higher heat transfer rate due to the higher temperature difference (i.e., the 

Fig. 7: Circumferential solar flux distribution on the outer wall of receiver tube of parabolic trough collector for different solar 

radiations, and (b) Temperature on the receiver tube of parabolic trough collector in an axial direction  

 

 

Fig. 8: (a) Efficiency of parabolic trough collector with the variation of solar radiation, and (b) Variation of Reynold number and Nusselt 

number with the variation of solar radiation 
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HTF temperature difference between the inlet and outlet of the absorber tube). Whereas, if we keep raising the 

HTF temperature, there is no significant increase in the PTC's efficiency as we keep the mass flow rate of HTF 

and solar radiation constant (i.e., 950 W/m2 and 1 m/s). The increase in HTF temperature is higher for lower 

inlet HTF temperature, but the heat transfer rate reduces as we raise the inlet HTF temperature. PTC's total 

performance and outlet temperature improved by 0.13% as we placed the glass envelope outside the receiver 

tube, keeping solar radiation and mass flow rate constant (i.e., 950 W/m2 and 1 m/s). This is due to reduced 

atmospheric convective heat losses. Figure 10 (b) represents the relations between the Reynolds number and 

Nusselt number for varying inlet temperatures of heat transfer fluid. As the heat transfer fluid temperature 

increases, the various properties of the heat transfer fluid changes (such as density, thermal conductivity, 

specific heat, and viscosity). Change in the properties of the fluid increases the Reynolds number. The Nusselt 

number changes initially because of the high convective heat transfer coefficient, but later, the change in the 

convective heat transfer coefficient is not significant enough to increase the Nusselt number. Thus the 

efficiency of the PTC increases initially, but after that efficiency of the PTC becomes constant with an increase 

in the fluid inlet temperature (Figure 10 (a)). 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.5 Impact of wind speed on the efficiency of PTC 

Figure 12 (a) shows wind speed's effect on parabolic trough collector efficiency. PTC's performance tends to 

decrease with increased wind speed. It is due to increased ambient heat loss, as shown in Figure 12 (b). The 

convective heat loss is reduced with the glass envelope used on the absorber tube, as shown in Figure 12 (a). 

Figure 12 (c) represents the effect of wind speed on the Nusselt number and Reynold number. As the wind 

speed increases, the Nusselt number keeps on reducing because of higher convective heat loss. This reducing 

Nusselt number reduces the overall efficiency of the PTC. With the incorporation of glass tubes, the convective 

heat loss reduces, increasing the overall efficiency compared to the operation of PTC without glass tube.  

Fig. 9: (a) Efficiency of parabolic trough collector with the variation of heat transfer fluid's mass flow rate, and (b) Variation of Reynold 

number and Nusselt number with heat transfer fluid's mass flow rate 

 

 

Fig. 10: (a) Efficiency of parabolic trough collector with a variation of inlet heat transfer fluid temperature, and (b) Variation of Reynold 

number and Nusselt number with inlet heat transfer fluid temperature 
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4. Conclusions 
This paper addressed PTC computational studies using a simple and straightforward approach based on the 

MCRT method. This algorithm's findings were compared with empirical and experimental research published 

in the literature as well as with local validation. The maximum relative difference between the new and 

experimental results was less than 2%. After validation with experiments, two cases were simulated using the 

same algorithm, i.e., with and without glass envelope, for different real-world parameters (i.e., solar radiation, 

HTF temperature, mass flow rate of HTF, and wind speed). The findings showed an improvement in efficiency 

and outlet fluid temperature with an increase in solar radiation. The efficiency and outlet temperature improved 

further with the addition of a glass envelope outside the receiver tube, as this envelope reduces convective 

losses to the atmosphere. Furthermore, the efficiency is increased by changing the mass flow rate as convective 

losses decrease. But the increasing mass flow rate reduces outlet temperature. There is a rapid increase in PTC 

efficiency for lower inlet fluid temperature, but an increase in efficiency becomes insignificant after specific 

inlet fluid temperature as the heat transfer rate reduces with the increasing temperature of HTF. Efficiency and 

outlet temperature increase by using the glass envelope. Wind speed significantly affects PTC's efficiency. 

PTC efficiency tends to decrease as wind velocity increases due to high convective heat loss. There, too, 

positioning the glass envelope on the receiver tube increases efficiency. 
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Abstract 

The paper presents a theoretical model for energy performance simulation of an unglazed metal façade collector 

(UMFC). Different configurations of UMFC were developed and experimentally tested with the use of an indoor 

solar simulator to perform a verification process. The verification of the model demonstrated that there is a good 

agreement between the simulated and experimentally obtained results. The sensitivity analysis has been performed 

to demonstrate the influence of the wind-forced convection model on the theoretically calculated efficiency. 

However, the results of the analysis indicated that it is extremely important to identify an appropriate  

wind-forced convection correlation for the estimation of the thermal performance of a UMFC. A large number of 

correlations for wind-forced convection presented in the literature demonstrated that there is no universally 

acceptable correlation. The difference was caused by different combinations of experimental and operating 

conditions (ambient air temperature, wind range, wind tunnel/outdoor/indoor measurement, instrumentation, 

surroundings, etc.). Therefore, it was highly recommended to provide a long-term verification process of the 

model since the climatic and operating conditions (especially wind-related conditions for instance wind speed, 

wind direction, wind turbulence, etc.) are different compared to an indoor verification process.  

Keywords: Unglazed solar thermal collector, metal façade cladding system, building integrated solar thermal 

(BIST), wind-forced convection 

1. Introduction 

The utilization of solar energy using a building envelope becomes more and more attractive today. It offers great 

environmental benefits (reduction in primary energy consumption, reduction in greenhouse gas emissions, etc.) 

as well as economic benefits (reduction in building operating costs, sustainable operation, public subsidies, etc.). 

Particularly the usage of efficient, technically reliable, and time-proven solar thermal technologies has great 

potential. Among solar thermal technologies, unglazed solar thermal collectors have lower thermal performance 

compared to glazed flat-plate collectors or vacuum tube collectors. Unglazed solar thermal collectors for a long 

time were utilized primarily for low operation temperature heating purposes in applications such as swimming 

pool heating or as an evaporator in a heat pump system. The high magnitude of heat losses (mainly caused by 

convection) prevented their wider distribution in solar thermal applications. On the other hand, they are cheaper, 

lighter, and more reliable. Therefore, the combination of an unglazed solar thermal collector and a metal facade 

cladding system comes to mind. Such an unglazed metal façade collector (UMFC) is based on one key element 

(solar absorber metal sheet). Moreover, this solution brings a few advantages. Firstly, the metal cladding system 

is a well-established technology used by architects for new buildings, as well as for retrofit purposes. So, there is 

a large application potential. Secondly, a commercially available metal cladding system is available in a large 

palette of colours. It allows us to solve the aesthetic issues associated with the solar thermal integration processes. 

Thirdly, installing a UMFC system is faster than an entirely new façade solution because UMFC is based on a 

commercially available metal cladding system. Last but not least, the energy-active large-area building façade 

system can be used for direct hot water preparation and distribution, space heating in combination with a heat 

pump, direct space cooling (night radiative cooling), or space cooling in combination with a heat pump. It is, 

therefore, not surprising that metal unglazed solar thermal façade collector attracts attention from the scientific 

field (Probst and Roecker, 2007; Hermann et al., 2010; Giovanardi et al., 2015; Shen et al., 2016; Martinez et al., 

2017; Weiland et al., 2019; Shemelin and Matuska, 2022). 

International Solar Energy Society EuroSun2022 Proceedings

 

© 2022. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientiic Committee
doi:10.18086/eurosun.2022.12.15 Available at http://proceedings.ises.org1234



 
Analyzing the thermal performance of a UMFC is essential as it helps to improve the design. In fact, research and 

sensitivity analysis of design changes should be performed simultaneously to create an efficient device. Since the 

experimental study of all possible collector designs is not feasible, analytical methods such as computational 

modelling using a mathematical model must be employed. The benefits of computational modelling are the ability 

to study the thermal performance under different climatic and operating conditions which are difficult or 

impossible to create in laboratory conditions, to provide design changes sensitivity analysis, etc. 

In the past, some studies investigated an unglazed thermal collector energy performance to create a mathematical 

model. For instance, Keller (1985) concluded that the significant difference in thermal performance modelling of 

glazed and unglazed solar thermal collectors is that the thermal performance of unglazed collectors is strongly 

influenced by six environmental factors (namely solar irradiance, ambient air temperature, longwave radiation, 

wind speed, rain, and condensation/frost.) while the thermal performance of glazed collectors primarily depends 

on only two environmental factors (solar irradiance and ambient air temperature). Later Morrison and  

Gilliaert (1992) modified the well-known Hottel-Whillier-Bliss equation (Bliss Jr., 1959; Hottel and Whillier, 

1955; Hottel and Woertz, 1942; Whillier, 1967) for unglazed solar thermal collectors. It includes an allowance for 

longwave sky radiation and wind speed on the calculated thermal performance. Then  

Eisenmann et al. (2006) developed, experimentally validated, and described an additional energy gain of an 

unglazed metal collector, including the condensation phenomena. The condensation effect on a metal unglazed 

solar thermal collector heat gains was investigated and considered in several other collector models reported by 

(Morrison, 1994; Perers, 2010; Soltau, 1992; Stegmann et al., 2011). Later Anderson et al. (2013) investigated 

theoretically and experimentally the thermal performance of an unglazed thermal collector for radiant cooling. 

Bunea et al. (2015) developed and evaluated an unglazed solar thermal collector considering 

condensation/evaporation, frost/melting, and rain phenomena. 

The proposed mathematical model aims best to represent the thermal behaviour under different design changes 

and quantify their influence on the collector's thermal performance. The presented model is a very detailed 

theoretical model with 17 input design parameters such as the absorber length, width, pipe thermal conductivity, 

bond material thermal conductivity, etc. It allows to perform a sensitivity analysis of design parameters under 

different climatic and operating conductions and to demonstrate their impact on the annual performance of UMFC-

based solar systems. Moreover, this study outlines the influence of wind-forced heat transfer on thermal 

performance and indicates the importance of choosing an appropriate correlation for wind-forced convection. 

2. Mathematical model 

The proposed model is a detailed theoretical model of an unglazed metal façade liquid collector (see Fig. 1) that 

requires the geometrical (length of the metal absorber, width of the absorber, etc.), physical parameters (the metal 

absorber thermal conductivity, the pipe thermal conductivity, etc.), operating conditions (the collector heat 

transfer fluid mass flow rate, the collector heat transfer fluid inlet temperature, etc.) and climatic conditions (solar 

irradiance, ambient air temperature, wind velocity, etc.) to calculate the model outputs (the usable heat output, 

with respect to the collector area, and output heat transfer fluid temperature). 

 

Fig. 1: The schematic layout of UMFC 
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The model uses the well-known one-dimensional useful energy output equation proposed by Hottel and Woertz 

(1942), Hottel and Whillier (1955) and Bliss Jr. (1959) so that 

𝑄𝑐,𝑢 = 𝐴𝑎𝑏𝑠𝐹𝑅[𝜏𝛼𝐺 − 𝑈(𝑇𝑖𝑛 − 𝑇𝑎)]   (eq. 1) 

where  𝐴𝑎𝑏𝑠 is the solar collector absorber area (m2), 𝐹𝑅  is the collector heat removal factor (-), 𝜏 is the solar 

transmittance of the collector cover, in the case of an unglazed solar collector it is equal to 1 (-), 𝐺 is the global 

solar irradiance on the collector plane (W m-2), 𝑈 the collector overall heat loss coefficient (W m-2 K-1),  𝑇𝑖𝑛  is the 

heat transfer fluid inlet temperature (K), and 𝑇𝑎  is the ambient air temperature (K). 

In this equation, the fundamental difficulty is that there are two interdependent variables, the collector overall heat 

loss coefficient 𝑈 and the collector heat removal factor 𝐹𝑅. The iteration cycle is introduced into the calculation 

process to solve this issue. In the first iteration step, the absorber 𝑇𝒂𝒃𝒔 and the heat transfer fluid 𝑇𝒇𝒍𝒖𝒊𝒅  

temperatures are estimated based on the inlet heat transfer fluid temperature 𝑇𝒊𝒏. Then, external and internal energy 

balances are calculated, describing the heat transfer process from the absorber surface to the surroundings and 

from the absorber surface to the heat transfer fluid, respectively. After that, the useful energy output is calculated 

according to Eq. (1). Afterwards, both estimated temperatures are recalculated. Finally, the recalculated absorber 

temperature 𝑇𝒂𝒃𝒔 and the heat transfer fluid temperature 𝑇𝒇𝒍𝒖𝒊𝒅 are compared with the initial values. The 

calculation process continues as long as both temperatures are equal with 0.05 K difference. Typically, it takes 

from 3 to 5 iteration steps. 

As mentioned above, the external energy balance describes the energy losses from the absorber surface to the 

surroundings. In the case of a UMFC, the external energy balance (see Fig. 2) consists of: 

• the heat transfer processes by combined convection (forced and natural) and radiation from the front 

absorber surface to the ambient; 

• the heat transfer processes by natural convection and radiation in the air gap between the back absorber 

surface and a façade wall. 

 

Fig. 2: Schematic layout of the external energy balance 

To calculate the actual intensity of the heat transfer processes mentioned above, the absorber temperature 𝑇𝒂𝒃𝒔 

should be known. On the other hand, the absorber temperature 𝑇𝒂𝒃𝒔 is dependent on the intensity of the heat 

transfer processes. Therefore, the absorber temperature 𝑇𝒂𝒃𝒔 in the first iteration step is estimated based on the 

heat transfer fluid inlet temperature 𝑇𝑖𝑛 . Afterwards, the intensity of the heat transfer processes and the collector 

overall heat loss coefficient 𝑈 are calculated based on the estimated absorber temperature 𝑇𝒂𝒃𝒔.  

The internal energy balance (see Fig. 3), contrary to the external energy balance, expresses the heat transfer 

processes inside a collector, from the absorber surface to the heat transfer fluid. It includes: 

• the heat transfer process by fin conduction; 

• the heat transfer process by bond conduction; 

• the heat transfer process by pipe conduction; 

• the heat transfer process by forced convection from the pipe surface to the heat transfer fluid. 
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Fig. 3: Schematic layout of the internal energy balance 

Here the situation here is very similar to the external energy balance. To calculate the actual intensity of the heat 

transfer processes, the heat transfer fluid mean temperature 𝑇𝒇𝒍𝒖𝒊𝒅 should be known. On the other hand, the mean 

temperature of heat transfer fluid 𝑇𝒇𝒍𝒖𝒊𝒅 is dependent on the intensity of the heat transfer processes. Hence, similar 

to external energy balance, in the first iteration step the heat transfer fluid mean temperature 𝑇𝒇𝒍𝒖𝒊𝒅 is estimated 

based on the heat transfer fluid inlet temperature 𝑇𝑖𝑛 . Then, the intensity of the heat transfer processes and the 

collector useful energy output 𝑄𝑐,𝑢 are determined based on the mean temperature of heat transfer fluid 𝑇𝒇𝒍𝒖𝒊𝒅. 

3. Model verification 

The proposed model was experimentally verified in Solar Laboratory operated under the University Centre for 

Energy Efficient Buildings (UCEEB) Czech Technical University in Prague. Ten UMFC prototypes different in 

design were produced using a commercially available metal cladding system to verify the model. Each prototype 

consists of a metal solar absorber with a solar absorptance α of 0.95, a longwave emittance ε of 0.95 and a 

hydraulic system (serpentine tube) bonded to the metal absorber sheet using conductive glue. The combinations 

of two pipe materials, three types of glue, three distances between pipes, and two prototype dimensions were used 

to demonstrate the performance sensitivity to different design parameters. A general dimensional scheme of the 

designed prototypes is illustrated in Fig. 4. The design parameters of the produced UMFC prototypes are presented 

in Tab. 1. The photos of the first experimental prototype are shown in Fig. 5. 

 

Fig. 4: The general dimensional scheme of the designed prototypes 

Tab. 1: Design parameters of the produced UMFC prototypes 

Prototype 
Absorber 

material 

Bond thermal 

conductivity  

(W m-1 K-1) 

Distance 

between tubes  

d (mm) 

Tube material 

Absorber 

dimensions  

A x B (mm x mm) 

1 Aluminium 2.8 90 Cu 15x1 2000 x 470 

2 Aluminium 2.8 90 PEX 16x2 2000 x 470 

3 Steel 1.4 90 PEX 16x2 2000 x 470 

4 Steel 0.28 150 Cu 15x1 2000 x 470 

5 Steel 0.28 150 PEX 16x2 2000 x 470 
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Tab. 1: Design parameters of the produced UMFC prototypes (continued) 

6 Aluminium 1.4 90 PEX 16x2 3200 x 650 

7 Aluminium 0.28 130 PEX 16x2 3200 x 650 

8 Steel 1.4 130 Cu 15x1 3200 x 650 

9 Steel 0.28 90 PEX 16x2 3200 x 650 

10 Steel 0.28 130 PEX 16x2 3200 x 650 

 

           

Fig. 5: Photos of the first experimental prototype 

The produced prototypes were experimentally tested under stable climatic (solar irradiance, ambient air 

temperature, wind speed) and operating conditions (heat transfer fluid inlet temperature, heat transfer fluid flow 

rate) to determine the steady-state thermal output with the use of an indoor solar simulator (see Fig. 6 and Fig. 7). 

The sensors' type and their accuracy are given in Tab. 2. 

 

Fig. 6: An indoor solar simulator configuration 

                 

Fig. 7: UMFC prototype on the test stand 
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Tab. 2: The sensors' type and their accuracy 

Sensor Manufacturer Type Accuracy 

Temperature TMG PT100 ± 0.05 K 

Flow rate Krohne Coriolis mass flow sensor OPTIMASS 7000 T10 ± 0.002% 

Solar irradiation Kipp & Zonen Pyranometer SMP1 1 -A ± 1.4% 

Long wave irradiation Kipp & Zonen CNR4 Net Radiometer ± 4% 

Wind velocity 
Airflow Lufttechnik 

GmbH 
Hot-wire anemometer D12-65V C ± 0.1 m/s 

 

The prototypes were tested under three wind speeds to obtain steady-state useful thermal output 𝑄𝑐,𝑢 for at least 

three operation points (Fig. 6 and Fig.7). Subsequently, the instantaneous efficiency 
𝑐
 was determined from Eq. 

(2) so that 


𝑐

=
𝑄𝑐,𝑢

𝐴𝑎𝑏𝑠𝐺"
   (eq. 2) 

where 𝐺" is the net irradiance at the plane of the collector (W m-2). It was defined from Eq. (3) so that 

𝐺" =  𝐺 +
𝜀

𝛼
(𝐸𝐿 − 𝜎𝑇𝑎

4) (eq. 3) 

where 𝐸𝐿 is the long wave irradiance in the collector plane (W m-2). 

Afterwards, the experimentally obtained useful energy output 𝑄𝑐,𝑢 and the analytically calculated instantaneous 

efficiency 
𝑐
 were compared with the theoretically calculated characteristics provided by the model. Fig. 8 

demonstrates the verification process for prototypes 1 and 3. The verification process for the other UMFC 

prototypes looks very similar.  

  

a) b) 

Fig. 8: The model verification process for the prototype 1 (a) and the prototype 3 (b) 

First of all, it should be noted that the experimentally obtained efficiency points are coupled with the expanded 

uncertainty points caused by the accuracy of the sensors (see Tab. 2) and the random variation of the measured 

quantities. Secondly, the theoretically modelled efficiency characteristics the model provides are influenced by 

the uncertainty of the input design parameters. Therefore, the theoretically calculated efficiency characteristic is 

presented as an efficiency area. Thirdly, it is worth noting that wind speed substantially influences the thermal 

performance of the tested UMFC. Finally, comparing and contrasting the experimentally obtained efficiency 

points and theoretically calculated efficiency area, the modelled results fit the experimentally obtained results 

relatively well. The flow chart of the verification process is shown in Fig. 9. 
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Fig. 9: Flow chart of the verification process 

4. Data analysis and the model testing 

The thermal performance of a UMFC is significantly affected by heat losses, especially by the front side heat 

losses. As mentioned above (see Fig. 2), the front side heat losses are caused by two heat transfer processes – by 

radiation loss from the absorber surface and by combined convection (forced and natural) loss to the ambient. It 

is evident that due to the relatively low operating temperatures of UMFC, the influence of the radiation heat 

transfer process is relatively low. On the other hand, the effect of combined convection is significant.  

The combined convection heat transfer coefficient is generally calculated as a function of a forced convection 

heat transfer coefficient using a correlation in terms of wind speed 𝑤 and natural convection heat transfer 

coefficient correlation represented by the temperature difference between the surface temperature 𝑇𝑎𝑏𝑠  and the 

ambient temperature 𝑇𝑎  (Eq. 4).  

ℎ𝑐 = 𝑓(ℎ𝑤(𝑤), ℎ𝑛(∆𝑇)) (eq. 4) 

The present study analyses only the influence of the wind-forced convection model on the theoretically modelled 

efficiency since wind-induced convective heat transfer has a significantly greater influence than natural convective 

heat transfer. The issue is that up to now, there is no consensus about an appropriate procedure for the wind-forced 

convection heat transfer coefficient calculation (Sartori, 2006). As for today, a huge amount of work has been 

conducted over the last 100 years by different researchers. Palyvos (2008) has presented an exhaustive literature 

review on the wind-forced convection models, including more than 95 different correlations. This survey includes 

correlations obtained for façade surfaces and roof-mounted single-glazed solar thermal collectors. Later, Kumar 

and Mullick (2010) performed experiments for unglazed solar thermal collectors to estimate the wind-caused heat 

transfer coefficient and compared it with studies of other researchers. 

Fig. 10 demonstrates the thermal efficiency area for UMFC prototype 1 with two limiting curves as a result of the 

proposed mathematical model calculations using 40 different wind-forced convection correlations, which are 

suitable for unglazed solar thermal collector modelling under the conditions of the performed experiment. First of 
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all, the modelling results indicate that the theoretically calculated thermal performance is highly dependent on the 

selection of wind-forced heat transfer correlation used in the model. Secondly, the span of the efficiency area 

between the limits increases with an increase in wind speed. Therefore, to calculate the thermal performance of a 

UMFC with a reasonable degree of accuracy, it is extremely important to identify a proper heat transfer correlation 

for wind-forced convection heat transfer. 

  

Fig. 10: The thermal efficiency area as a result of the model calculation using 40 suitable wind-forced convection correlations 

Fig. 11 presents the efficiency curves as a result of the model calculation for the first UMFC prototype using  

5 widely used wind-forced convection correlations (McAdams, 1954; Wattmuff et al., 1977; Test et al., 1981; 

Kumar et al., 1997; Sharples and Charlesworth, 1998). The simulation results are also compared with the 

experimental results. 

 

Fig. 11: The thermal efficiency characteristics as a result of the model calculation using 5 widely used wind-forced convection 

correlations  

The simulation results indicate that the wind-forced convection correlations obtained by McAdams (1954) and 

Wattmuff et al. (1977) give lower values of wind-forced heat transfer coefficient and, consequently, higher 

efficiency values for the collector. On the other hand, the wind-forced convection correlations obtained by  

Test et al. (1981) and Sharples and Charlesworth (1998) give higher values of wind-transfer coefficient and, as a 

result, lower efficiency values. The difference in the simulation results is caused by a difference in the 

experimental conditions. While McAdams (1954) and Wattmuff et al. (1977) reported their correlations based on 

wind tunnel measurements, Test et al. (1981) and Sharples and Charlesworth (1998) performed outdoor 

experiments to obtain wind-forced heat transfer coefficient correlations. The point is that the amount of free stream 

disturbance in outdoor conditions is generally higher than in wind tunnels at the same speed. Consequently, a 

higher heat transfer coefficient can be expected in outdoor experiments compared to low turbulence wind tunnel 

measurement (Test et al., 1981). Moreover, wind flow in a wind tunnel is generally steady, while there are 

dynamically changing conditions for wind speed and direction during outdoor experiments. 

It can also be observed that the experimental results obtained in the present study are somewhat close to the results 

of Kumar et al. (1997). This may be due fact that the experiment was performed in an indoor environment using 

an industrial fan. The constant stream disturbance (swirls and turbulence) generated by a large industrial fan can 

be a factor responsible for higher values of wind-forced convection heat transfer coefficient. Finally, it is evident 

that the experimental conditions have a crucial influence on the wind-forced heat transfer coefficient and, 

consequently, on the thermal performance of UMFC prototypes. Therefore, to provide solar system simulation 
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results with a reasonable degree of accuracy, a long-term outdoor verification process (onsite at best) is highly 

recommended to find an appropriate wind-forced convection correlation. 

5. Conclusion 

The paper presents a novel detailed mathematical model of an unglazed metal façade collector. To verify the 

model, ten differently designed UMFC prototypes were produced based on the conventional metal facade cladding 

system and experimentally tested. Comparing and contrasting the experimentally obtained efficiency points and 

theoretically modelled efficiency area span, it can be concluded that the model results fit the experimentally 

obtained efficiency points sufficiently well. 

It was also shown that the thermal performance of a UMFC is greatly influenced by wind-forced convection heat 

transfer from the front side. Therefore, it is extremely important to identify an appropriate wind-forced convection 

correlation to minimize the difference between experimentally obtained and theoretically modelled results. Many 

correlations for wind-forced convection clearly demonstrate that there is no universally acceptable correlation. It 

is caused by different combinations of experimental conditions (ambient air temperature, wind range, wind 

tunnel/outdoor/indoor measurement, instrumentation, surroundings, etc.). It should be noted that any wind-forced 

heat transfer correlation obtained from experimental or analytical results is valid within specific experimental 

conditions. Actually, Sharples and Charlesworth (1998) and Oliphant (1980) conclusions' agree with this fact and 

conclude that the results from their work are strictly and only applicable to the particular experimental conditions 

existing at the site of the measurements. Therefore, the heat transfer model taken from its experimental conditions 

applied under different conditions leads to incorrect results. Hence, the verification process provided by using an 

indoor solar simulator in the case of an unglazed solar thermal collector is insufficient. Generally, wind flow under 

indoor tests is steady, whereas wind is always dynamic in the natural environment as much in wind speed as in 

wind direction. As a result, a long-term outdoor verification process is highly recommended to find an appropriate 

wind-forced convection correlation.  

Future work will focus on a long-term outdoor verification process based on a large-scale UMFC demonstration 

under different operation conditions of potential applications (direct hot water preparation, combination with heat 

pump for hot water preparation and space heating, night cooling, etc.). 
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Abstract 

The limited availability of land for large-scale solar technologies has led to the idea of combining agricultural and 

energetic land use. Especially bifacial Agri photovoltaics has shown to be attractive regarding low installation costs. 

Bifacial Agri solar thermal systems have been neither analyzed nor tested in this context, which results in a lack of 

research in this field. Therefore, the objective of this paper is to outline the energetic potential of a bifacial solar 

thermal system. An analytic modelling approach based on solar irradiance analysis was chosen to obtain the specific 

thermal energy yield for a whole reference year. This included considerations of incidence angle and collector 

efficiency along with operation temperature and model assumptions. In comparison to a conventional collector facing 

south and inclined at 45°, the provided annual thermal energy per m2 collector area of the bifacial module (90° east-

west oriented) was calculated to be 0.9 % less (451 kWh/m2). The results suggest that a bifacial Agri-ST system is 

capable to deliver a comparable amount of thermal energy per m² of collector area. Furthermore, the calculations 

indicate an increased seasonality of the bifacial over the conventional system. By neglecting shading effects and 

assuming isotropic diffuse irradiance this potential was presumably overestimated in this study. System simulations 

should be carried out in the future to consider these effects as well as transient operation states. 

Keywords: Agri solar thermal, bifacial system, incidence angle, efficiency, specific annual energy yield, solar 

thermal system, flat-plate collector, insulating glass flat-plate collector 

 

1. Introduction 

1.1 Background and Motivation 

The use of land for the provision of renewable energies has become a topic of discussion in politics and society in 

recent years. While in urban areas the roof surfaces of buildings are used for renewables, rural areas offer open spaces 

for the use of wind energy, photovoltaics (PV), solar thermal energy (ST), and biomass. The expansion of these 

technologies is essential to reduce greenhouse gas emissions, but both suitable and affordable land is limited. The 

different utilization options are increasingly competing with each other (Epp, 2021b, 2021a; Röpcke, 2021). This 

problem will intensify in the upcoming years due to the required growth of renewables. Furthermore, there will be 

an increase in demand for solar district heating (SDH) in European countries (Epp, 2021c). However, to cover the 

heat demand of a community which is connected to the district heating network, several hundreds to thousands of 

square meters of installed collector area is required. In rural areas, this land is often used for agriculture and are 

therefore not available for renewable energies. 

Against the background of this competition for space, two-sided irradiated (bifacial) PV modules were recently 

investigated for the integration of solar cells in agriculturally used areas (Gerhards et al., 2022; cf. Katsikogiannis et 

al., 2022). By vertical installation (90° tilt angle) and orientation to east-west, each side is exposed one half of the 

day to supply electrical energy. This approach promises to take up only a fraction of agricultural land by placing the 

modules vertically while providing renewable electricity to the nearby community. This concept is called Agri-PV 

and can provide combined agricultural and electricity production, making an important contribution to climate action 

and other Sustainable Development Goals of the UN (Huck, 2022). Agri-PV systems have become a mature 

technology in the last years and are considered to be state-of-the-art. 

1.2 Agri-PV and Agri-ST Systems 

The concept of Agri-PV has its roots in 1981 when Goetzberger and Tastrow introduced the idea of growing potatoes 

underneath a collector field. However, this concept did not become established until 2013 (Scharf et al., 2021). For 
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this type of installation, the agricultural use is still in the foreground and may not be influenced by the electricity 

generation, or only insignificantly. This has also been stated in the first standard DIN SPEC 91434 (Deutsches Institut 

für Normung e. V., 2021). For this purpose and in order to maximize both agricultural yields and electricity 

production, the right system design must be selected. 

The first possibility of combining agricultural use and PV on the same area is to install the PV modules above the 

agricultural area as a kind of roof construction (see Fig. 1). In this case, rows of stable (steel) supports are erected at 

a freely selectable distance. The distances between the rows are chosen in such a way that the system is integrated 

into the respective agricultural management and has a minimal impact on it. The system is erected with the aid of a 

wide variety of foundations, such as screw foundations or pile-driven foundations, which are anchored in the ground 

so that they provide the overall structure with sufficient stability even under varying wind loads. Concrete 

foundations are not used in this case, as they can disturb the ecology and workability of the soil in the long term. 

(Trommsdorff et al., 2020) 

  

Fig. 1: Schematic illustration (left) and test plant (right) from Scharf et al. (2021) of an elevated Agri-PV system on a arable field.  

This type of installation is more expensive as compared to conventional ground-mounted types (Scharf et al., 2021) 

which is why another type of Agri-PV has been introduced by the company Next2Sun GmbH. This so-called bifacial 

Agri-PV system does not require elevated mounting supports but instead the PV modules are installed vertically as 

seen in Fig. 2. The distance between the module rows is chosen in such a way that the agricultural machine has 

enough space to mow the field and thus cultivate the area. However, this vertical installation requires the collectors 

to be orientated toward east and west, rather than south. Therefore, the system has its peak power before and after 

solar noon. 

So far, a solar thermal variant of this concept does not exist and thus, the problem of limited land-availability remains 

unsolved for solar thermal systems. Therefore, this paper focuses on Agri-ST technology. The usage of concentrators 

to increase the efficiency of the modules is difficult because the rear side of the module must not be covered. 

Generally, for a solar thermal realization, evacuated tube collectors could be considered even if compound parabolic 

concentrators cannot be used. However, in this study, a first potential estimation of that novel concept is done for 

which the investigation of flat-plate collectors (FPC) is considered to be sufficient. 

Common FPCs have a non-transparent rear side which contains the solid materials to insulate the absorber and 

increase the efficiency. It needs to be removed in order to allow for bifacial operation. In addition, the casing of the 

module which is typically made of aluminum, needs to be replaced by a transparent material. The resulting design is 

similar to an insulating glass unit with an absorber between front and rear cover. 

In the last years insulating glass flat-plate collectors have been developed and investigated thoroughly (Giovannetti 

et al., 2014; Giovannetti and Kirchner, 2015; Summ et al., 2020; Summ et al., 2021). The design concept is well-

suited for a bifacial Agri-ST application and numerous investigations have shown that the performance is in a similar 

order of magnitude as compared to conventional FPCs. Additionally, Nikolić and Lukić (2015) investigated double-

exposure flat-plate collectors and showed that a bifacial operation can perform significantly better with the usage of 

reflecting surfaces. In this study, no reflecting mirrors are considered and insulating glass FPCs are investigated in 

order to have a comparable bifacial setup as shown in Fig. 2. 

 

Front view

Side view
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Fig. 2: Example of an bifacial Agri-PV system. (Next2Sun GmbH, 2022). The distance between the module rows is chosen in such a way 

that the agricultural machine has enough space to mow the field and thus cultivate the area. 

1.3 Research Gaps and Scope 

A bifacial solar thermal implementation in the context of Agri-ST does not yet exist and thus, no investigations on 

the energetic potential of this technology have been conducted. Therefore, the objective of this paper is to outline the 

energetic potential and compare bifacial collectors which can be used for Agri-ST plants with a conventional 

collector. 

2. Methodology 

The objective of this paper is to provide a first estimation of the bifacial Agri-ST concept by means of specific 

collector yield analysis and comparison with a conventional solar thermal setup. In order to compare the south-

oriented, tilted collector field with a vertical Agri-ST collector field, analyses on the solar irradiance were conducted.  

A conventional collector field with an inclination of 45° facing south was compared to a bifacial 90° east-west 

oriented collector field. 

The methodological approach for the presented research work is shown in Fig. 3. The key output is the collector 

yield calculation and comparison which is displayed in dark green. Three sets of technical data were included 

consisting of collector data, weather data, and operational data. Another set of model assumptions completed the 

input for the modelling approach. 

An analytical modelling approach was considered to be sufficient for the first specific energy yield estimation of 

bifacial collectors. A system simulation approach was not selected in this study, instead a linear function was used 

for modelling the thermal yield. In that function, the beam irradiance, diffuse irradiance, average collector efficiency, 

and incidence angle modifier (IAM) were considered. 

Weather data from PVGIS-SARAH (European Commission, Joint Research Centre, 2022) referring to the year 2016 

was used to obtain the solar irradiance on the inclined surfaces. The selected dataset refers to a location in the center 

of Germany near the city of Kassel. The solar angles were also extracted from the data to compute the incidence Θ 

between the sun rays and the collector aperture surface using the geometrical relation (Quaschning, 2013): 

Θ = arccos(− cos(α) sin(𝛽) cos(𝛾𝑠 − 𝛾𝑐) + sin(α) cos(𝛽)) (eq. 1) 

𝛼 : solar elevation   𝛽 : collector tilt angle   𝛾𝑠 : solar azimuth angle   𝛾𝑐 : collector azimuth angle 

In that manner, the IAM can be taken into account for the computation of the thermal energy output. For both systems, 

the IAM values according to Tab. 1 were considered. A linear interpolation was applied to account for intermediate 

values of Θ. To calculate the thermal energy output 𝑞, the solar beam irradiance 𝐺𝑏, diffuse solar irradiance 𝐺𝑑, and 

average collector efficiency 𝜂 were taken into account. 𝑞 was computed and compared for both the conventional and 

bifacial solar thermal system. The following relation represents the modelling approach to obtain the specific thermal 
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energy output, where 𝐼𝐴𝑀 is a function of Θ and 𝜂 is a function of 𝛽: 

𝑞(𝑡) = ∫ (𝐺𝑏 + 𝐺𝑑) 𝜂 IAM dt 
𝑡

0

 (eq. 2) 

 

Fig. 3: Schematic illustration of the methodological approach for the presented study. Inputs are displayed in blue, intermediate 

computations in light green and outputs in dark green. 

The thermal efficiency for the analysis was set according to the investigations of Giovannetti and Kirchner (2015) 

for a collector temperature level of 60 K above ambient (𝜂𝑐𝑜𝑛𝑣𝑒𝑛𝑡𝑖𝑜𝑛𝑎𝑙 = 0.425, 𝜂𝑏𝑖𝑓𝑎𝑐𝑖𝑎𝑙 = 0.5). The authors have 

shown, that a vertically installed collector performs better as compared to a 45° installed one. Convective losses of 

the module are affected by the collector tilt angle and with larger tilt, the performance will increase (Montoya-

Marquez and Flores-Prieto, 2017). Hence, the vertically installed bifacial module shows a higher efficiency than the 

45° tilted conventional collector. For the analysis, full-year data was used with an hourly resolution. 

Tab. 1: Incidence angle modifier for both the conventional and bifacial flat-plate collectors. For intermediate values, a linear 

interpolation scheme was implemented. 

Θ 0° 50° 70° 90° 

IAM 1.00 0.98 0.80 0.00 

3. Results and Discussion 

The objective of this study was to provide a first estimation of the bifacial Agri-ST concept by means of specific 

collector yield analysis and comparison with a conventional solar thermal setup. The annual energetic comparison 

of the conventional and the bifacial collector is shown in Fig. 4. Both blue curves represent the cumulative specific 

irradiation on the aperture surface of the conventional (solid lines) and bifacial (dashed lines) collector. With a total 

specific irradiation of 1,185 kWh/m2 the south-oriented collector receives about 6.5 % more energy as compared to 

the bifacial system (1,108 kWh/m2). Between October and April, the south-oriented collector gains more energy 

compared to the east-west-oriented one. Yet, during the other parts of the year the bifacial collector appears to have 

more favorable conditions. In that time period, the slope of the dashed curve is slightly larger which suggests that 

more energy can be converted by the bifacial collector. Prior to the analysis, the east-west-oriented surface was 

expected to receive more energy during the winter period as compared to the south oriented one. The assumption 

was that the smaller solar elevation will be beneficial for the vertical installation and therefore the bifacial collector 

was expected to be preferably used during fall and winter. 

However, the green curves reveal that the opposite seems to be true. Both show the cumulative specific energy yield 

of the collectors. The difference in total specific energy yield is smaller as for the irradiation. For the conventional 

collector it is 455 kWh/m2 and for the bifacial collector it results in 451 kWh/m2 which is a relative difference of 

only 0.9 %. This comparatively small difference is partially caused by the higher efficiency of the vertical collector 

(cf. section 2). As described above, the bifacial collector receives less solar energy during the wintertime but more 

energy during summertime. As a result, the slope of the curves deviates for these periods. 

Collector Data

- Average efficiency

- Incidence angle modifier

- Tilt angle

- Orientation

Operational Data

- Temperature level

Model Assumptions

- Isotropic diffuse irradiance

- Stationary collector 

operation
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Fig. 4: Comparison of the annual cumulative specific irradiation for a 45° south-oriented (–) and a 90° east-west-oriented (- -) surface 

(left axis). On the right axis, the annual cumulative specific energy of a conventional (–) and a bifacial (- -) solar thermal collector is 

shown. 

The effect of the annual solar movement on the incidence angle modifier is shown in Fig. 5. In the two plots, the 

IAM for the 45° south-oriented, 90° east oriented, and 90° west oriented collector aperture surface are compared. On 

the left, the time period during summer solstice is displayed. It can be seen that the blue area represents the east side 

of the bifacial collector, which is irradiated early in the morning with low incidence. Similarly, the west side is 

irradiated on the second half of the day, which is represented by the green area. Also as expected, the southern surface 

is most irradiated in the middle of the day. It is noteworthy that due to the early sunrise and late sunset, the time 

integral of IAM for east and west is larger than the gray area representing the conventional collector. This explains 

why the bifacial collector achieves a greater specific yield in summer than the conventional one. On the other hand, 

shading effects have been neglected in this study. Though, they could have a significant impact on the advantage 

which the bifacial concept offers over the conventional one. It is expected that shading in summer will partially offset 

the benefit of early sunrise and late sunset, and thus the bifacial system may provide less specific yield than shown 

here. 

On the right, the same dataset is shown during winter solstice. Here, a different result emerges. The shorter days 

affect the bifacial collector in particular. The solar angles are less favorable in this case although the low elevations 

were initially assumed to be advantageous. Overall, the wintertime indicates a significantly lower energy yield 

compared to the conventional module. 

This effect can be seen even clearer in Fig. 6, where the data from Fig. 3 is shown in the form of a bar chart for the 

individual months of the year. It can be seen that the months of April to August are those in which the bifacial concept 

delivers more thermal energy. During this period, the bifacial collector outperforms the conventional one by 15.1 %. 

On the other hand, the months of September to March benefits the conventional concept. Here, the collector is clearly 

more effective which is demonstrated by the specific energy yield which is 32.6 % higher compared to the bifacial 

collector in that time period. 

Also noteworthy are the months of June and September, because the radiation values are significantly different from 

those of the other months (cf. Fig. 6). In September, the radiant energy for the bifacial collector is 12.2 % less as 

compared to the conventional one, whereas in June it is the other way round. The reason for the unexpected 

turnaround is the share of diffuse radiation, as described below. 

Fig. 7 shows the time histories of the radiation values during June and September for the south-facing system. The 

beam radiation is shown in blue, the diffuse part of the radiation in green. It is noted that the fraction of diffuse 

radiation is greater in June than in September. This indicates, that the sky was cloudier in June than in September. 

Due to the fact that the bifacial collector can use the diffuse radiation on both sides, it can be assumed that this 

collector performs better on cloudy days than the conventional collector. This in turn explains why the energy values 
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for the conventional and bifacial collectors in Fig. 6 differ so much. However, it was assumed that the diffuse 

radiation is isotropic, and the collector converts the radiant energy on both sides to the same extent. In combination 

with the shading effects, these simplifications are likely to affect the total specific energy yield and could make the 

comparison work in favor of the conventional system. 

 

Fig. 5: Incidence angle modifier for the 45° south-oriented, 90° east-oriented, and 90° west-oriented collector aperture surfaces at the 

summer solstice (left) and winter solstice (right). Early sunrise and late sunset during summertime is beneficial for the bifacial system, 

whereas the shorter days are more favorable for the conventional installation. 

 

Fig. 6: Bar plot comparison of the monthly cumulative specific irradiation for a 45° south-oriented and a 90° east-west-oriented surface. 

The green bars represent the monthly cumulative specific thermal energy of a conventional and a bifacial solar thermal collector. 

 

Fig. 7: Line Plot of the direct (blue) and diffuse (green) radiation fraction for the months of June (left) and September (right). It can be 

seen that the diffuse component is slightly larger in June than in September. 
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4. Conclusions 

The analytical modelling approach has shown that a 45° south-oriented flat-plate collector delivers 0.9 % more 

thermal energy than a 90° east-west oriented bifacial flat-plate collector. Three main reasons were identified which 

explain this unexpected small difference. First, the efficiency of the bifacial collector is greater as compared to the 

conventional one because the vertical installation will positively affect the convective losses (cf. Giovannetti and 

Kirchner, 2015; Montoya-Marquez and Flores-Prieto, 2017). Second, the incidence and IAM during summertime are 

more favorable for the bifacial collector leading to a 15 % advantage regarding specific thermal energy yield. Third, 

the bifacial system is capable to convert the diffuse components of the radiation at the side facing away from the sun. 

These results suggest that a bifacial Agri-ST system is capable of delivering a comparable amount of thermal energy 

per m² of collector area. Furthermore, an increased seasonality of an Agri-ST system can be assumed. This shift of 

the energy yield into the summer months can be either advantageous or disadvantageous for the thermal consumer, 

depending on the system design and control strategy. The energetic disadvantage of bifacial collectors appears 

moderate and acceptable. Additionally, under consideration that new areas for solar thermal can be opened up by 

using that novel system, the potential of Agri-ST is considered remarkable. However, this potential was presumably 

overestimated in this study by neglecting shading effects.   

Shading is expected to be the most important unconsidered aspect as on the one hand it has an influence on the 

collector row spacing and thus the utilization rate on the fields. On the other hand, shading will reduce the solar yield 

and may reduce or even eliminate the advantageous summer yields for the bifacial collector. How big this influence 

is should be further investigated in future studies. At the same time, changing the parameters which were selected 

for this study, may have an impact on the results. Therefore, it is reasonable to continue these studies with an extended 

range of input parameters. System simulations could help to consider these aspects in future studies and also account 

for transient effects. 

Apart from of the theoretical analysis, practical questions are still unanswered, such as the hydraulic connection of 

the modules or the mounting system under consideration of agricultural boundary conditions. In this respect, the 

results of this study are to be seen as a first assessment of the potential, which is to be verified and extended in further 

analyses in order to be able to demonstrate the full potential of this technology. 
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Abstract 

Because buildings are responsible for nearly 40% of global energy consumption, it is critical that emissions-

intensive conditioning loads be minimized to achieve global climate targets. One option to decrease 

conditioning loads is using phase change materials (PCMs) which can be integrated into buildings to store 

solar gains during peak periods to decrease space cooling loads, and during the heating season, the midday 

stored energy can be used to decrease overnight heating loads. Reductions in cold climate heating and 

cooling loads with PCMs has been limited both in research and in practice, despite that the heating loads 

account for two thirds of energy consumption in some locations. The objective of this modelling study was to 

assess the ability of PCMs in full building simulations with various properties to decrease heating and 

cooling loads in the capital cities within Canada and Germany. It was found that in Ottawa and Berlin, space 

heating loads could be reduced by 4.7% and 6.5%, respectively, and cooling loads by 60.1% and 54.1%, 

respectively. The underlying causes of this discrepancy between space heating and cooling reductions are 

described within the paper. In addition, integrating PCMs with two melting temperatures was found to have 

limited impact compared to a single PCM with a melting temperature of 23ºC, and the greatest reductions in 

heating load reductions were achieved with a two-story house. 

Keywords: Phase change material, latent thermal storage, EnergyPlus, full building simulation, solar gains 

 

1. Introduction 

Buildings are responsible for a substantial portion of energy consumption worldwide, and in locations such 

as Canada, 64% of residential energy is used to meet space heating loads (NRCan, 2018). It is critical that 

strategies be developed, optimized, and implemented to decrease these numbers if national and international 

climate targets are to be met. As such, approaches to decrease conditioning loads such as more effective 

utilization of solar gains are necessary. Building integrated latent thermal storage with phase change 

materials (PCMs) relies on a solid-liquid phase change to store solar energy during peak periods to decrease 

the energy that directly enters the air in a space and thus simultaneously reduces peak room temperatures and 

energy required for cooling. Reducing the peak cooling energy has the added benefit of limiting the 

utilization of peak energy throughout the summer that are often met using natural gas, which can have a 

significant impact on emissions. In the heating season, the energy that is stored during peak solar periods 

helps reduce any midday overheating that may occur. The energy can then be released in the evening or 

overnight to maintain room temperatures throughout the day and decrease energy required for overnight 

heating.  

It has been found in past studies that the melting temperature was outside of the room temperature range, 

minimal, if any, energy reductions have been shown which is the root of the cold climate challenges with 

PCM (Gassar and Yun, 2017). Furthermore, improper selection of PCM melting temperatures can lead to 

worse performance of a building (Kheradmand et al., 2016). As such, for PCMs to be most beneficial in the 

reduction of space conditioning loads, their melting temperature should be near that of the room temperature 

setpoint. However, in locations with two distinct conditioning seasons, room temperature setpoints often vary 

by several degrees throughout the year, which can limit the effectiveness of the PCM for either the heating or 

cooling loads, depending on the PCM melting temperature selection. As such, utilization of two PCMs – one 

that is better suited to each conditioning load – may be a viable solution to minimize space conditioning 
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loads year-round. 

The objective of this study was to evaluate the ability of PCMs to decrease heating and cooling loads in 

Ottawa, Canada and Berlin, Germany – locations with two distinct conditioning seasons, and the capital 

cities of both countries assessed. This expands on past research by delving further into the factors affecting 

PCM implementation, including utilization of two PCMs, PCM melting and solidifying temperatures, and 

house layout. Without full knowledge of how each of these factors impacts building energy consumption and 

temperatures, and how the performance of PCMs varies between geographic locations, PCM systems will not 

be able to be most effectively designed and implemented. This research increases the current knowledge on 

PCM integration and provides insight into factors that can lead to the greatest reduction in conditioning loads 

and therefore emissions in Canada and Germany. This paper includes a review of related literature, 

description of the simulation methodology used, and results that are described and discussed.  

Although PCMs have been well demonstrated to decrease cooling loads, evaluation and successful utilization 

of them for heating is limited. Guarino et al (2017) found that despite a 47-75% decrease in space cooling, 

there was a negligible difference in heating with PCM gypsum with a phase change range of 18-24°C in a 

building in Canada. In contrast, however, an annual heating load reduction as high as 44% was found in a 

review by Al-Yasiri and Szabo (2021), while Heim and Clarke (2004) found a reduction in heating loads of 

up to 90% at times during the winter. Various studies have been done to increase the effectiveness of PCMs, 

and lower thicknesses of PCM with greater surface area, which would be the case with PCM-integrated 

drywall, have been shown to significantly reduce conditioning energy consumption (Alam et al., 2014). This 

is caused by the fact that the PCM response to thermal excitations and thus ability to quickly store and 

release energy is limited in thicker wall assemblies (Kosny et al., 2013) or with increased insulation (Entrop 

et al., 2011). 

PCMs have been shown to be most effective when their melting temperature is within 2ºC of the indoor 

temperature setpoint (Kosny et al., 2013). However, in locations with two distinct space conditioning 

seasons, the room temperature setpoints often vary by several degrees throughout the year, which can render 

a single PCM ineffective a significant portion of the time. As such, a method that has been shown to increase 

the effectiveness of PCMs is the utilization of two PCMs – one tailored to each the heating and cooling 

seasons.  Memarian et al. (2018) analyzed the effects of one PCM versus two PCMs in a warm climate and 

found that PCMs nearly doubled the energy reduction compared to a single PCM from 8% to 15% energy 

load reductions. In this study, 21ºC and 29ºC melting temperature PCMs were implemented on the interior of 

the wallboard within a space. Other studies have shown that two PCMs increase the time during which 

thermal energy is stored by 57% compared to a single PCM, leading to a decrease in the peak space 

temperature by 2ºC (Lakhdari et al., 2020). 

In an attempt to optimize PCMs for a cold Canadian climate, Beradi and Soudian (2019) studied a system 

with two PCM melting points in July through October. The best performance was found to be during the 

later months because large diurnal temperature swings occurred during the change of season from summer to 

fall, promoting nighttime solidification and therefore greater utilization of the latent storage capacity of the 

PCM. A study by Mathis et al. (2018) in Quebec, Canada also agreed that the greatest energy savings could 

be realized in shoulder seasons, finding 8.7%, 9%, and 41% reductions in March, April, and May, 

respectively. Nikoofard et al (2015) studied a single PCM system in Canada in a techno-economic analysis 

and concluded that a PCM with a melting temperature of 23ºC was capable of decreasing the national energy 

and emissions by 2.5%. 

Mohseni and Tang (2020) conducted a simulation using EnergyPlus and found that regardless of the PCM 

location within the wall, the heating and cooling energy consumption could be decreased with a PCM 

melting temperature of 21ºC. Furthermore, it was concluded that the best melting temperature for cooling 

reductions in the summer were 25ºC and the best for heating reductions was 21ºC. 

The limitations within the literature include that many studies have not been conducted on full houses – the 

experimental studies are limited to small test chambers and limited simulation-based research exists on full 

house models with two PCMs. Little to no research has been conducted on the variability of PCM 

performance between various housing archetypes or comparisons of PCMs in various geographic locations. 

In addition, limited optimization has been conducted for heating loads, and research is even more limited on 
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increasing the effectiveness of PCMs for both conditioning seasons.  

With proper design of PCMs and thorough understanding of their performance, PCM systems can be better 

equipped to significantly reduce both conditioning loads. However, due to the limited research in this area 

and mix of results on PCM effectiveness, additional evaluation of PCM properties and integration scenarios 

is critical to fully understand the scenarios in which PCMs are most suitable for integration into cold climate 

houses. In addition, it is necessary to understand which PCM properties and house layouts within the existing 

building stock may contribute to differing energy savings with PCMs. 

2. Methodology 

Three full house models with different common layouts were developed for this analysis using EnergyPlus – 

an open-source building simulation tool that provides detailed predictions of building physics elements such 

as infiltration, heat transfer, and solar gains (US Department of Energy, 2021). The three house layouts that 

were considered are open concept bungalow, partitioned bungalow, and two-story. All of these were 

assumed to have four occupants during weekday evenings and weekends and no occupancy during the day 

on weekdays. The bungalows had a 164 m2 floor area (excluding the basement) and a 30% window to wall 

ratio on the south façade, and the same total window area was maintained for the two-story house case. The 

solar heat gain coefficient (SHGC) and U-factor of the windows were 1.4 and 0.4 W/m2·K, respectively. The 

air infiltration for the house was 2.5 ach (Placido and Pressnail, 2014), and there was a constant 600 W of 

electrical gains to represent lights and auxiliary electrical systems in total to the main floor and basement 

zones. The heating and cooling setpoints were 19ºC and 25ºC with setbacks to 16ºC overnight and during 

unoccupied weekdays in the winter, and 30ºC during unoccupied weekdays in the summer. The walls, floors, 

and roof were composed of typical residential construction components, as shown in Tab. 1, with the 

corresponding properties shown in Tab. 2. 

Tab. 1: Building envelope construction 

Exterior Wall Interior Floor Exterior Roof Foundation Wall 

Siding OSB Shingles Concrete 

Air gap Air gap Air gap Insulation 

OSB OSB OSB Gypsum 

Insulation - - - 

XPS - - - 

Gypsum - - - 

 

Tab. 2: Building material properties 

 Siding OSB Insulation XPS Gypsum Shingles Concrete 

Thickness (mm) 12.7 12.7 150 25.4 12.7 5.0 2.032 

Density (kg/m3) 2240 1000 28 55 800 800 2240 

Conductivity (W/m·K) 0.094 0.17 0.038 0.027 0.17 0.1 1.95 

Specific Heat (J/kg·K) 1170 1300 750 1210 1090 1200 900 

 

Each house layout was simulated in Ottawa, Canada and Belin, Germany with and without PCM. The 

simulations were conducted using Canadian Weather for Energy Calculations (CWEC) data for Ottawa, 

Canada and Typical Meteorological Year (TMY) data for Berlin, Germany. PCM was implemented on the 

inside surface of the gypsum on all walls on the main floor, to represent PCM-integrated drywall or a simple 

PCM retrofit. In the case of the partitioned bungalow, the east and west walls and the partition wall in the 
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south zone had PCM, and for the two-story case, the east and west walls of both the main and second floors 

had PCM in addition to the north wall of the main floor. These PCM locations were chosen to maintain the 

quantity of PCM between all layouts. The PCM properties are shown in Tab. 3, which were obtained using 

differential scanning calorimetry (DSC) and guarded hot plate (GHP) experiments.   

Tab. 3: PCM properties simulated 

Property Value 

Latent Heat (kJ/kg) 160.0 

Thermal Conductivity (W/m·K) 0.22 

Density (kg/m3) 900 

Subcooling (ºC) 6.0 

Liquid Specific Heat (kJ/kg·K) 0.98 

Solid Specific Heat (kJ/kg·K) 3.96 

 

Annual simulations were conducted while varying PCM properties such as the degree of subcooling (the 

temperature difference between the melting and solidifying temperatures) and PCM melting temperatures, to 

indicate trends and desirable properties to seek during PCM sourcing. In addition, building parameters such 

as layout and window locations were varied, and simulations were conducted to determine the impact of 

including two PCMs of different melting temperatures compared to a single PCM scenario. In terms of the 

PCM properties, three different degrees of subcooling were assessed: 1ºC, 3ºC, and 6ºC, which indicates the 

temperature difference between the melting and solidifying temperatures. For these cases, the melting 

temperature was held constant, and the solidifying temperature was adjusted to be the corresponding 

temperature below the melting temperature. Three melting temperatures were also assessed: 21ºC, 23ºC, 

25ºC, which were selected to be between the heating and cooling setpoints.  

In the base open concept house, three thermal zones were used – one for each the attic, main floor, and 

basement. The partition wall layout included four thermal zones because the main floor was split into a front 

and back zone, and the two-story layout included four thermal zones which included a thermal zone for the 

second floor.  The front and back thermal zones and the second-floor zone operated identically to the single 

main floor zone in terms of heating and cooling setpoints and infiltration, while electrical loads and 

occupancy were split between the main and additional zone. The open concept house had PCM integrated 

into all walls on the main floor, and to maintain the same quantity of PCM, the partition wall layout did not 

contain PCM in the back wall. In situations where only one melting temperature PCM was used, the same 

total mass of PCM was used as cases with two different PCMs to further maintain similarity between the 

cases studied.  

The limitations of the model used include utilization of the ideal heating and cooling objects for space 

conditioning loads. These objects do not model a central conditioning unit, but rather an independent 

variable air flow unit for each thermal zone that modulates the air flow rate and temperature to meet the 

conditioning loads. As such, there is no thermal lag that would occur with a radiant heating system, and the 

spaces are treated as though they have their own conditioning units. This is a limitation of the models 

because in a typical house, the setpoints for each space would be met using one conditioning unit that was 

modulated by the main zone air conditions. Independent control was chosen in this study in an attempt to 

maximize the usefulness of the PCM within each zone.  

3. Results and Discussion 

The results of the simulations conducted within this study predict the cases of PCM properties, integration 

methods, and house layouts that lead to reduced space conditioning loads in Ottawa, Canada and Berlin, 

Germany. Within a base case open concept house with no PCM, the heating and cooling loads were found to 

be 527.96 MJ/m2 and 14.50 MJ/m2, respectively in Ottawa, Canada and 329.66 MJ/m2 and 10.23 MJ/m2 in 

 
C. Baylis et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1257



Berlin, Germany. These values were compared to houses with PCM throughout the study. Tab. 4 illustrates 

the base conditioning loads without PCM for the three house layouts in both cities. For the partitioned wall 

layout, the main floor zone that was 12 m in depth in the open concept case was split into two 6 m deep 

zones. 

Tab. 4: Base case conditioning loads without PCM 

 Heating (MJ/m2) Cooling (MJ/m2) 
O

tt
a

w
a
 Open Concept 527.96 14.50 

Partitioned 528.18 14.47 

Two Story 533.22 30.9 

B
er

li
n

 

Open Concept 329.66 10.23 

Partitioned 328.58 10.19 

Two Story 329.01 23.58 

 

The two-story cases had greater cooling loads due to the additional perimeter area which increased heat 

transfer between the outdoors and the conditioned space, as compared to the bungalow cases. Within this 

study, PCM properties including the difference between melting and solidifying temperatures were assessed 

with a single-PCM open concept house, followed by different combinations of PCM melting temperatures 

and different housing layouts in both cities considered. 

3.1. Single PCM Open Concept House 

Fig. 1 illustrates the variations that occur in annual heating and cooling loads due to single PCMs with 

different melting temperatures and degrees of subcooling. In these simulations, one PCM was implemented 

into an open concept house within Ottawa. The melting temperatures selected were 21ºC, 23ºC, and 25ºC, 

such that they were all within the range of space conditioning setpoints throughout the year. 

 

Fig. 1: Heating (left) and cooling (right) loads with a single PCM in Ottawa 

It can be seen that a single PCM with a 6ºC lower solidifying temperature than the melting temperature 

caused the lowest annual heating and cooling loads, regardless of the melting temperatures examined. This 

analysis was limited to melting temperatures within the 21-25ºC range to be between the heating and cooling 

setpoints and thus be as effective as possible for both throughout the year. With lower subcooling, PCM 

melting temperatures that were closer to the space conditioning setpoint were found to minimize 

conditioning loads, as predicted based on past research. However, as the degree of subcooling increased to 

6ºC, both the heating and cooling loads were found to be minimized with melting temperatures of 23ºC. This 

is caused by the PCM with this melting temperature more readily solidifying to better use the latent storage 

capacity, whereas with the 21ºC PCM, it would have to cool to 15ºC to fully solidify when there is a large 

degree of subcooling.  
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Based on these results, it could be recommended that PCMs be selected to have melting temperatures closer 

to that of the cooling setpoint with greater subcooling, particularly if the exact heating and cooling setpoints 

are unknown. Greater subcooling allows a PCM to be more effective over a wider range of room temperature 

setpoints and thus mitigates concerns of limited PCM effectiveness that have been indicated in past studies. 

Overall, however, the relative difference between any of the studied options is relatively low, with heating 

and cooling reductions from the base house without PCM varying between 1.1-2.7% and 27.5-47.7%, 

respectively.  

3.2. Two PCM Open Concept House  

Based on the results for PCM melting temperatures, the main cases studied were a single PCM with melting 

temperature of either 21ºC or 23ºC, two PCMs with melting temperatures of 21ºC and 23ºC, and a base case 

without PCMs. The space air temperature, north wall temperature, and solar gains transmitted through the 

window for a summer (July 2) and winter (January 24) day are shown in Fig. 2 with 21ºC and 23ºC PCM in 

the main zone walls of the open concept house in Ottawa. 

 

 

Fig. 2: Solar gains and main floor temperatures on January 24 (left) and July 2 (right) 

Fig. 2 illustrates the cause for limited PCM effectiveness in winter and the ease of achieving benefits with 

PCMs in summer. Throughout the summer, PCM within the walls is used to store peak solar energy entering 

the space as the room temperature heats up. This effectively delays and reduces the operation of   space 

cooling systems. However, in winter, the room air temperature setpoints and therefore space heating loads 

are greatest in the morning and evening during the occupancy hours. As such, the midday solar gains stored 

within the PCM can aid with the space heating energy required for the evening conditioning but have 

negligible effectiveness during morning heating. It is this discrepancy for heating and agreement for cooling 

seasons between the time conditioning systems are typically operational and the time of peak solar gains that 

leads to the overall effects on annual conditioning loads.  

Fig. 3 shows a comparison of room air temperatures with and without 21ºC and 23ºC PCM in July in Ottawa, 

Canada, which further illustrates the benefits of PCM in decreasing the time during which the space cooling 

system operates. Fig. 3 illustrates the impact of PCM on a summer day compared to a house without PCM. 

The room air temperatures are more uniform with PCM included and due to the storage capacity of the 

PCMs, it took longer for the house with PCMs to reach the cooling setpoint temperature of 25ºC, thus 

leading the cooling equipment to operate for a shorter duration with PCM. The room air temperatures are not 

shown for a winter date such as January 24th, because there was insufficient solar energy added to the air to 

lead to a peak temperature above the setpoint of 16ºC or 19ºC. The constant room temperature regardless of 

PCM integration is an additional factor in leading the space heating loads to be less affected by PCM than 

space cooling loads.  
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Fig. 3: Comparison of room air temperatures on July 2 in Ottawa with and without PCM 

3.3. Partitioned House in Ottawa 

The results shown in Fig. 1 through Fig. 3 are for an open concept house in Ottawa, Canada, while Fig. 4 

illustrates the effects on annual conditioning loads of an east-west partition wall through the main floor, at 

various distances from the south wall. The base conditioning loads refer to those without PCM, while the 

21ºC and 23ºC conditioning loads have both PCMs within the walls.  

 

Fig. 4: Impact of dividing wall on annual conditioning loads in Ottawa 

The house layout was found to have a small effect on the annual PCM performance, as shown in Fig. 4. 

When considering the energy savings between the base and PCM scenarios, it was found that implementing 

21ºC and 23ºC PCM into all walls caused up to a 4.5% decrease in heating loads and a 56.5% decrease in 

cooling loads. Proportionally greater reductions were observed in cooling loads due to the relatively small 

base cooling values and due to the better alignment between solar gain storage and release for peak cooling 

than for times requiring heating.  

It was found that partition wall layouts that split the main floor into areas that were close to equal in floor 

area (such as the 6 m partition distance) had slightly lower conditioning loads, particularly for cooling, in the 

base and PCM cases. This is caused because with a smaller front room (2 m), the front room is heated up and 

exposed to significantly more solar gains than the back room, so the PCM along the back walls is 

underutilized. In contrast, with larger front rooms (10 m), it takes a greater period of time to heat up the 

surfaces which reduces the time during which the PCM is within the temperature range for thermal storage. 

As such, the 6 m partition distance was found to balance the solar gains within the front room such that there 

was a sufficient portion of PCM available and able to reach temperatures that facilitated thermal storage of 

the PCMs throughout the greatest portion of the year. Due to this trend, a 6 m partition wall distance was 
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selected for the comparisons between Ottawa and Berlin. 

3.4. Two Story House in Ottawa 

A two-story house in Ottawa with the same floor area as the open concept and partitioned layouts was found 

to have a similar trend to that of the single-story options. The room air temperature for the main and second 

floors of a two-story house with and without PCM are shown in Fig. 5 for July 2.  

 
Fig. 5: Temperature profile of air with and without PCM in a two-story house 

It can be seen from Fig. 5 that the PCM cases for both floors caused a more uniform temperature distribution 

throughout the space. The second-floor zone had less of an impact due to PCM than the first-floor zone due 

to there being no solar gains and less PCM into the second story. In the base cases without PCM, the living 

spaces were at the maximum temperature of 25ºC for up to 12 hours of the day on a hot summer day, while 

with PCM, the thermal storage capabilities prevented the air conditioning system from operating for as long 

of a duration. On a hot, sunny day in Ottawa like July 2, the thermal load within the air without PCM was so 

great that it led to the base case having higher temperatures than the PCM case even overnight while the 

PCM was slowly releasing the thermal load. This was an unusual instance, as PCM often causes greater 

overnight temperatures than cases without PCM due to this thermal load release.  

In the two-story house of the same floor area, the heating and cooling loads were found to follow the same 

trends as the single-story alternatives, but with greater reductions of up to 4.7% and 48.6%, respectively. It 

was found that the 23ºC PCM minimized the space heating loads for the two-story case, due to the greater 

temperatures of the second story, compared to the bungalow layouts, which led to the 23ºC PCM storing 

more thermal energy than the other PCM cases. 

3.5. Ottawa and Berlin Comparison 

Fig. 6 and Fig. 7 show the heating and cooling load reductions, respectively, with one or two PCMs, in both 

Ottawa and Berlin. It can be seen that when a second PCM was added, there was a more significant benefit to 

space cooling than heating. This stems from the factors described from Fig. 2 and Fig. 3 in regards to the 

larger base cooling loads that lead to a proportionally greater offset and due to the ability of PCMs to reduce 

the duration of time the space is at peak cooling temperatures and limited ability of the PCMs to alter the 

space temperature during the heating season. 

It was found that Berlin experienced reductions in heating loads of up to 6.5%, while Ottawa was limited to 

4.7%; this is caused by the more northern latitude of Berlin, which has solar gains that are more directed 

towards the walls in the heating season to better facilitate thermal storage.  In addition, the results illustrate 

that there are additional benefits of the PCM when there is a partition wall within the space, as opposed to an 

open concept layout, particularly in Ottawa. This is caused by the solar gains being more concentrated within 

the zone with a partition wall, thus leading to higher surface temperatures and increased latent thermal 

storage within the front zone of the main floor for any PCM melting temperature combination.  
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Fig. 6: Heating reductions with one or two PCMs 

For both Berlin and Ottawa, the space heating load in the bungalow layouts was reduced most with two 

PCMs, while in the two-story layout the space heating load was reduced most with the 23ºC PCM. In 

addition, in all cases the 21ºC PCM alone was found to lead to the greatest heating loads because it requires 

cooling to 15ºC to fully solidify and utilize its full latent capacity, which does not occur frequently 

throughout the year. The results for cooling loads are shown in Fig. 7. 

 

Fig. 7: Cooling reductions with one or two PCMs 

Fig. 6 and Fig. 7 show that although there was found to be little difference between integrating one PCM or 

two for heating, the cooling load benefitted more significantly when only the PCM with melting temperature 

of 23ºC was included, particularly in Ottawa. However, in all cases, the cooling load was found to have little 

difference between the 23ºC melting temperature PCM and the use of two PCMs. It was found that although 

heating loads could be reduced most drastically with the two-story house layout, cooling loads were often 
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reduced most significantly with the partitioned bungalow layout due to the additional heat transfer area of the 

two-story house which resulted in greater space cooling loads that can be attributed to the second-floor zone.  

4. Conclusions  

In this study, three layouts of house were assessed in two locations (Canada and Germany) with PCM to 

determine the impacts of various assumptions associated with PCM system design. The objective of this was 

to determine the factors that lead to PCMs most reducing heating and cooling loads in locations with two 

distinct conditioning seasons. It was found that regardless of location, house layout, or PCM properties, the 

cooling loads could be reduced by over 60% in some cases, whereas the heating load could only be reduced 

by about 5%. Furthermore, utilizing two PCMs at melting temperatures of 21ºC and 23ºC was found to lead 

to comparable conditioning loads than the 23ºC melting temperature PCM alone, due to the large thermal 

storage temperature range of 17-23ºC that was utilized throughout both conditioning seasons with the 23ºC 

PCM. Heating loads were found to be reduced more substantially in Berlin than Ottawa due to its more 

northern location and thus more horizontal solar profile within the winter months that lead to increased 

thermal storage by the PCM. In terms of house layout, it was found that a two-story layout could decrease 

heating loads most significantly – up to 6.5% in Berlin and 4.7% in Ottawa, while the partitioned wall layout 

decreased cooling loads by 60.1% in Ottawa and 52.0% in Berlin. 

4.1. Future Work 

The future work of this study should include additional simulations to predict the performance of one or two 

PCMs in a wider range of climates to assess whether any locations would benefit more significantly from 

two PCMs compared to one. In addition, these future simulations can provide trends regarding the impacts of 

climate zones in general on PCM performance and implementation. A complete analysis of the emissions 

and embodied carbon, as well as the economic impacts of PCMs in various locations should be conducted to 

provide stakeholders with full knowledge of PCM effects prior to their widespread integration. 
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Abstract 

Adipic acid is a PCM with Tm= 152 ºC, which makes it very interesting for being used as latent storage medium 

for mid-temperature applications. Hence, thermal degradation analyses on this PCM are crucial for ensuring its 

long-term performance under operating conditions. For this purpose, both TG measurements and isothermal tests 

under stress conditions in an oven were carried and the experimental data were kinetically analyzed not only from 

the classical approach but also from the evaporation point of view. From the results of this analysis we concluded 

that adipic acid mainly undergoes evaporation as soon as it melts and this prevents this PCM for being used for 

latent storage in not sealed systems. Moreover, the strong color change from white to brown after isothermal test 

proved that it also undergoes other degradation mechanisms that could lead to changes in the thermophysical 

properties (Tm and ΔHm). In a further step, the degradation products will be analyzed and additional isothermal 

test will be carried out in closed containers to avoid evaporation. 

Keywords: PCM, Adipic acid, Degradation kinetics, Evaporation, TGA, Isothermal tests 

 

1. Introduction 

The storage of thermal energy is a key component in some domestic and industrial processes as well as in power 

generation systems. It ensures system reliability, power dispatchability and also economic profitability. The latent 

heat technology based on phase change materials (PCM) is a method of thermal energy storage (TES) that has 

gained renewed attention in recent years owing to its high thermal storage capacity, operational simplicity and 

transformative industrial potential. Phase change materials (PCM) with melting temperatures (Tm) above 100 ºC 

are of particular interest for solar thermal energy storage in the mid-temperature range. One of the most critical 

issues when choosing a PCM for a certain storage application is to be sure that it has a successful performance 

during its operation life-time. Usually melting/freezing cycles are carried out to assess the life-time performance, 

however, if a PCM undergoes some degradation after melting due to a chemical reaction or phase segregation, it 

will be hindered during the freezing period. This means that this kind of tests is not sufficient for validating a 

PCM. Another way to assess long-term performance of PCMs is to carry out kinetic studies of possible 

degradation processes (Bayón and Rojas, 2019). In principle, if a PCM undergoes degradation due to the 

occurrence of chemical reactions in liquid state, thermogravimetric (TG) measurements can be used for 

determining the kinetics of such reactions (Vyazovkin et al. 2011). However, care must be taken when the long-

term behavior of a PCM is predicted only from the kinetic analys of TG measurements, because the results may 

not be realiable, specially if evaporation is one of the main degradation processes. On the other hand, from 

previous studies of lauric acid, which undergoes evaporation under stress thermal condidions (Bayón et al. 2020 

and 2021), it was concluded that isothermal experiments with larger amounts of sample are necessary for obtaining 

degradation curves that are more representative of the degradation processes occurring under real operation 

conditions.  

In this work, hexane dioic acid (HOOC(CH2)4COOH), also known as adipic acid, with a melting temperature of 

152 ºC, was studied with the aim of being assessed as PCM for mid-temperature applications. Isothermal tests 

under stress conditions were carried out at various temperatures (160 ºC-240 ºC) and times (1h-6h) in open 

containers to evaluate the mass loss under these conditions. Alternatively, TG measurements were carried out 

under either N2 or air atmosphere at various heating rates (β=2-20 ºC/min). Both kinds of experimental data were 

kinetically analyzed from the classical approach and also by considering evaporation as main degradation process. 

From the results of these studies, the long-term behavior of adipic acid in terms of evaporation has been predicted. 
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1.1 Theoretical background 

If a PCM undergoes degradation due to the occurrence of chemical reactions in liquid state, TG measurements 

can be used for determining the kinetics of such reactions (Vyazovkin et al. 2011). The starting point for the 

kinetic analysis of TG measurements is the equation that represents the reaction rate: 

𝑑𝛼

𝑑𝑡
= 𝐴𝑒

(
−𝐸

𝑅𝑇
)
𝑓(𝛼)     (eq. 1) 

 
where α is the degree of conversion at a certain time, calculated as 𝛼 = (𝑚𝑖𝑛𝑖 − m) 𝑚𝑖𝑛𝑖⁄ ; A, E and R are the 

frequency factor, the activation energy and the molar gas constant, all present in the Arrhenius law for the reaction 

rate constant and f(α) is a function whose form depends on the mathematical model describing the reaction 

mechanism.  

In a dynamic TG measurement performed at constant heating rate 𝛽 =
𝑑𝑇

𝑑𝑡
, eq. 1 becomes: 

𝑑𝛼

𝑑𝑇
=

𝐴𝑓(𝛼)𝑒−𝐸 𝑅𝑇⁄

𝛽
     (eq. 2) 

For the case of isothermal tests, the kinetic analysis is based on the fact that 𝑘(𝑇) = 𝐴𝑒(−𝐸 𝑅𝑇⁄ ) = 𝑐𝑡𝑒, so that the 

general equation of the reaction rate becomes a linear expression (Vyazovkin & Wight, 1999): 

𝑔(𝛼) = ∫
𝑑𝛼

𝑓(𝛼)

𝛼

0
= 𝑘(𝑇)𝑡    (eq. 3) 

Where α is the conversion calculated as and g(α) is a function associated to the reaction the mechanism through 

f(α). Hence, by using the experimental values of α, g(α) function can be calculated assuming different reaction 

mechanism (Vyazovkin & Wight, 1999) and plotted vs. time in order to check which one leads to the best linear 

plot. Then the rate constant at a certain temperature is obtained from the corresponding slope. If this procedure is 

done for each isothermal test (i), the Arrhenius parameters, A and E can be determined from the linear plot: 

ln 𝑘(𝑇𝑖) = ln 𝐴 −
𝐸

𝑅𝑇𝑖
     (eq. 4) 

However, if evaporation is one of the main degradation processes, the kinetic analysis has to be done from a 

different approach. The general expression describing the free evaporation of a substance in vacuum is the 

Knudsen-Langmuir equation: 

𝑟 = −
𝑑𝑛

𝑆𝑑𝑡
=

𝛼𝑣𝑎𝑝𝑃𝑒𝑞

√2𝜋𝑀𝑅𝑇
  [

𝑚𝑜𝑙

𝑚2𝑠
]    (eq. 5) 

Where dn/Sdt is the evaporation rate per unit area in mol/m2s, being S the evaporating surface, Peq is the 

equilibrium vapor pressure, M is the molecular weight of the evaporating substance, R is the gas constant, T is the 

temperature and αvap is the vaporization constant whose value is 1 if the evaporation takes place in vacuum and 

condensation is neglected. However, this situation does not usually happen neither in TG measurements, where a 

gas carrier is used, nor in HDR oven tests, where the liquid evaporates from the sample surface due to a 

concentration gradient. Considering the specific experimental conditions of TG measurements, consisting in the 

diffusion of the evaporating liquid through a stagnant gaseous layer at atmospheric pressure in a cylindrical sample 

container, an alternative formulation of the evaporation rate has been proposed by some authors (Pieterse and 

Focke, 2003; Bassi, 2011).  

𝑟 = −
𝑑𝑛

𝑆𝑑𝑡
=

𝑃𝑒𝑞𝐷 

𝑧𝑅𝑇
  [

𝑚𝑜𝑙

𝑚2𝑠
]    (eq. 6) 

As displayed in the scheme of Fig. 1, z is the distance between the top of the container (where the concentration 

of evaporating molecules is C=0) and the surface of the liquid (where C=Peq/RT); and D is the diffusion coefficient 

of the substance in the stagnant inert gas (N2 or air). This diffusion coefficient depends on the temperature and 

can be estimated by using different models based on functional group contributions (Poling et al. 2001). Although 

eq. 6 is normally used for evaluating vapor pressures from mass loss measured during TG analysis (Pieterse and 

Focke, 2003; Bassi, 2011), this equation could be used as well for evaluating the evaporation rate of a certain 

compound if vapor pressure is known, i. e. if the coefficients of Antoine equation are known. 
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Fig. 1. Schematic of a TG measurement. The evaporating liquid diffuses from the surface through the gas region inside the pan 

and the purge gas swipes it as it emerges from top of the cup. 

On the other hand, Vlasov (Vlasov, 2019) proposed another formulation of eq. 5 by applying the collision theory 

to the evaporation processes. The resulting equation for the evaporation rate is quite similar to eq. 5, but for the 

introduction of P as partial pressure near the liquid surface and the substitution of the vaporization constant, αvap, 

by an exponential term depending on the activation energy of condensation, Econ. 

𝑟 = −
𝑑𝑛

𝑆𝑑𝑡
=

(𝑃𝑒𝑞−𝑃)

√2𝜋𝑀𝑅𝑇
𝑒

−𝐸𝑐𝑜𝑛
𝑅𝑇    [

𝑚𝑜𝑙

𝑚2𝑠
]   (eq. 7) 

As we can see, Eq. 7 does not include any geometric parameter associated to the experimental set-up apart from 

the sample surface. Also it does not consider an inert gas flowing so that evolved vapor molecules are not removed 

from the upper part of the container. However, it includes a classical kinetic term with an activation energy that 

meets the condition: Econ=Eev-ΔHvap. In principle this equation cannot be applied to the case of TG experiments. 

2. Experimental 

Dynamic thermogravimetric (TG) analysis of adipic acid were performed in a Seiko TG-DTA 6300 apparatus and 

the measurements were carried out at heating rates, β, ranging from 2 ºC/min to 20 ºC/min under either N2 or air 

atmosphere at 50 ml/min. Samples of 10-12 mg were contained in platinum crucibles of 4.5 mm diameter and 3 

mm height. Isothermal tests were performed under air in the vertical oven (called HDR) displayed in Fig. 2, which 

has a cylindrical ceramic cavity where the sample can be allocated (left) and allows performing tests under 

controlled heating rate with stand-by periods at constant temperature. Its upper part can be covered with a double 

glass trap (Fig. 2. right), where most of the evolved gases can be condensed. The oven is installed inside an 

extraction hood for removing the non-condensed gases so that thermal degradation tests can be carried out in a 

secure way (Rathgeber et al., 2020). 

             

Fig. 2: Pictures of HDR oven: experimental set-up for performing thermal degradation tests. 

For isothermal tests, adipic acid samples of about 3,5 g were contained in open glass vials of 2 cm diameter and 

5 cm height (see Fig. 2. left). The vial with the sample was located inside the ceramic cavity at room temperature 

and heated up to the test temperature. Tests were performed for periods of 1h to 6 h in the temperature range 160 

ºC to 240 ºC and the heating rate to achieve the target temperature was 5 ºC/min. After each test, the oven was 

open and the sample was taken out and allow cool down at room temperature. Samples were weighed before and 
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after the tests in a scale with 0.1 mg accuracy and, in each case, a new vial was used so that the degraded sample 

could be stored for further characterization. 

3. Results and discussion 

3.1 Classical approach 

Since the aim of this work is to assess the long-term performance of adipic acid working as PCM for latent heat 

storage, the evaluation of its thermal degradation kinetics is mandatory. Therefore, in a first approach, both TG 

measurements and isothermal tests in HDR oven were analyzed from the classical kinetics point of view. In this 

sense, TG measurements were analyzed by using Friedman method, which belongs to the so-called model-free 

isoconversional methods that allow the activation energy to be estimated as a function of α without choosing any 

reaction model. Friedman method is based in the following equation, which is derived from eq. 2 (Vyazovkin et 

al., 2011):  

ln [𝛽 (
𝑑𝛼

𝑑𝑇
)

𝛼
] = ln[𝑓(𝛼)𝐴𝛼] −

𝐸

𝑅𝑇𝛼
   (eq. 8) 

 

The basic assumption of isoconversional methods is that the reaction rate at constant extent of conversion, α, 

depends only on temperature so that constant activation energy values should be expected for the whole 

conversion range. Comparing with other isoconversional methods, Friedman’s is one of the most accurate because 

it does not make any assumption or simplification beyond the one already stated. 

 

Fig. 3. Activation energy calculated by Friedman method for TG measurements of adipic acid carried out in N2 and air. 

As we can see, the values of activation energy, E, obtained for adipic acid samples are slightly below the value of 

vaporization enthalpy reported in de literature 89 ± 1 kJ/mol (Wright et al. 2004). Moreover, not much difference 

is observed between the values calculated from TG measurements under N2 and air, although the energy values 

obtained in N2 are lower. Isoconversional methods are not fully accurate, but still can be used for having a 

preliminary estimation of E (Budrugeac, 2018). However, the observed variation of E with α may be due to the 

occurrence of multi-step processes and their different relative contribution to the overall reaction rate.  

For the samples tested under isothermal conditions in HDR oven, a mass decrease was observed in all cases and 

also an important amount of solid was deposited in the glass traps located at the top. In Fig. 4, the variation of 

conversion vs. time is displayed for the experiments performed at 4 different temperatures: 160 ºC, 180 ºC, 200 

ºC and 220 ºC.  
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Fig. 4. Conversion vs. time for isothermal tests performed in HDR oven at different temperatures. 

For evaluating the degradation of adipic acid, four different mechanisms were selected for applying eq. 3 (F0, F1, 

R2 and A2). Their corresponding g(α) expressions are recorded in Tab. 1. The mechanisms F0, F1 and R2 lead to 

quite good linear fits assuming that conversion is zero when reaction time is zero (see R2 value recorded in Tab. 

1). However, g(α) calculated for mechanism A2 did not show a linear behavior with time as evidenced by the low 

regression value obtained. In Tab. 1, the activation energies obtained from the linear plots of eq. 4 are recorded as 

well for reaction mechanism F0, F1 and R2. In all cases, a similar activation energy of about 72 kJ/mol is obtained. 

However, if we compare this activation energy with the ones obtained by applying Friedman's method to the TG 

measurements shown in Fig. 3, we can see that they are about 10-15 kJ/mol higher. 

Tab. 1: Activation Energy obtained from isothermal tests assuming different reaction mechanism. 

Mechanism g(α) R2 for eq. 3 E (kJ/mol) lnA (s-1) 

F0 𝛼 0.965 72,45 5,43 

F1 −𝑙𝑛(1 − 𝛼) 0,965 73,63 5,76 

R2 1 − (1 − 𝛼)1 2⁄  0,965 73,03 4,90 

A2 [−𝑙𝑛(1 − 𝛼)]1 2⁄  0,879 - - 

 

The difference between the activation energies calculated from the isothermal experiments, compared to the TG 

measurements, could be due to the fact that not a single mechanism is occurring during the thermal degradation 

of adipic acid. Therefore, a deconvolution of DTG curves to separate the possible mechanisms and evaluate them 

independently could be a next step. The similarity of the activation energies of adipic acid under air and nitrogen 

obtained by Friedman's isoconversional method is also noted, so it can be deduced that the ambient atmosphere 

does not have much influence on the degradation mechanisms of this fatty acid. 

3.2 Evaporation approach 

During isothermal tests it was observed that an important amount of adipic acid was evaporated and hence 

collected as a white powder in the glass traps placed at the top of the HDR oven. This means that evaporation is 

the predominant degradation process for the adipic acid in open systems so that the occurrence of this process 

must be taken into account when analyzing both TG measurements and isothermal tests in oven. In this sense, 

another approach was done for both kinds of experiments. 

For the case of TG measurements, the eq. 6 proposed by Pieterse and Focke (Pieterse and Focke, 2003) and Bassi 

(Bassi, 2011) was applied for calculating de evaporation rate of this fatty acid. A more detailed study of how to 

analyze TG measurements when evaporation is one of the main degradation processes is presented at this 
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conference in another work (Quant et al. 2022). In the case of adipic acid evaporation, the parameters S and z were 

calculated from crucible dimensions (4.5 mm diameter and 3 mm height), D was calculated by using the method 

of Wilke and Lee (Poling et al., 2001) and Peq was calculated from Antoine equation with the coefficients found 

in the literature (Stephenson and Malanowski, 1987). In Fig. 5 the resulting evaporation rate in mol/m2s has been 

plotted together with the corresponding experimental curves for the TG measurements performed at different 

heating rates (β=2 ºC/min, 5 ºC/min, 10 ºC/min and 20 ºC/min). As we can see, the experimental curves fit quite 

well the theoretical curve predicted by eq. 6, although a slight difference in all the curves is observed, which could 

indicate that, apart from evaporation, and additional degradation process may be occurring.  

 

Fig. 5. Comparison of evaporation rate calculated from TG measurements at different heating rates with the predicted by eq. 6. 

Alternatively, the conventional rate equation (eq. 1) can be adapted to the evaporation case by taking into account 

that it is a zero order process, so that f(α)=(1-α)0 = 1. Therefore, eq. 1 expressed in mol/m2s becomes: 

−
𝑑𝑛

𝑆𝑑𝑡
=

𝑛𝑖𝑛𝑖

𝑆
𝐴𝑒

(
−𝐸

𝑅𝑇
)
     (eq. 9) 

 

If eq. 9 is fitted to eq. 6, the resulting kinetic parameters for the case of adipic acid are: E= 81.82 kJ/mol and 

niniA/S=1.73 E6 mol/m2s. It is interesting to note that the value obtained for the activation energy is in the range 

of the values calculated by Friedman method (see Fig. 3). However, in contrast to the classical approach, the pre-

exponential factor in the evaporation approach not only depends on the initial amount of material, nini, but also on 

the sample surface, S. 

From these results, it seems clear that adipic acid degradation must be approached from the evaporation point of 

view. In this sense, it must be taken into account that HDR tests are affected by the partial pressure of the vapor 

above the sample bottle, hence these measurements cannot be analyzed by eq. 6 because the experimental 

conditions do not meet the corresponding requirements (i. e. no purge gas removes the evaporated liquid from the 

sample top). Hence, for analyzing the isothermal tests in HDR oven, eq. 7 was used by assuming that temperature 

is constant. In such case eq. 7 becomes eq. 10 and is the evaporation rate, which is the term in brackets, is constant. 

−
𝑑𝑛

𝑆
= [

(𝑃𝑒𝑞−𝑃)

√2𝜋𝑀𝑅𝑇
𝑒

−𝐸𝑐𝑜𝑛
𝑅𝑇 ] 𝑑𝑡    (eq. 10) 

In Fig. 6, the amount of adipic acid lost in mol/m2 has been plotted vs. time for each series of tests performed at 

the same temperature. The slope of each linear plot corresponds to the evaporation rate in mol/m2s. 
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Fig. 6. Amount of adipic acid lost (in mol/m2) vs. time for isothermal tests performed in HDR oven at different temperatures. 

According to eq. 10, if the natural logarithm of evaporation rate is plotted vs. the inverse of its corresponding 

temperature, Econ could be obtained from the slope of the expected linear plot. However, it is very important to 

remark that the evaporation rate obtained for each temperature is expected to be affected by the partial presssure 

of adipic acid, P, which should depend on the temperature of the test. This means that, in principle, Econ cannot 

be obtained from the plot metioned above. In order to evaluate the effect of partial pressure when evaporation 

tests are carried out in HDR oven, water was evaporated at different temperaures because its Econ value is kown 

(32.3 kJ/mol) (Vlasov, 2019). For evaluating the effect of partial pressure in the HDR oven tests, eq. 6 was 

converted in eq. 11, the natural logarithm of evaporation rate for different partial pressures, P, was calculated and 

then plotted vs. the inverse temperature.  

ln 𝑟 = ln [
(𝑃𝑒𝑞−𝑃)

√2𝜋𝑀𝑅𝑇
] −

𝐸𝑐𝑜𝑛

𝑅𝑇
      (eq. 11) 

The resulting curves for the water are plotted in Fig. 7 (left) together with the logarithms of the evaporation rates 

obtained experimentally from HDR test. In this plot, the partial pressure values were selected so that evaporation 

rate curves could fit the experimental rate values (see graph legend) (Bayón et al. 2021). This graph also includes 

the evaporation rates reported by Borodacheva et al. (Borodacheva et al. 2011) who carried out experiments of 

steady-state water evaporation in an open system. As we can see, the rate values they obtained perfectly fit the 

evaporation rate curve of water when partial pressure is equal to zero. However, for the case of water evaporated 

in the HDR oven, partial pressures higher than zero had to be inclued in eq. 11 for the curves to fit the experimental 

rate values. As can be seen in the legend, the partial pressure of the vapor above the sample had to be increased 

with testing temperature and this decreased the evaporation rate.  

A similar approach was done for analyzing the isothermal tests of adipic acid carried out in the HDR oven. In this 

case, since the activation energy of condensation that should be included in eq. 11 is not known, different Econ 

values were checked according to two criteria. If we assumed that the rate curve for P=0 crossed the evaporation 

rate obtained for the tests at 160 ºC, maximum Econ =40 kJ/mol had to be used. In contrast when the partial 

pressure, P, to be included in eq. 11 corresponded to an equilibrium temperature one degree below the test 

temperature, a minimum Econ =30 kJ/mol had to be selected. Taking into account this, Econ value for adipic acid 

could be estimated as 35 ± 5 kJ/mol. In Fig. 7 (right), the rate curves with Econ= 35 kJ/mol have been plotted 

together with the evaporation rates obtained experimentally from HDR tests. In the legend, the partial pressure of 

adipic acid used in the construction of each curve has been recorded as well together with its corresponding 

equilibrium temperature. Additonally, the evaporation rates obtained from TG measurements have been included 

for comparision. As we can see, the rates obtained from HDR tests are about one order of magnitude (ln10=2,3) 

lower than the rates obtained from TG measurementes. As discussed above, the evaporation in HDR oven is 

slowed down because the evaporated material is not removed from the sample surface so that the vapors justs 
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move upwards by diffusion and hence partial pressure is quite close to the equilibrium pressure. However it is 

interesting to note that evaparoation rates obtained from TG measurements are very close to the values predicted 

by eq. 11 when P=0 and hence there is no adipic acid on the liquid surface. 

 

Fig. 7. Evaporation rates of water (left) and adipic acid (right) calculated with eq. 11 at different temperatures.  

3.3 Prediction of evaporation under long-term working conditions 

If we assume that the evaporation rate results obtained in previous section can be extrapolated to real working 

conditions, we could calculate the amount of adipic acid that would evaporate after a certain time if it is kept at 

constant temperature. Therefore for predicting the expected degradation of adipic acid due to the evaporation, the 

amount of this PCM lost over time at Tm+8 ºC (160 ºC), Tm+18 ºC (170 ºC) and Tm+23 ºC (175 ºC) was simulated 

with the evaporation rates calculated from both TG measurements and isothermal tests in the HDR oven. For the 

case of rates from TG measurements, a S/z ratio of 10-3 m was used while for the case of rates from HDR tests, 

they were calculated assuming the best situation in which partial pressure of adipic acid is the equilibrium pressure 

at 4 ºC below the constant operation temperature. It must be pointed out that this situation might not be very 

realistic because in real working conditions partial pressure can be lower than in HDR tests and hence evaporation 

rate would be higher. On the other hand, the situation described by TG measurements might not be realistic as 

well because this would imply that all adipic acid evaporated is immediately removed from the liquid surface. The 

resulting curves that predict the amount of adipic lost in kg by square meter of surface are plotted in Fig. 8. As 

expected, the mass loss predicted from TG measurements (Fig. 8. left) is much higher than the predicted from 

HDR tests (Fig. 8. right). However, even in the most favorable case in which evaporation rate is slowed down by 

the presence of adipic acid vapors on the liquid surface (Fig. 8. right), the amount of PCM lost after 1 year would 

be about 100 kg/m2 even if temperature is kept only 8 ºC above Tm. The main issue is that adipic acid evaporates 

as soon as it melts, which prevents this PCM for being used for latent storage at least if the storage container is 

not sealed.  

 

 

Fig. 8. Prediction of adipic acid mass loss over one year when kept melted at constant temperatures (Tm+8 ºC +18 ºC and +23 ºC), 

from the results of TG measurements (left) and HDR isothermal tests (right). 

 
R. Bayón et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1272



 
 

4. Conclusions and future work 

In this work, the thermal degradation of adipic acid (Tm = 152 ºC) has been studied in order to assess its feasibility 

as PCM for latent storage in intermediate temperature ranges by predicting its long-term performance under 

operating conditions. For that purpose, TG measurements and isothermal tests under stress conditions in an open 

air oven have been carried out. In a first approach, both kinds of experimental data have been analyzed by applying 

the traditional kinetic approach and the approach assuming that evaporation is one of the degradation mechanisms. 

Although there are some differences in the kinetic results obtained by both approaches, we can conclude that 

adipic acid undergoes fast evaporation as soon as it melts, which prevents this PCM for being used for latent 

storage at least in not sealed (or open) systems. Apart from evaporation, a strong color change of adipic acid (from 

white to brown) after isothermal tests was observed. This proves that this PCM also undergoes other degradation 

mechanisms that that produce colored products, which could lead to changes in the thermophysical properties (Tm 

and ΔHm). As future work, the formation of colored degradation products will be studied by Vis-UV spectroscopy 

and also by using other characterization techniques such as FTIR, DSC, chromatography, etc. Moreover, 

isothermal tests in closed containers will be performed as well to avoid evaporation and the possible effect of O2 

in adipic acid degradation. 
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Abstract 

A novel sorbent material made of a silica matrix, polymer PEG-600 and 34% by weight of salt hydrate CaCl2 

was experimentally studied for thermochemical heat storage applications and compared to zeolite 13X, which is 

a commonly used material in this field. Four desorption / sorption cycles were carried out using 56 g of composite 

sorbent in a fixed bed reactor and a dry air flow rate of about 0.14 normal liter s-1. The desorption temperature 

was set at 130 °C, while sorption was conducted with an air flow at 30 °C and 42% relative humidity. The resulting 

water sorption capacity is 0.37 g g-1 of dehydrated material, that is twice that obtained with zeolite 13X BFK in 

the same conditions. The energy density is also improved by 60% compared to zeolite: on average, its value was 

evaluated to be 782 kJ kg-1 of dehydrated material. Lastly, the sorption kinetics is much slower when using the 

salt composite. Saturation (𝑃𝑣,𝑜𝑢𝑡/𝑃𝑣,𝑖𝑛 = 0.95) is reached after about 12 h, instead of 2 h 30 with zeolite. 

Keywords: thermochemical storage, water sorption, composite, calcium chloride, silica 

 

1.   Introduction 

        Energy generation from renewable sources such as wind or solar radiation supports infrastructure resilience 

and reduces vulnerability to climate change (IPCC, 2022). Renewable energies are clean, abundant and 

decentralized, but they are also intermittent in nature, thus requiring energy storage systems. These systems allow 

for meeting variable energy demands despite the inability to produce renewable energy for 24 h a day. Heat storage 

technologies can also be used for waste heat recovery in many areas such as building, textile, automobile, health 

care, agriculture or food processing, thereby increasing energy efficiency on a large scale. 

        Since energy is mostly used for heating and cooling applications (Connolly et al., 2014; European 

Commission, 2016), thermal energy storage has been extensively investigated. It includes sensible, latent and 

thermochemical heat storage. The latter is particularly attractive because heat is stored as chemical potential 

energy, which prevents heat loss during long-term storage. Besides, thermochemical energy storage (TCES) 

systems are able to achieve high energy densities (Desai et al., 2021). However, they are still in the early stage of 

the development process. TCES systems are based on reversible sorption phenomena involving chemical or 

physical bonding: the phenomena for charging and discharging heat are endothermic and exothermic, respectively. 

        In the present experimental work, the TCES setup is at the laboratory scale and based on water vapor sorption, 

whose principle is presented in eq. 1 (Mette et al., 2014): 

A(s) + 𝑛. 𝐻2𝑂(𝑔) ⇄ 𝐴. 𝑛. 𝐻2𝑂(𝑠) + ∆𝐻𝑠              (eq. 1) 

The TCES system is discharged by bringing the solid sorbant 𝐴 in contact with water vapor, which bonds 

chemically or physically with the re actant. The solid product 𝐴. 𝑛. 𝐻2𝑂 is thus formed and the heat of sorption 

∆𝐻𝑠 is released. During the charging process, also called desorption, the heat ∆𝐻𝑠 is supplied to the material, 

which is again dissociated into sorbent 𝐴 and sorbate 𝐻2𝑂. 
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        Open TCES systems based on water vapor sorption can be coupled to solar thermal collectors such as flat 

plate or evacuated tube collectors, as depicted in Fig. 1. During sunny days, the sorbent is dehydrated using a dry 

air stream heated to more than 80 °C by the solar collectors. In this work, evacuated tube solar collectors are 

assumed to reach at least 130 °C during the charging phase. The sorbed water is extracted from the sorbent bed 

by the air stream, which becomes wetter and cooler and is eventually rejected outside. Since this process is 

endothermic, it allows heat storage. During cold periods, the stored heat can be released through hydration of the 

sorbent. To this end, a humid air stream is sent from the building into the sorbent bed. Part of the water vapor is 

then sorbed by the material. Since the sorption is exothermic, a dry and hot air stream exits the bed, which can be 

used for domestic space heating if its temperature is above 30 or 35 °C. This air stream cannot however be blown 

directly into the heated space because it has been in contact with the sorbent: a heat exchanger must be included 

(Fig. 1) to comply with safety requirements. The heat exchanger can also be used to reduce the overall energy 

consumption of the process (Tatsidjodoung et al., 2016): during sunny days, it allows recovering the remaining 

heat of the air stream exiting the sorbent bed to pre-heat the ambient air entering the solar collectors. Lastly, during 

the coldest periods and depending on the size and performance of the sorbent bed, an auxiliary heater may be 

called for in order to meet the heating demand. 
 

 

 
 

Fig. 1: Operating principle of an open TCES system based on water sorption coupled with solar thermal collectors 

        The viability of TCES systems depends on many parameters, not least the energy density of the storage 

material. Developing high energy density materials is essential for the systems to be compact and thus suitable 

for a wide range of applications, especially in the residential sector or vehicle industry. The most promising 

materials in this regard are salt hydrates, but their performance under actual operating conditions is unsatisfactory, 

mainly because of agglomeration, melting or deliquescence leading to poor heat and mass transfer (Zhao et al., 

2021). Consequently, composite materials are developed by impregnating salts into the pore structure of a host 

matrix, which exhibits a high specific surface area. The matrix promotes water-salt sorption interactions and is 

able to hold the salt and its solutions within its internal pore system (Lin et al., 2021; Zhao et al., 2021). 

        A novel composite material for TCES is studied in this paper. It is composed of a silica matrix, polymer 

PEG-600 and salt CaCl2. This hydrophilic salt was chosen because it is able to react with water molecules at 

suitable temperature for the system (Fig. 1). Besides, composite materials containing calcium chloride exhibit the 

highest storage capacities and seem to be the most promising candidates among the different salt composites used 

for thermal storage applications (Jabbari-Hichri et al., 2017; Lin et al., 2021; Touloumet et al., 2021; Xie et al., 

2019). The experimental storage performance of the composite material is compared with that obtained using 

zeolite 13X, which is a well-known sorbent material for this application. 

(a) charging phase 

(b) discharging phase 
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2.   Experimental heat storage setup 

2.1. Description of the test facility 

        An open-cycle sorption storage system was designed (Fig. 2). It consists of a 46 mm inner diameter fixed 

bed reactor, a direct contact bubbling humidifier and a heating apparatus. The entering air flow rate is controlled 

by a mass flow controller. The uncertainty in this flow rate has been estimated to 0.004 normal liter s-1 over the 

range 0.03 to 0.30 normal liter s-1. During the sorption phase, entering air is first saturated with water at a given 

temperature by flowing through the bubbler humidifier and then heated in order to reach the desired conditions 

(temperature and humidity) at the entrance of the reactor. The humidification temperature is controlled with a 

thermostatic bath. During charging (desorption), on the other hand, the humidifier is by-passed so that hot dry air 

enters the reactor.  

 

Fig. 2: Schematic of the experimental setup for the study of water sorption on a novel composite material 

        The air temperature and relative humidity at the inlet and outlet of the reactor are monitored using chilled 

mirror hygrometers (GE Sensing Optisonde D2). K-type thermocouples are placed inside the reactor, which is 

thermally insulated. Before testing, they have been calibrated over a 5 °C to 85 °C temperature range. The 

resulting uncertainty in temperature measurements is ± 0.5 °C. The location of the thermocouples is shown in 

Fig. 3. They are numbered from 𝑇1 (bottom, reactor inlet) to 𝑇5 (top, reactor outlet). Only one thermocouple is 

located inside the sorbent bed because of the limited amount of synthetized sorbent material. During experiments, 

measurements are recorded every ten seconds using LabVIEW acquisition software. 

 

Fig. 3: Location of thermocouples 𝑻𝟏 to 𝑻𝟓 along the reactor 
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2.2. Testing procedure 

        Nominal experiments were conducted using 56 g of sorbent material and a dry air flow rate of about 

0.14 normal liter s-1, which leads to an acceptable pressure drop across the reactor. This flow rate leads to a bulk 

velocity of about 0.1 m s-1 through the sorbent bed, which falls within the usual range for sorption processes. The 

material, thereafter referred to as ‘SC’ for salt composite, was obtained by a sol-gel process. It contains 34% by 

weight of salt CaCl2, as well as silica and polymer PEG-600. This salt content is close to that reported in previous 

studies about silica-CaCl2 composites (Courbon et al., 2017; Dawoud and Aristov, 2003; Jänchen et al., 2004; 

Levitskij et al., 1996; Touloumet et al., 2021; Tso and Chao, 2012; Zheng et al., 2014; Zhu et al., 2006). 

        Prior to sorption, the sample is dried at 130 °C inside the reactor in order to remove residual moisture. 

Sorption is then performed with an air flow at 30 °C at the entrance of the reactor (temperature 𝑇1) and 42% RH. 

These conditions are close to those found in residential buildings. To regenerate the sample, dry air at 130 °C is 

blown into the reactor during 4 h. This desorption temperature was set according to the outlet temperatures 

achievable by solar air collectors (Vengadesan and Senthil, 2020). Next, heating is switched off for the system to 

cool down. A new sorption cycle is then carried out and so on. Four successive desorption / sorption cycles were 

completed. A similar set of experiments was conducted using zeolite 13X BFK (Köstrolith® supplied by CWK, 

beads diameter from 1.2 to 2.0 mm). Three cycles were realized in this case in order to compare the results with 

those obtained with SC. The sorbent bed is slightly thinner when using zeolite instead of SC because it is more 

compact (bulk density increased by 13%). Still, the bed thickness is close to 40 mm in both cases. 

2.3 Measurement data processing 

        The amount of water sorbed during each cycle is evaluated through a mass balance on the water vapor 

contained in the air flow. The mass balance is integrated over the duration of the sorption phase, yielding the 

following equation: 

𝑚𝑤 = ∫ �̇�𝑤 𝑑𝑡 = ∫ �̇�𝑑𝑎(𝑥𝑖 − 𝑥𝑜)𝑑𝑡 ≈ �̇�𝑑𝑎 ∑(𝑥𝑖 − 𝑥𝑜)∆𝑡    (eq. 2) 

where �̇�𝑤 is the instantaneous mass flow rate of water sorbed by the material, �̇�𝑑𝑎 is the constant dry air flow 

rate going through the reactor, 𝑥𝑖 and 𝑥𝑜 are the specific humidities at the reactor inlet and outlet (in grams of 

water vapor per gram of dry air) and ∆𝑡 is the time interval between two measurement readings. 

        Similarly, the sensible heat given to the air flow during the sorption phase is calculated as follows: 

𝑄𝑎𝑖𝑟 = ∫ �̇�𝑎𝑖𝑟  𝑑𝑡 = ∫ �̇�𝑑𝑎 𝑐𝑝,ℎ𝑎(𝑇4 − 𝑇1)𝑑𝑡 ≈ �̇�𝑑𝑎 ∑ 𝑐𝑝,ℎ𝑎(𝑇4 − 𝑇1)∆𝑡  (eq. 3) 

The heat capacity 𝑐𝑝,ℎ𝑎 of the outlet humid air is used in order to assess the potential for heat recovery by means 

of a heat exchanger placed after the reactor as closely as possible. In addition, the temperature 𝑇4 is considered in 

the energy balance instead of 𝑇5 to minimize the impact of thermal losses, and instead of 𝑇3 for better temperature 

homogeneity over the channel cross-section. 

        The required properties of humid air (relative and specific humidity, specific heat capacity, water vapor 

partial pressure) are calculated using the CoolProp library (Bell et al., 2014) from the dry bulb and dew point 

temperatures provided by each hygrometer. 

        Subsequently, the amount of sorbed water and the generated heat are expressed by mass or by volume of 

dehydrated material (at 130 °C for 4 h). The bulk density of dry SC was estimated to be 710 ± 70 kg m-3, while 

that of zeolite is 800 ± 100 kg m-3. 

        The heat loss from the reactor can be evaluated using the following relation:  

𝑄𝑙𝑜𝑠𝑠 = 𝑈 ∫(�̅�𝑖 − 𝑇𝑎𝑚𝑏)𝑑𝑡 ≈ 𝑈 ∑(�̅�𝑖 − 𝑇𝑎𝑚𝑏)∆𝑡    (eq. 4) 

The overall heat transfer coefficient 𝑈 between the ambient and the isolated reactor was determined 

experimentally in steady state using an inert material. It is about 0.0285 W K-1. The heat loss also depends on the 

difference between �̅�𝑖 , which is the mean temperature between 𝑇1, 𝑇2, 𝑇3 and 𝑇4, and the ambient temperature 

𝑇𝑎𝑚𝑏  at each time step. 

        Finally, knowing the heat loss, the enthalpy of sorption of the material ∆𝐻𝑠 can be estimated under the tested 

conditions (humid air at 30 °C and 42% RH). Since the total energy stored in the reactor wall is negligible during 
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the sorption phase, it can be expressed as: 

∆𝐻𝑠 = (𝑄𝑎𝑖𝑟 + 𝑄𝑙𝑜𝑠𝑠)/𝑚𝑤       (eq. 5) 

The enthalpy of sorption obtained in J g
H2O

-1  can be compared to that measured by thermogravimetric analysis at 

the milligram scale. 

2.4 Thermogravimetric analysis (TGA) 

        The enthalpy of sorption of the composite material was measured using a thermogravimetric analyzer 

coupled to a differential scanning calorimeter (Mettler Toledo, TGA/DSC 3+) and to a humidity generator 

(ProUmid MHG). The sample, which weights about 20 mg, is placed in an open alumina cell. It is first dehydrated 

under dry air flow at 30 °C for 24 h. Then, hydration is performed during 120 h under humid air flow at 30 °C 

and 42% RH, i.e., in the same conditions as those fixed at the reactor inlet during the sorption phase. The hydration 

step resulted in an exothermic peak on the heat flow curve. The integration of this signal enables the determination 

of the generated heat and, when expressed by mass of sorbed water, of the enthalpy of sorption. The relative error 

on the final value is about 5%. 

3.   Experimental heat storage results 

3.1 Sorption kinetics 

       The breakthrough curves are presented in Fig. 4 for the four cycles carried out with SC. Such curves are used 

to characterize the sorption kinetics and to evaluate the sorption capacity of the tested material. Here, they are 

obtained from the ratio of the water outlet partial pressure 𝑃𝑣,𝑜𝑢𝑡 to the water inlet partial pressure 𝑃𝑣,𝑖𝑛.  

 
Fig. 4: Breakthrough curves during water sorption using SC and zeolite 

        The shape of the curve is significantly altered between the first cycle (black solid line) and second cycle (blue 

line). This is likely due to a change in the initial properties of the material. After that, curves #2 to #4 are 

overlapping, showing that the cycles are nearly identical and that SC properties are virtually stable. Fig. 4 also 

includes the breakthrough curve obtained with a similar mass of zeolite 13X (dashed line). Three cycles were 

performed in this case but, since all the curves overlapped, only that of the last cycle is presented to improve 

readability. Breakthrough takes place when the sorbate (water) starts to be detected at the outlet of the reactor. In 

this work, the breakthrough time has been taken when the vapor outlet partial pressure reaches 5% of the vapor 

inlet pressure (𝑃𝑣,𝑜𝑢𝑡/𝑃𝑣,𝑖𝑛 = 0.05). Thus, breakthrough occurs after about 40 minutes with zeolite, while it is 

immediate for SC, which never fully sorbs the water vapor provided at the inlet for the considered bed thickness. 

Further, when using zeolite, the curve has a greater slope and saturation is reached much faster. Indeed, around 

2 h 30 are required to reach saturation (𝑃𝑣,𝑜𝑢𝑡/𝑃𝑣,𝑖𝑛 = 0.95) with zeolite, compared to 12 h for SC. The sorption 

kinetics of SC is thus much slower than that of zeolite. It may be limited by chemical kinetics, heat transfer or by 

water mass diffusion across the sorbent bed. The slow sorption kinetics of SC can be an advantage or a drawback 

depending on the considered application and the required power level. 

        The evolution of temperatures 𝑇1 to 𝑇5 during the sorption phase is shown in Fig. 5 for SC and zeolite. The 

temperature level is lower when using SC than zeolite. The maximum temperature is indeed around 54 °C in the 
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former case and 81 °C in the latter. This difference can be explained by the much slower sorption kinetics of SC. 

The temperatures return to their initial value (30 °C) after more than 10 h for SC versus 4 h for zeolite. 

 
Fig. 5: Temperature curves over the sorption phase using SC (left, cycle #4) and zeolite (right, cycle #3) 

3.2 Comparative performance analysis 

        The water sorption capacity of both sorbents (eq. 2) is given in Table 1, as well as the generated energy 

(eq. 3) and power during the sorption process for each cycle. The uncertainty in each value is indicated following 

a plus or minus sign. Uncertainties are evaluated using error propagation formulas and include the precision of 

the measuring instruments, the reproducibility of measurements and the uncertainties due to calibrations. Table 1 

shows that the sorption capacity of SC is on average twice that of zeolite. As a result, the generated energy and 

the mass energy density increase by nearly 60% when SC is used instead of zeolite. The mass energy density 

amounts on average to 782 kJ kg-1 of dehydrated material for SC and to 493 kJ kg-1 for zeolite. The fact that the 

energy is not doubled can be partly explained by a weaker binding energy between water vapor molecules and SC 

sorbent than between water and zeolite (see part 3.4). The volumetric energy density increases slightly less than 

the mass energy density (+ 40%) because SC is less compact than zeolite. Finally, the maximum power is two 

times lower with SC, which is consistent with the temperature curves of Fig. 5. 

Tab. 1: Comparison of water sorption capacity, generated energy and power (sensible heat) with SC and zeolite 
 

 SC Zeolite 13X BFK 

cycle #1 #2 #3 #4 #1 #2 #3 

quantity of sorbed water 𝑚𝑤 (g) 
20.3  
± 2.8 

20.9 
± 2.9 

21.3 
± 3.2 

21.9 
± 3.1 

10.7 
± 2.3 

9.7 
± 2.2 

11.6 
± 2.3 

water sorption capacity (g
H2O

 g-1) 0.36 
± 0.06 

0.37 
± 0.06 

0.38 
± 0.07 

0.39 
± 0.07 

0.19  
± 0.05 

0.17  
± 0.05 

0.21 
± 0.05 

generated energy 𝑄𝑎𝑖𝑟  (kJ) 
37.4 
± 1.9 

44.9 
± 2.3 

48.1 
± 2.5 

45.6 
± 2.3 

26.3 
± 1.4 

29.7 
± 1.6 

27.1 
± 1.4 

energy density (kJ kg-1) 
665  
± 59 

798 
± 70 

856 
± 76 

811 
± 71 

468  
± 36 

528 
± 41 

482 
± 36 

energy density (kWh m-3) 
131 
± 18 

157 
± 21 

169 
± 23 

160 
± 22 

104 
± 16 

117 
± 18 

107  
± 16 

maximum power �̇�𝑎𝑖𝑟,𝑚𝑎𝑥  (W) 
1.7 
± 0.3 

2.9 
± 0.3 

3.1 
± 0.3 

3.1 
± 0.3 

5.6  
± 0.5 

5.9 
± 0.6 

5.8 
± 0.5 

        The energy densities estimated for zeolite are consistent with literature values. Jänchen et al. (2012) found a 

storage density of 600 kJ kg-1 for the binderless zeolite 13X they have synthetized and tested in an open storage 

apparatus (desorption at 200 °C, sorption at 23 °C and 35% RH). Bennici et al. (2020) studied the same zeolite 

that we used and give an energy density of about 850 kJ kg-1. It was measured through TGA during hydration with 

an air flow at 30 °C and 60% RH. This high relative humidity partly explains the greater energy density found by 

the authors. The discrepancy is also due to the fact that the heat loss from the reactor was neglected in Table 1. 

As a result, the generated energies and powers are systematically underestimated in the present analysis. Two 

studies characterized the storage performance of zeolite 13X at a larger scale: Bales et al. (2008) obtained an 

energy density of 180 kWh m-3 and a maximum power of 800 W from a storage reactor containing 7 kg of zeolite, 

while Hauer (2007) found an energy density of 124 kWh m-3 and a maximum power of 130 kW for a scaled-up 

system containing 7 000 kg of zeolite. 
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        To return to the composite material, the evolution of the results over the four cycles is worth examining. The 

quantity of water sorbed by SC is marginally altered from cycle #1 to cycle #4. The generated energy and power, 

however, increase significantly (+ 20% and + 70%) between the first and second cycles. Then, they are more 

stable, with a maximum variation of 7% between cycles. These results are consistent with the modification of the 

sorption kinetics observed in Fig. 4 between the first cycle and the next ones. According to Fig. 4, the quantity of 

water sorbed during the first four hours of cycle #1 is reduced compared to that sorbed at the beginning of the 

next cycles, which notably explains the variation of the maximum power shown in Table 1. 

3.3 Hydration states of CaCl2 

        Several salt hydrates have been identified and should theoretically appear successively during water sorption 

on calcium chloride at 30 °C: CaCl2·H2O, CaCl2·2H2O, CaCl2·4H2O and CaCl2·6H2O (Aristov, 2020). Then, 

above 1 gram of sorbed water per gram of salt, the latter dissolves and reaches the liquid state. In this study, the 

salt sorbs on average 1.10 g
H2O

 g-1 (or 6.8 molH2O mol-1 of CaCl2), so part of it has likely turned to liquid inside the 

matrix pores. However, according to Aristov (2020), the properties of a confined salt differ from that of a bulk 

one. The transitions between hydration states may thus be modified depending on the composite structure.  

        Under the chosen experimental conditions, Table 1 shows that the quantity of water sorbed by SC is slightly 

increasing from one cycle to the next, and there is no performance degradation indicative of salt leakage. The host 

matrix thus managed to stabilize the hydrated calcium chloride. Still, special attention must be paid to salt leakage 

because CaCl2 solutions are highly corrosive and the risk of leakage increases when operating at high humidities. 

A thorough characterization of the material is required to ensure its stability under a wide range of operating 

conditions.  

3.4 Enthalpy of sorption 

        The enthalpy of sorption is the heat released by the sorption of a given amount of water. It characterizes the 

bonding strength between the water vapor molecules and the sorbent. It was measured both by TGA (see 

section 2.4) and at the reactor scale using eq. 5 (which includes the heat loss). The results obtained with SC are 

summarized in Table 2. 

Tab. 2: Enthalpy of sorption of SC measured by TGA and estimated using eq. 5 
 

cycle #1 #2 #3 #4 

∆𝐻𝑠 measured by TGA (J g
H2O

-1 ) 3275 

∆𝐻𝑠 measured at the reactor scale (J g
H2O

-1 ) 2450 2720 2830 2630 

difference (%) - 25 - 17 - 14 - 20 
 

 

        The uncertainty in the values from eq. 5 is significant (± 25%) because they depend on the heat loss, which 

is estimated. Besides, the mass of the sample analyzed by TGA amounts to a few tens of milligrams. Material 

inhomogeneities could therefore have a strong impact on the result. Despite these potential sources of error, the 

order of magnitude of the enthalpies are consistent between both methods, with a maximum deviation of 25%. 

       The enthalpy of sorption of the tested zeolite was evaluated by TGA to be 3450 J g
H2O

-1  (Polimann, 2019). The 

analysis was however performed under conditions distinct from those of our experiments (25 °C, unspecified 

humidity). Still, the values calculated at the reactor scale from eq. 5 are comparable: on average, the enthalpy of 

sorption of zeolite is estimated to be 2980 J g
H2O

-1  (- 14% compared to the TGA value). 

        Finally, the energy released during the sorption of a given mass of water is more important with zeolite than 

with SC: on average, the estimated enthalpy of sorption in J g
H2O

-1  decreases by 11% with the latter. Yet, physical 

bonds are created in the first case (physisorption), while high-energy chemical bonds are supposed to form in the 

second case (chemisorption during hydration of CaCl2). This apparent contradiction could be explained by the 

physisorption of part of the water on the silica matrix of the composite, thus decreasing the mean energy released. 

A control material containing only silica and PEG will be tested in the near future in order to quantify the actual 

benefit of adding calcium chloride. Regardless, the energy density of SC remains higher than that of zeolite due 

to its high sorption capacity.  
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4.   Conclusion 

        Thermochemical heat storage is a promising technology to support the development of renewable energy on 

a large scale. The heat storage performance of a new composite material obtained by a sol-gel process has been 

characterized in an open-cycle sorption reactor, with moist air as the sorbate and heat transfer fluid. The salt 

composite (SC) contains 34% by weight of anhydrous calcium chloride (CaCl2) dispersed in a matrix of silica and 

polymer PEG-600. Similar experiments were conducted using zeolite 13X BFK for comparison. 

        The average sorption capacity of SC is 0.37 grams of water per gram of dehydrated material, which is twice 

that of zeolite. The energy generated during the sorption of a given mass of water is however slightly increased 

when using zeolite. Indeed, the enthalpy of sorption measured by TGA (and consistent with that obtained at the 

reactor scale) is 3275 J g
H2O

-1  for SC, compared to about 3450 J g
H2O

-1  for zeolite. Thanks to its high sorption capacity, 

the energy density of SC is still increased by nearly 60% compared to that of zeolite (782 kJ kg-1 on average, 

versus 493 kJ kg-1 for zeolite). 

        The sorption kinetics is much slower when using SC than zeolite: around 12 h are required for SC to reach 

water vapor saturation (𝑃𝑣,𝑜𝑢𝑡/𝑃𝑣,𝑖𝑛 = 0.95), compared to 2 h 30 with zeolite. Besides, breakthrough occurs 

immediately in the first case, and after 40 minutes in the second case. The slow sorption kinetics of SC leads to 

reduced temperatures and generated powers during the sorption phase. The maximum power is indeed two times 

smaller with SC than with zeolite. The temperatures are still around 50 °C, which is adequate for space heating 

applications. 

        The host matrix managed to stabilize the hydrated calcium chloride and to avoid leakage under the chosen 

experimental conditions. However, operating at higher humidities could promote deliquescence. A thorough 

characterization of the material is thus needed to ensure its stability under a wide range of operating conditions. 

The influence of the salt content on the risk of leakage and on the storage performance is also worth investigating. 
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Nomenclature 

𝑐𝑝   specific heat capacity at constant pressure, J K-1 g
da
-1  

∆𝐻𝑠  enthalpy (or heat) of sorption, J g
H2O

-1  

𝑚  mass, g 

�̇�  mass flow rate, g s-1 

𝑃𝑣   water vapor partial pressure, Pa 

𝑄𝑎𝑖𝑟   sensible heat given to the air flow, J 

�̇�𝑎𝑖𝑟    heat transfer rate, W 

𝑄𝑙𝑜𝑠𝑠  heat loss, J 

𝑡   time, s 

𝑇𝑎𝑚𝑏    ambient temperature, °C 

𝑇𝑖   ith temperature measurement along the reactor, °C 

�̅�𝑖   average of temperatures 𝑇1 to 𝑇4, °C 

𝑈   overall heat transfer coefficient between the ambient and the reactor, W K-1 

𝑥   specific humidity, g
H2O

 gda
-1  

Subscripts 

𝑑𝑎   dry air 

ℎ𝑎   humid air 

𝑖   reactor inlet 

𝑚𝑎𝑥   maximum 

𝑜   reactor outlet 

𝑤   sorbed water 

Acronyms 

PEG  polyethylene glycol 

RH  relative humidity 

SC  salt composite 

TGA  thermogravimetric analysis 
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Abstract 

The use of concrete is showing great potential as thermal energy storage material for concentrating solar power 
plants (CSP) due to its versatility, relatively low cost, and the possibility to reach a high operating temperature, 
above 500ºC thus increasing the plant efficiency. However, actual configurations based on concrete show different 
drawbacks including difficulties during the manufacturing on-site, different thermal expansion coefficients 
between concrete and pipes, and poor thermal conductivity of concrete. In order to address those challenges, this 
study proposes a new TES concrete tank concept based on three main pillars: modularity, improved concrete 
formulation, and direct contact concept. A preliminary assessment of the thermal performances of the new concept 
was analyzed through simulations showing the temperature distribution of the modules. 

Keywords: thermal energy storage; sensible TES; concrete; CSP; modular concept; 

 

1. Introduction 

Solar energy represents today the main renewable source to produce both thermal and electric power. One of the 
main large-scale technology to convert solar energy into electricity is represented by concentrating solar power 
(CSP) plants. According to REN21, in 2020 the total capacity installed worldwide amounts to 6.2 GWe (REN21, 
2020). In order to deal with the intermittency of solar radiation at a given location, thermal energy storage (TES) 
is an essential component. Current CSP technologies mainly rely on the use of molten salts as storage medium. 
However, the main drawbacks of molten salts are corrosion issues and their limited operating temperature range 
(up to 565 ºC), which limits CSP in both global performance and cost. Amongst all storage medium alternatives, 
the use of concrete represents a viable option due to its versatility, relatively low cost, and the possibility to reach 
a high operating temperature above 565 ºC.  

One of the first storage concepts using concrete was developed by DLR and tested at Plataforma Solar de Almeria. 
Regarding the storage material, blast furnace cement was used with iron oxides, flue ash, and auxiliary materials. 
The system used thermal oil as HTF flowing through an array of pipes (tube register) embedded in the storage 
medium (Laing et al., 2009a). Another concept, EnergyNest, developed and tested two modules of 500 kWth 
thermal energy storage capacity based on a modular design and concrete as a storage medium, named 
HEATCRETE vp1, able to resist temperatures up to 400 ºC (Hoivik et al., 2019a). The modules of the TES 
developed by EnergyNest consisted of cylindrically shaped thin-walled (0.4 mm) steel casing closed at one end 
and open at the other with integrated steel pipe heat exchangers.  

Although concrete has a high potential for storage solution, there are still challenges related to this technology 
that needs to be addressed, which include its fabrication techniques, material formulation, and design, which limit 
the construction feasibility and thermal performance. In order to improve the currently available configurations, 
this study proposed a novel concept of thermal energy storage using concrete based on a modular concept, 
improved concrete formulation, and a direct contact design. Moreover, a preliminary assessment of the thermal 
performance of the new concept proposed in this study was analyzed using a 3D thermal analysis showing the 
temperature distribution throughout the modules.  

International Solar Energy Society EuroSun2022 Proceedings

 

© 2022. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientiic Committee
doi:10.18086/eurosun.2022.13.04 Available at http://proceedings.ises.org 1285



 
2. Challenges of concrete tank concepts 

Today, concrete tanks concepts show different drawbacks that need to be overcome to ensure concrete TES 
deployment. Such drawbacks are: 

(i) On-site construction 

Laing et al. (2009a) pointed out that the first heating of the new concrete TES is crucial in the process. During 
this first heating, free water and a certain amount of chemically bound water evaporate, which could lead to 
excessive vapor pressure damaging the storage module. This pressure is higher the larger the TES module; also, 
in-situ production involves a higher water content in the concrete than production and curing in a controlled 
environment. 

(ii) Different thermal expansion coefficients of steel and concrete 

The difference between the thermal expansion coefficients of steel (heat transfer fluid pipes) and concrete can 
lead to cracks in the concrete, and erosion of the concrete by the friction of both materials, damaging the modules 
and causing a decrease of the contact surface between the storage material and the heat transfer fluid as the 
operating cycles of the system increase.   

According to Laing et al. (2006), the thermal expansion in the axial direction of one of their concrete modules 
with a steel heat exchanger was 120 mm, therefore, the modules did expand by approximately 60 mm at the end. 
During cycling at operating temperatures, the temperature difference should only be about 40 K, so the movement 
would be less than 10 mm at each end. In this prototype, this was compensated using two metal sheets that acted 
as sliding planes. 

Hoivik et al. (2019a) also mentioned the fact that different thermal expansion coefficients have to be taken into 
account, without giving further details, and investigated improvements to the materials to match their thermal 
expansion values. However, even if the concrete and metal pipes have similar thermal expansion coefficients, the 
thermal conductivity of the two materials is different, so during the cycle, the steel will reach temperature before 
the concrete, which will generate differential expansions. 

(iii) Poor thermal conductivity of concrete  

According to Asadi et al. (2018), concrete has a thermal conductivity between 0.4 W m-1 K-1 and 1.01 W m-1 K-1. 
The addition of some components such as copper wires or phase change materials (PCM) may bring this thermal 
conductivity up to 3.84 W m-1 K-1, but it can also decrease to 0.21 W m-1 K-1 .  

Efforts to increase the thermal conductivity of concrete to be used in high temperature TES show that the use of 
calcium aluminate cement (CAC) brings higher thermal conductivity (up to 5 W m-1 K-1) (Lucio-Martin et al., 
2021), and the use of metal fibres shows an increase up to 2 W m-1 K-1  (Miliozzi et al., 2021). Finally, the literature 
shows that thermal cycling can lead to a decrease in thermal conductivity, usually attributed to an increase in open 
porosity (Boquera et al., 2021; Roig-Flores et al., 2021). 

Therefore, it is possible to increase the thermal conductivity of concrete with improved formulations. 

(iv) Thermal oil or molten salts with limited operating temperature range 

Vignarooban et al. (2015) presented the thermophysical properties of commonly used heat transfer fluids (HTFs) 
in CSP plants. According to the data presented, the maximum temperature that the thermal oils (mineral or 
synthetic) can withstand is 450 ºC, therefore they cannot be used in CSP plants working at higher temperatures. 
Moreover, the other commercial HTF, molten salts, can theoretically withstand 600 ºC (Arias et al., 2022). 
Therefore, future CSP plants are considering the use of air as HTF (Bilal Awan et al., 2020). 

(v) Migration of the HTF into the concrete  

The use of thermal oils or molten salts as HTF when there is direct contact between the HTF and concrete would 
lead to migration of the HTF into the concrete, but also the contrary, contamination of the HTF by concrete 
components. The use of air as HTF avoids such migration and contamination, however, the low conductivity of 
the air presents new challenges to overcome. 
In the design by Laing et al. (2008), the idea of using a tubeless design was investigated. The advantages of low 
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cost and direct heat transfer were identified as the main drivers to go in this direction. Nevertheless, according to 
the authors, the concrete did not allow for a high enough level of impermeability, even when restressed, causing 
leaks of the oil. Moreover, in this design, the pipe-storage unit junction became a technical challenge. 

The challenges identified related to the use of concrete as high temperature storage medium can be summarized 
according to Fig. 1. 

 
Fig. 1. Challenges of high temperature concrete 

3. New concept proposal 

To address the challenges presented in section 2, a new concrete TES design developed in Autodesk Fusion 360 
(Autodek, 2022) is presented in this paper. The new concept is designed to work with air as HTF, and is based on 
hexagonal geometry concrete blocks of 460 mm diameter and 2000 mm height (Fig. 2) with a modular design 
with simple direct-fit male-female connections (Fig. 3). The blocks were designed to be stacked (Fig. 4a) and 
nested (Fig. 4b) to suit the thermal needs of the installation and the space available. To meet challenge (i), the 
design is based on a modular concept with blocks of relatively small dimensions that allow them to be 
manufactured in a controlled industrial environment and then transported to the installation site. In addition, to 
meet challenge (ii), the blocks are made exclusively of concrete, eliminating the need for metallic piping and thus 
the problems of thermal expansion differences between materials. Related to challenge (iii), a concrete mixture 
with improved thermal properties (Boquera et al., 2022) was implemented in the model, nevertheless, this 
challenge remains the subject of future work by optimizing the thermophysical properties of the simulated 
concrete with new materials that are being experimentally validated. Finally, the temperature limitation of molten 
salts and thermal oils, and their migration into the concrete due to the non-use of metallic pipes (challenges (iv) 
and (v)) are solved by using air as HTF. 
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Fig. 2. Concept of concrete block and block dimensions [mm] 

  

(a) (b) 

 

(c) 

Fig. 3. Concrete concept: (a) fitting connections, (b) stacked distribution example, and (c) connection points 

In order to analyze the performance of the modular block design, a storage tank of 10 MWh (temperature of 
operation 265 ºC – 1000 ºC) was developed (Fig. 4a) and simulated for static thermal analysis to determine the 
fully charged steady-state temperature distribution and resultant heat flow. The tank consists of 57 concrete blocks 
distributed in three columns (Fig. 4a) of 19 blocks in a honeycomb distribution (Fig. 4b), two metallic collectors, 
and initially with a layer of 140 mm of calcium silicate board as insulation. 
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(a) (b) 

Fig. 4. Concrete concept storage: (a) complete storage and (b) blocks distribution 

The thermophysical properties of the concrete were extracted from Boquera et al. (2022) and shown in Tab.1. 
Moreover, Tab. 2 shows the insulation material properties used from the Autodesk database. In both cases, an 
isentropic model of the material with linear behavior was considered. Finally, the mesh dimensions were set to 
automatic with the parameters of Tab. 3. 

Tab. 1. Thermophysical and optical properties of concrete implemented in the model 

Property Size 

Thermal conductivity [W m-1 K-1] 1.01 

Density [kg m-3] 2.7 

Specific heat [kJ kg-1 K-1] 1.2 

Thermal expansion coefficient [µm m-1 K-1] 1  

Emissivity [-] 0.95 

Transmissivity [-] 0 

 

Tab. 2. Thermophysical and optical properties of the insulation material implemented in the model 

Property Size 

Thermal conductivity [W m-1 K-1] 0.002 

Density [kg m-3] 0.23 

Specific heat [kJ kg-1 K-1] 3.1 

Thermal expansion coefficient [µm m-1 K-1] 1  

Emissivity [-] 0.2 

Transmissivity [-] 0 
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Tab. 3. Simulation mesh parameter 

Property Size 

Resolution factor 1 

Edge growth rate 1.1 

Minimum points on edge 2 

Points on the longest edge 10 

Surface limiting aspect ratio 20 

 

The analysis was carried out by performing a full charge test of the tank at an initial temperature of 265 ºC 
simulating a real storage cycle and maintaining an applied temperature in the HTF of 1000 ºC until reaching a 
steady state. The results are shown in relation to the temperature distribution (Fig. 5a), heat flux (Fig. 5b), and 
thermal gradient (Fig. 5c). The analysis demonstrates that the honeycomb design manages to maintain a 
homogeneous distribution in the blocks without generating hot spots. However, due to the temperature difference 
between the concrete and the ambient temperature, the insulation becomes a critical factor in the design of the 
TES. For this purpose, the simulation was performed one more time, keeping the same conditions but increasing 
the thickness of the insulation layer of the tank from 140 mm to 280 mm (Fig. 6). Fig. 6 shows that the increase 
of the insulation reduces the temperature on the outer surface of the insulation by 30 ºC, therefore decreasing the 
thermal losses of the TES, and achieving a higher energy storage density.  

  

(a) (b) 
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(c) 

Fig. 5. Concrete concept storage steady-state thermal analysis: (a) temperature distribution (in ºC), (b) heat flux (in W m-2), and 
(c) thermal gradient (in K m-1) 

 

 
(a) 

 
L.F. Cabeza et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1291



 

 
(b) 

Fig. 6. Concrete concept storage steady-state thermal analysis: (a) analysis with 140 mm thick insulation and (b) analysis with 280 
mm thick insulation 

 

4. Conclusions 

High temperature thermal energy storage has shown great potential to increase the penetration of renewable 
energies in the energy mix. The use of concrete represents a viable option due to its versatility, relatively low cost, 
and the possibility of reaching a high operating temperature above 565 °C. However, to become technologically 
and economically feasible, concrete storage systems must overcome a number of challenges. 

This paper, through a comprehensive literature review, identified and analyzed the five key issues that current 
systems present. These are: (i) in-situ construction, (ii) different thermal expansion coefficient of steel and 
concrete, (iii) poor thermal conductivity of concrete, (iv) HTF thermal oil or molten salts with limited operating 
temperature range, and (v) migration of oil/salt into concrete in direct contact. 

Considering the challenges identified, a first approach to a novel design of a high temperature thermal energy 
storage system with concrete was proposed and analyzed using thermal steady-state analysis techniques. The new 
design is composed of modular concrete blocks with direct-fit male-female connections and hexagonal design. 
These were designed to be stacked and interlocked in a honeycomb shape, thus enabling quick and easy 
customized sizing according to energy needs. The novel design proposed was able to overcome 4 of the 5 
challenges identified. Only the low conductivity of the concrete remains to be further studied in future works. In 
addition, the plug and play design facilitates the construction of the modules, which can be manufactured under 
controlled conditions, guaranteeing the properties of the concrete. 

Moreover, the streamlined design of the modules, the large abundance of material used, the potential low 
manufacturing cost once implemented on an industrial scale, as well as the results of the simulations present the 
proposed design as a highly competitive thermal energy storage solution. However, this new design also presents 
new challenges to be overcome such as the low specific heat capacity and convective heat transfer coefficient of 
the air used as heat transfer fluid, the tight junction between modules, and the debris of the concrete interacting 
with the HTF. Furthermore, the design of high temperature storage presents new challenges for adequate 
insulation. Therefore, material selection and optimal sizing of the insulation should be the subject of future studies. 

Moreover, future work will address the following topics: analysis of the proposed design with other concrete 
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formulations or the addition of aggregates to increase the thermal conductivity of the storage material while 
maintaining the specific heat values; optimization of the design to improve the coefficient of internal convection 
to overcome the low conductivity of the air when it is used as HTF; the analysis of the connection between the 
modules and the heat supply/demand. 
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Abstract 

Based on the current energetic scenario worldwide, it is possible to observe that the necessity of storing the large 

supply of solar energy available during summer and using it during winter, when the accessible quantity of energy 

is not so big, is greater than ever. Therefore, seasonal storage systems with both, high energy density and low 

thermal losses, are needed. Energy storage systems based on thermochemical materials like zeolite, such as the 

one described in this study, are the most adequate option to achieve this goal, due to their potential to fulfill both 

requirements earlier described. In the scope of this study a load management strategy was developed for a sorption 

storage system in which the material should be dried during summer and used during winter, working this way as 

a seasonal heat storage. The first results show the creation of the two storage containers, dryer and divider and 

how the weather data used can influence the system.  

Keywords: Sorption, Storage, Thermochemical materials, Zeolite 

 

1. Introduction 

 

A broad deployment of energy storage technologies for an increased share of renewable energy is motivated by 

global climate action and the ambition of CO2 reduction (Daborer-Prado, et al. 2020). Industrial waste heat, 

building integrated renewable energy generation, surplus heat but also electricity of power plants and grids which 

show fluctuation and volatile behavior, are reaching dimensions worth storing energy in larger quantities. 

Depending on the involved temperature levels the potential energy savings can be considerable, the highest being 

for the low temperatures ranging from 50 to 150°C.  

Taking that into account, thermal energy storages (TES) are believed to be appropriate candidates to play an 

important role in the future thermal management system. They can be defined as the temporary storage of thermal 

energy at high or low temperatures for diverse periods of time, this way preventing the loss of thermal energy. 

TES systems have an important capacity of making the use of thermal equipment more effective and represent a 

relevant way of decreasing the mismatch between thermo-availability and demand, providing also an 

environmental and economic benefit by reducing the need for burning fuels (N. Daborer-Prado 2019). 

The TES systems can be classified depending on the temperature range, primary heat source, storage material, 

storage duration and field of application. Regarding the physical storage principle, it can be categorized in the 

following forms (Haider und Werner 2013): 

• Sensible heat storage 

• Latent heat storage 

• Thermochemical heat storage 

Figure 1 presents the classification of thermal energy storage materials according to the state in which the TES 

reveal itself. 
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Figure 1: Classification of thermal energy storage technology based on the criterion of the state of the energy storage material. 

Source: (Hauer, et al. 2020) 

The ability of thermochemical materials (TCM) to store energy long-term with practically no losses during the 

conservation phase makes them promising candidates for seasonal storage applications (Hauer, et al. 2020), 

(Issayan und Zettl 2021). High energy densities using the zeolite-water couple have been demonstrated for some 

applications, exceeding those of water storage by a factor of 2-3 (Issayan und Zettl 2022), (Issayan, Zettl und 

Somitsch 2021). Zeolites are crystalline aluminosilicates of alkali or alkali earth elements, such as sodium, 

potassium, and calcium. When dehydrated zeolite gets in contact with water vapor, the water molecules enter the 

internal crystal lattice and causes an adsorption reaction that leads to the release of heat. The reverse process 

happens when zeolite is heated to more than 100°C (desorption), when the water molecules are released from the 

sorption material. The adsorption/desorption process in zeolites can be repeated multiple times with practically 

no deterioration of the material (Socaciu 2012).  

The physical principle of the sorption cycle is demonstrated in Figure 2: Gaseous water molecules can accumulate 

on the surface of the solid, releasing heat from binding and condensation (adsorption), when the temperature 

increases or the partial pressure decreases, the substances separate again (desorption). 

 
Figure 2: Adsorption principle - water vapor is attracted to the surface of another (solid) matter and heat is released. Meanwhile, 

the reversed process is the desorption 

There are several process solutions for sorption technology, open and closed systems, as well as moving-bed and 

fixed-bed reactions, which have specific advantages (Hauer, 2020), (Krese, et al. 2018): 

• Open: the reactor containing the sorbent material is at atmospheric pressure and throughout the charging 

process a dry air stream is conducted to it.  One of its advantages is that it does not require the use of 

condensers, evaporators, or working fluid storage reservoirs, having this way a simpler and cheaper design 

when compared to closed systems. 

• Closed: the reactor is under vacuum condition and requires one or more condensers and evaporators. The 

entire system is sealed from the surroundings and only water can flow through the conduct passage that 

connects the reactor to the evaporator/condenser. The reactor contains the reactive sorbent, and the 

condenser/evaporator is where the liquid water is collected.  

The open moving bed reactions in particular offer the possibility of being able to freely dimension energy content 

and performance (B. Zettl 2020), (B. Zettl 2022). Air is used here as a moisture and heat carrier to dry the material 

in portions during the loading cycle. As this is a seasonal storage tank, the loading process is carried out in the 

summer during periods of high solar gains. However, storage loading requires a targeted strategy to take site-

specific and environmental factors into account. Forecast models and learning algorithms are necessary for the 

energy management of the load. In contrast to large (fixed bed) storage vessels, the zeolite of a moved bed system 
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is heated up in small batches for shorter time periods for minimizing heat losses. The batch-wise treatment brings 

up the risk for under/over-dehydration of the batches that could sum up to a severe reduction of efficiency during 

the summer season. Several model predictive control schemes have been proposed to exploit the diversity of the 

available energy sources. (Darivianakis, et al. 2017) investigated a data driven stochastic optimization approach 

for the seasonal energy management. It uses available historical data to build bounds that present a high probability 

of holding an optimal charging trajectory of the seasonal storage and generates a piece-wise approximation of the 

value function of the energy stored in the seasonal storage at each time step. (Parisio, Vecchio und Vaccaro 2012), 

on the other hand, presented optimization approaches for the energy management in energy hubs.   

In this study, a model of the charging management and optimization algorithms is presented in order to be able to 

achieve the goal of the most complete possible regeneration of the TCM at the end of the charging cycle, and to 

display the changes of the dehydration result due to deviations of weather profiles from the representative average.  

2. Methods and methodology 

2.1. Application principle 

The thermochemical storage with zeolite consists of two containers for dry and moist material as well as a dryer 

and an adsorption reactor, which was previously described (Zettl, 2020). During the heating period, one container 

with dehydrated zeolite is emptied in portions to provide heat for heating and hot water and stored in the humid 

material container. In central European climate approx.100 portions of the storage material should be available 

for 100 heating days. 

In summer, the storage material is regenerated by renewable energy that has a daily cycle. The material is removed 

from the container, then heated, and dehumidified in the dryer. The material is then stored in the second container 

or transported back to the wet container if it has not dried sufficiently. Depending on the drying result, there is an 

inhomogeneous material moisture content in the two containers, which, however, levels out again after several 

days of storage. This leveling process and the desorption processes in the dryer are to be simulated. Furthermore, 

a control strategy should be achieved in order to decide whether the material is transported back into the moist or 

into the dry container. 

The daily cycle is assumed to consists of 10 consecutive steps with one hour duration each during the daytime, at 

night local moisture differences tend to equalize in the container. After every hour, one-tenth of the daily portion 

is transported to the dryer, where it is desorbed and then moved, based on the decision of the material switch to 

the target container. After approximately 150 days of sufficient regenerative energy, all 100 daily portions of the 

material have dried. A seasonal storage should complete its loading cycle by the end of summer therefore weather 

profiles from 1st of May until 30th of September are considered for simulation runs 

For simulation purpose, the model of the container is to be divided into 1000 cells (batches of hourly treatment). 

All cells are arranged in serial (first in/first out), in a use case each cell would correspond to a material quantity 

of approx. 5-10 kg of zeolite. The material in each cell has a dimensionless homogeneous moisture content (0 to 

1) in this study. The material temperature and thermal losses are ignored so far, the dehydration is simply related 

to the energy gain from the solar generator. Figure 3 is a graphical representation of how the system works.  
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Figure 3: Principle of the material desorption cycle. Desorption is obtained by drying the TCM and transportation to one of the 

containers depending on the management strategy of the divider component 

3. Results and discussion 

3.1. Model implementation 

 
The first step of this work was to create a mathematical model for the container. The moisture equalization process 

between the cells was represented as a conduction process, meaning that the higher the moisture difference 

between two neighboring cells, the more moisture is exchanged per unit of time, but no thermal process was 

considered. 

In the simulation model, a characteristic constant that controls the conduction was chosen. This constant should 

work in a way that the leveling takes place up to a maximum difference of 1% (from one cell to its neighbors) 

within 24 or 48 hours. In practice, the greater the constant, the faster the process will take place. For clarity, 

Figure 4 and Figure 5 present the first results obtained by the creation of a mathematical model for the container 

and its behavior when an arbitrary change in humidity in certain cells takes place. 

 

In both results, the first 10 cells had their humidity from 100% to 80% changed. Although the whole container 

presents 1000 cells, to better observe the outcomes, just the first 50 cells are shown in the graphs. The difference 

between the results lies in the humidity leveling factor used. In Figure 4, the factor was 0.1, and in Figure 5, it 

was 0.4. It is possible to observe that the higher the factor, the faster the humidity inside the container equalizes.  

 

 

Figure 4: Relative Humidity in container with humidity leveling 

factor 0.2, leveling after 48 h 

 

 

 

Figure 5: Relative Humidity in container with humidity leveling 

factor, leveling after 24h 
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As previously mentioned, the next step of the study was to add a second container to the model, as well as a 

material divider and a dryer. The second container was created based on the code of the first, with the difference 

that, the second container is initially empty and must be filled with dried material along the summer in a timeframe 

of 150 days. To avoid ambiguity, the first and second container will be named Drying and Store, respectively.  

 

Dryer 
 

The dehydration process is described in principle by a zeolite adsorption/desorption model already published. This 

model describes the increase or reduction of the material water content based on the applied process temperature 

and vapor pressure in the reactor (dryer). For simplification, the storage system including the dryer is operated on 

a dimensionless humidity factor (0 to 1) so far, and a nonlinear humidity reduction factor of the dryer (based on 

the input energy or solar irradiance).  

For simulation a weather data was included in the model to simulate how the drying process will work based on 

the different solar irradiation values during the examined timeframe. Aiming to test the model with different types 

of data, three different files were extracted from the Carnot library (Juelich 2020): 

 

• Weather of an average year 

• Weather of an extreme summer 

• Weather of an extreme cold summer 

 

Depending on the solar irradiation input, the drying effect simulated in the dryer can be higher or lower. This 

effect is controlled by a lookup table created in the model. Essentially, the highest irradiance value will generate 

a drying effect of the material up to 80% The lowest irradiance measurement, usually zero, correspondingly 

represents a drying effect of zero as well. The irradiation values in between represent a drying effect ranging from 

5% to 75% in a non-linear manner. During the night, the only process happening in the containers is the 

equalization of the moisture in the material stored. 

 

Divider  
 

Regarding the mathematical model of the divider, an operation principle was developed, in order to determine 

which action (transportation to one of the two containers) should take place after the material went through the 

dryer. During phase one (day 1 to 50) all material going through the drying process should be transported back to 

the Drying container in order to be dried once more, unless it has reached the “Low threshold”. In this case the 

material is then transported to the Store container. During the second phase (day 51 to 150), a variable threshold 

is set to define the minimum humidity in order to reach complete filling of the Store container. For that a “High 

threshold“ is set that represents the highest allowed humidity in the container for the “worst case” weather 

situation. Based on that, if the material’s humidity is higher than the threshold, it is transported back to the Drying 

container to be dried again and respectively, if the humidity is equal or lower the threshold, the material will be 

transported to the Store container The values for the "High threshold” and the “Low threshold” where obtained 

using the extreme (hot and cold) weather data set like explained in the next section.  

 

3.2. Results 

 

For the first results, the following input parameters were considered: 

 

• Humidity leveling factor (hf): 0.4 

• Divider threshold: 50% 

• Number of cells in container: 1000 

• Time: 150 days 

• Average summer weather data 

Figure 6 and Figure 7 present how the humidity inside of the containers change with time. The color bar on the 

right side displays the humidity of each cell, the dark blue cells have a material humidity between 0 and 30%, the 

light blue and green present a humidity between 40 and 60%, while the yellow cells have a humidity between 80 

and 100%. It is possible to observe that in the drying container all the cells start the process with 100% humidity. 

As it was mentioned before, the material on the bottom of the container is removed to be dried and then it is placed 

back on the top of the container with a lower humidity, therefore as it can be seen, the humidity starts to change 

from the top to the bottom.  
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The equalizing process can also be noticed in Figure 6. Here the color of the cells goes from orange (80% 

humidity) back to yellow (100%) in the beginning of the drying season and then from green (60%) back to orange 

between days 60 and 100. Since no solar radiation is present during the night-time, the material stays in the Drying 

container and does not go through the dryer, therefore the humidity in the cells start to influence one another, 

meaning that the cells with less water content will absorb some from the cells with more water.  

 

In  Figure 7 it is possible to note that when the material is below the threshold humidity of 49% it is then 

transported to the Store container. By the end of the 150 days all material is transported to the Store container 

using the parameter defined above. Here, all the cells are represented in blue because of their similar humidity 

(around 40%-60%). Nevertheless, since each cell enter the container with a respective water content, the 

equalization process also takes place in this container. 

 

 
Figure 6: Humidity in the Drying container with 1000 cells and 

average weather 

 
Figure 7: Humidity in the Store container with 1000 cells and 

average weather 

 

 

Aiming to understand how the system behaves in different years, several varying weather data sets were used.  In 

a real system, the solar generator and dryer operation hast to be sufficient to reach the storage requirements. In 

the simulation model that step corresponds to varying Heat transfer factors. In a given system, the threshold of 

humidity inside of the Store container can be raised or lowered, allowing different grades of humid material to be 

stored. Both operations can be implemented or just one of them, depending on the desired result. 

 

Figure 8 and Figure 9 present the results using the following input parameters: 

 

• Humidity leveling factor (hf): 0.4 

• Divider threshold: 47% 

• Number of cells in container: 1000 

• Time: 150 days 

• Extreme (warm) summer weather data 

 

 
Figure 8: Humidity in the Drying container with 1000 cells and 

extreme summer weather 

 
Figure 9: Humidity in the Store container with 1000 cells and 

extreme summer weather 

Figure 8 presents similar behavior observed in Figure 6, but due to a weather data set that represents a hot summer, 

the divider threshold was set to 47%. Here the equalization also takes place during the night- time and it is also 

possible to observe the change in the colors of the cells from yellow (100% water content) till green (60%) by the 
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end of the season in the humid material container. The reason why the threshold of the divider is changed in this 

case is because the days of the extreme summer weather data present a higher irradiation value when compared 

to the average year weather data.  

 

Figure 9 presents the humidity of the cells that were transported to the Store tank. It is possible to notice that in 

this case the material transported to the Store container presents darker shades of blue when compared to the 

material dried with an average year data. This means that during the year with a hot summer, the material will 

present lower water content as in a year with average irradiance values. 

 

The following results were obtained by using a cool weather regime data. In this case the divider threshold had to 

be increased to 0.54 in order to have all the material in the Store tank by the end of the drying season. The 

following parameters were implemented: 

 

• Humidity leveling factor (hf): 0.4 

• Divider threshold: 54% 

• Number of cells in container: 1000 

• Time: 150 days 

• Extreme cold weather data 

 

As in the previous results, Figure 10 present how the cells behave inside of the Drying container before they reach 

the threshold and are moved to the Store container. In this case it is possible to notice that the orange area 

representing a humidity between 80 and 90% is larger in comparison with the other results. This means that due 

to the lower irradiance in this period, the material takes a longer time to be dried. Moreover, since the material 

that goes to the dryer returns to the Drying container with a water content minimally different from the one it had 

before the drying process, the equalization of the humidity needs a longer time to be observed. 

 

In Figure 11 the equalization process can also be observed. It is possible to notice that the cells in the Dried 

container have a lighter shade of blue, which means that the water content lies in between 40 and 60%. In 

comparison, to the other results, in this case, the material presents the highest humidity by the end of the drying 

season. 

 

 

 
Figure 10: Humidity in the Drying container with 1000 cells 

and extreme cold weather 

 
Figure 11: Humidity in the Store container with 1000 cells and 

extreme cold weather 

 

3.3. Further work 

 

Sorption model 

As further steps of this work, an adsorption model will be implemented in the dryer to simulate how the zeolite 

will be dried based on the performance of a PV generator and the process parameters (temperature and ambient 

humidity) of a desorption reactor. 

The numerical model to be used in this work represents an open sorption storage system with a fixed zeolite bed. 

An axial humid airflow drives the sorption process and allows direct charging/discharging of the sorption material. 

The model implementation was previously done in Simulink, an additional package of MATLAB by (Daborer-
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Prado, et al. 2020). In order to perform the numerical simulations, the model is based on the following 

assumptions: 

• The model assumes a one-dimensional approach, where no radial influence is considered 

• A homogeneous model for storage material and air flow is used, i.e., it is assumed that the air leaves 

each store node with the node temperature TS(i), where (i) represents the node number 

• The specific heat capacities of the solid and air are not function of the humidity or of the temperature in 

the system  

• The sorption equilibrium is modelled by the Dubinin-Astakhov-approach and the reaction kinetics is 

described by a linear driving force ansatz.  

• The specific heat capacity of the air is not a function of the humidity or of the temperature in the system; 

the specific heat capacity of the solid is only a function of humidity (water loading) but not of the 

temperature in the system. 

 

Photovoltaic generator 

The PV generator block to be used in combination with the sorption model of this project, calculates the DC output 

of a PV module in W based on the module characteristic parameters (Juelich 2020): 

• Pmax: Peak power (Wp) of one module at Standard Test Conditions (STC) [W] 

•  Dirt and degradation effects 

• ΔWp: Temperature coefficient of power drop of Pmax [1/K] 

 

The following equation is used as base for the model calculation of power: 

𝑃 =  
𝑆𝑜𝑙𝑎𝑟 𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛

1000
∗ 𝐼𝑛𝑐𝑖𝑑𝑒𝑛𝑐𝑒 𝑎𝑛𝑔𝑙𝑒 𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑟 ∗ 𝑃𝑚𝑎𝑥 ∗ (1 − (𝑇𝑎𝑚𝑏 + 40 ∗

𝑆𝑜𝑙𝑎𝑟 𝑃𝑜𝑤𝑒𝑟

1000
) − 25°𝐶) 

The incidence angle modifier is 1 for vertical direct solar radiation and the model follows the Fresnel law. The 

subsequent assumptions were made for the temperature model of the module: 

• The module presents 25°C at STC 

• 40 K temperature difference to ambient at full solar radiation (1000 W/m²) 

Besides the characteristic parameters, the main inputs of the model are a weather data set and the position (azimuth 

and inclination) of the module.  

4. Conclusions  

As previously stated, in the past years, with the increase in use of renewable energy sources, the need for new 

methods of storage solutions is more important than ever. Special attention should be given to systems able to 

store the large supply of solar energy available during summer and applying it during winter, when the accessible 

quantity of energy is lower. In this study a seasonal storage system model was developed that should fulfill the 

aim of having a high energy density and low thermal losses. 

In summary, this work presented the creation of two containers (Store and Drying) used to storage the dried and 

the humid material, respectively. A model for a dryer based on different types of weather data was presented, 

moreover, the operation principle for the divider was also developed. The results show how the weather data used 

can influence the system. By using the extreme weather data, the material in the Store container presents the 

lowest water content by the end of the drying season varying between 30 and 40%. On the other hand, with the 

extreme winter data, the material has the highest water content values (40-55%). 

Further steps of this work are the inclusion of an adsorption model that takes into account the temperature of the 

ambient and inlet air as well as the material proprieties of the zeolite. Moreover, a PV generator will also be 

included in the next steps of this project. The generator will be used to power the adsorption system to be included 

in the dryer system.  
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Abstract 

A simulation study was conducted to assess the potential of increasing the integration of renewable energy such as 

wind or solar using thermal energy storage. Several electrically charged residential thermal energy storage 

technologies being introduced in the Canadian market were simulated in TRNSYS considering space and domestic 

water heating loads. This included several different configurations of innovative sensible storage, using ceramic 

bricks, and latent storage, using phase change material (PCM). Additionally, three examples of electric heating 

systems without storage were modeled. These were an air source heat pump (ASHP), a cold climate air source heat 

pump (CCASHP), and baseboard heaters. The systems were simulated with four different home archetypes, which 

are representative of common classifications of homes in Canada, using weather data for Halifax, Nova Scotia, 

Canada. The energy storage systems increased the renewable usage factor, quite significantly in most cases.  It was 

found that in scenarios with high-performance homes and sensible storage systems, the storage heat losses could lead 

to the homes overheating. Annual peak time-of-use energy consumption was also able to be reduced, but the specific 

performance of the thermal storage system type and size of the building load influenced which system performed 

best.  

Keywords: thermal energy storage, solar, wind, renewable integration 

1. Introduction 

Energy use in Canadian housing, buildings, and communities accounts for about a quarter of Canada’s energy 

consumption (NRCan, 2019) and 17% of GHG emissions (ECCC, 2022). In Canada, residential space heating (SH) 

consumed 885 PJ of energy in 2016, 47% of which was supplied by natural gas (26% by electricity) (NRCan, 2016). 

Domestic hot water (DHW) represented an annual load of 284 PJ of which 68% was supplied by natural gas. There 

is a national effort in Canada occurring to decarbonize the nation's energy loads through clean electrification in order 

to reduce greenhouse gas emissions (ECCC, 2022). Shifting building space and DHW heating loads to electrically 

powered systems represents a major increase in electrical energy consumption and would require massive upgrades 

to the power grid (ICF, 2019). Shifting building heating to clean electricity will require increasing renewable energy 

production. The temporal and capacity mismatches between the renewable generation and new electrified loads will 

be an issue that must be overcome. A new system’s ability to aid in the management and balancing of the electric 

grid’s power generation and loads is also important to this end (ICF, 2019). 

A technology that could aid the clean electrification of the housing sector is the use of residential thermal energy 

storage (RTES). RTES has the capacity to reduce peak loads on the grid as well as the ability to increase the use of 

intermittent renewable energy (Gils, 2015). Storing energy allows for the energy to be gained within the system 

during periods of low demand and/or high renewable generation (i.e., during summer or at night with off-peak 

electricity). The stored energy is then used to provide heat during times of high demands and on-peak electricity 

and/or low renewable energy production rather than the energy provided by the electrical grid. The use of thermal 

energy storage, along with heat pumps (HP) will be a very important component of electrifying heating loads and 

establishing a clean electricity grid with low GHG emissions (MacCraken, 2020) 

This study uses TRNSYS (Version 18) simulations of a variety of integrated storage heat pump residential space 

heating and DHW electro-technologies to determine the potential impact of these technologies on peak power, total 

energy consumption, and on the ability to use increased amounts of renewable energy resources (i.e., wind and solar 

PV) on a selection of different home archetypes. This is a first step in an overall ongoing larger study to model the 

community-wide application of these technologies in a real community in Eastern Canada. 

2. Background 

Thermal energy storage has several applications, but a critical one is its use in the building sector to help with the 
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use and management of renewable energy.  A detailed study of all TES technologies and their performance is outside 

the scope of this study, but a basic background will be provided to provide context to the current study. A recent 

review of this topic (Sarbu and Sebarchievici, 2018) discussed many examples of different storage technologies to 

increase the usability of renewable energy and highlighted the types of TES (Fig. 1).  

Fig. 1: Methods of thermal energy storage (Sarbu and Sebarchievici, 2018) 

The use of thermal energy storage, via PCM storage, has been shown (Stropnik et al., 2019) to boost the performance 

of highly efficient homes and aid in the nearly net-zero energy operation as the loads in a building can be better 

distributed and controlled to match the timing of generation of on-site renewable energy. Onsite self-consumption of 

energy can be increased and stored when excess energy is available for later use. The PCM storage was also shown 

to help manage temperatures of heating systems to maintain them in temperature ranges which increased efficiency. 

Studies have also focused on the ability of energy storage to increase the penetration of renewables and reduce 

renewable energy curtailments. The increase in self-consumption and peak shaving with battery storage was 

researched by Luthander et al. (2016) who found that storage capacity had a strong influence on the amount of energy 

curtailed. This is an interesting note as this study used electrical battery storage and did not electrify heating loads. 

As fossil-fuel powered heating loads electrify, this presents a large potential for increasing self-consumption, but 

also requires a larger storage capacity, something that is difficult with electrical battery storage due to the high costs 

associated with storing electricity electrically.  

Thermal storage is a potential method to get around these issues. Hughes (2010) predicted that by using distributed 

sensible thermal energy storage units, 95% of heating loads in a 500-home reference community could be met with 

intermittent wind energy (from a 5.15 MW windfarm) in eastern Canada vs. 65% without energy storage and using 

electric baseboard heaters. In a different study, the combination of heat pumps and thermal energy storage was found 

to have benefits in reducing GHG emissions and operating costs, mitigating the impacts of variable renewable energy 

generation, and managing utility peak and base loads (Vorushylo et al., 2018).  

Seasonal thermal energy storage in Germany was studied and results indicated that increasing storage to enable 

higher penetrations of renewable energy also increased lifetime costs (costs including fuel and energy costs, operation 

and maintenance, and investment costs). A target value of 60-80% renewable energy was recommended to have the 

best tradeoffs between costs, emissions, and performance (McKenna et al., 2019). Luo et al., (2021) studied a 

microgrid in China utilizing a CHP power plant, wind power generation, and the implementation of TES systems. 

The storage was found to reduce operating costs by increasing the amount of wind energy that was able to be utilized. 

In a study (Agbonaye et al., 2022) of the power grid in Northern Ireland, a region with significant renewable 

generation from wind power, curtailments were shown to be a significant cost and barrier to adding additional 

renewable generation. A solution was proposed using an optimized system of distributed thermal energy storage to 

absorb excess wind generation. The potential was found to reduce constraints by 78% and curtailments by 100%, but 

optimization found that to manage cost savings for subscribers (i.e., rate payers) a scheme that reduced constraints 

by 67% and curtailments by 74% was ideal. 
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These studies all featured similar approaches, but the exact values found for the benefits and performance of the 

various systems all varied. This highlights the need for location-based study for this application as each region has 

different renewable generation potential, climates, housing constructions, occupant behavior, operating costs, 

structures, and other location specific techno economic parameters to be considered. 

3. Methodology 

This study used the simulation software tool TRNSYS (Klein et al., 2017) to develop detailed models of each of the 

energy storage systems, as well as the multi-zone home and DHW heating loads and renewable energy generation 

with a five-minute time step. A Canadian Weather year for Energy Calculation (CWEC) weather file for Halifax, 

Nova Scotia was used to provide ambient temperature, wind speed, and solar radiation data to the simulation. The 

time-of-use (TOU) schedule and pricing central to the data analysis and control of the systems are those used by 

Nova Scotia Power (NSPower, 2021). 

3.1 Base Electric Systems with No Storage 

Three base case systems without storage were simulated in addition to the storage systems. These were homes heated 

with an air-source heat pump (ASHP), a cold-climate ASHP (CCASHP), and electric resistance baseboard heaters. 

The heat pump systems were connected to a central air system, while the baseboard systems featured heaters in each 

zone of the home. 

3.2 Storage Systems 

Two different thermal energy storage methods, ceramic brick sensible energy storage and phase change material 

(PCM) energy storage were studied in a variety of configurations. The operation, capacity, and performance of the 

ceramic brick sensible storage systems were based on systems that are commercially available (Tab. 1). The PCM 

storage systems were based on near commercialized systems in consultation with the manufacturer. The ceramic 

brick storage RTES technology being considered for this study is currently being demonstrated and tested in different 

electrical jurisdictions across Canada, while the PCM RTES technology considered will be field tested shortly for 

the first time in Halifax, Nova Scotia. There were several configurations of the ceramic brick system modelled. Two 

storage capacities of central forced air systems, 240 kWh or 33 kWh, and a zonally distributed baseboard system. 

The large ceramic brick system was based on the largest residential unit available. This was done to test the maximum 

potential of the technology in absorbing renewables and shifting loads. It could be difficult to install this in a typical 

house as the unit would require significant upgrades to a home’s electrical systems, potentially including installing 

an additional 200 amp service to the home on top of existing electrical services. The zonal system features a 

baseboard-mounted storage system on each floor of the building (including the basement). The PCM RTES system 

is currently only available in one configuration and capacity (32 kWh), but it also has the additional function of pre-

heating DHW. All storage systems modeled used electrical resistance elements to charge the storage.  

Tab. 1: Specifications of storage systems. 

System Storage Capacity Max. Storage Temperature Storage Heater Capacity 

Large Ceramic Brick 240 kWh 732 °C 38 kW 

Small Ceramic Brick 33 kWh 732 °C 7.5 kW 

Zonal Ceramic Brick 20 kWh 732 °C 7.5 kW 

PCM  32 kWh 100 °C 5.4 kW 

 

The ceramic brick TRNSYS storage models utilized a lumped capacitance methodology to predict the performance 

of the storage. This method was used as it was able to solve the performance calculations quickly and with good 

accuracy when validated against a more complicated finite difference mode. The PCM storage systems were 

TRNSYS modelled using a proprietary model based on the physical operation and thermodynamics of the PCM 

storage unit. 

3.3 Storage Systems Control 

The thermal storage systems featured auxiliary systems to provide an alternate source of heat. There were several 

different scenarios modelled to study the impact on the performance of the various thermal storage systems. Both the 

large and the small ceramic brick systems were each given three scenarios.  

1. Electric Backup: The storage system was the primary source of heat. When there was a call for space 
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heating, heat was withdrawn from the storage until it was depleted or the call for heat ended. If the storage 

became depleted, a centralized electric resistance heater was activated to heat the homes.  

2. ASHP Backup: The storage system was the primary source of heat. When there was a call for space heating, 

heat was withdrawn from the storage until it was depleted or the call for heat ended. If the storage became 

depleted, an ASHP was activated to heat the homes. 

3. ASHP Primary: A smart controller was used to monitor the outdoor ambient temperature to determine the 

heat pump’s expected COP and used the TOU electricity rates to determine if it was more economical for 

the residence to use low-cost, off-peak energy from storage, or to use the heat pump to provide heat. The 

ASHP would be used the majority of the time, and the storage would only be used when outdoor 

temperatures were low during on-peak rate periods. 

The PCM storage system was not modelled with the electric backup option, as this is not available on the physical 

system the model was based on. The zonally distributed ceramic brick system was only modelled with the electric 

backup option as there is no available zonally distributed heat pump option for the physical unit the model was based 

on. 

3.4 Home Space and DHW Loads 

Four different building loads were investigated, each one representing an archetype found in Canada representing a 

range of construction dates and eras of building codes. Multi-zone TRNSYS home models were developed to 

characterize the yearly transient indoor temperature in the different main zones of the considered homes. Each 

archetype is described in Tab. 2 and the three-dimensional thermal model renderings are shown in Fig. 2. Cooling 

loads were not considered.  

Tab. 2: Home archetype descriptions 

Archetype Living Space Floor 

Area 

Type Annual Heating Load 

Pre-1980s (Fig. 2a) 91.2 m2 (982 ft2) 1-storey, detached 25762 kWh 

1980-2000s (Fig. 2b) 146.2 m2 (1574 ft2) 2-storey, detached 24568 kWh 

Post-2000s (Fig. 2c) 80.7 m2 (869 ft2) 1-storey, detached 15054 kWh 

Net-Zero-Ready (Fig. 2d) 133.5 m2 (1437 ft2) 2-storey, mid-row, 

townhouse 

2432 kWh 

 

The homes were modelled with basements and full thermal interactions with the ground surrounding the basements. 

Each floor of the home (including the basement) was considered as a separate zone for the heating systems. The 

home’s heating systems all used thermostats set to 21°C located on the first floor. The only exception was for the 

baseboard homes and the zonal ceramic brick homes, which had thermostats on the basement, first floor, and second 

floors (in archetypes with two stories). The central-air based systems each distributed air flows evenly between the 

basement, first floor, and second floors (in archetypes with two stories). The building models included unheated 

portions of the homes such as attics and garages, which were each modelled as zones separate from the living spaces. 

Each system was assumed to have the same 170 L electric hot water tank and used the same morning-biased hot 

water draw profile with an average consumption volume (176 L/day) and an annual total energy draw of 4308 kWh 

(Edwards et al., 2015). Additionally, the systems using PCM storage were able to supply heat to the DHW as a 

preheat to water entering the DHW tank.  
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Fig. 2a: Pre-1980s home archetype 

 

Fig. 2b: 1980-2000s home archetype  

 

 

Fig. 2c: Post-2000s home archetype  

Fig. 2d: Net-zero-ready home archetype  

3.5 Renewable Energy Generation 

In order to determine the community-scale electrification implications of the considered RTES systems, a 3.3 MW 

wind turbine was simulated (Enercon GmbH, 2019), and a fraction of its output energy was made available to each 

of the modelled systems. Each simulated system was able to use up to 1/500th of the output power of the wind turbine 

(i.e., assuming the wind energy is evenly distributed in a community of roughly 500 homes). This creates a peak of 

6.6 kW of available wind energy for one house. 

Solar PV power was also modelled to give an identical peak capacity of 6.6 kW for the houses using the parameters 

from a typical PV panel (CanadianSolar, 2022). Due to the solar and wind conditions, the wind annual energy 

production was higher than the solar, but the peak power values of the systems were the same. This method of sizing 

both wind turbines and the solar PV array was used as a first step to assess the impacts of the different RTES 

technologies to be charged with coinciding onsite renewables and provide relief on peak loads and generation for the 

local utilities. 

The renewable power generated at each time step was made available to the systems to be used to meet the heating 

loads. If there was excess renewable energy, the charge functions of the storage were activated. Typically, the storage 

systems can only charge during off-peak electricity TOU periods, but if renewable energy was available at any time, 

it could be used to charge the storage (until the storage was fully charged). This methodology was used to maximize 

the uptake of the renewable energy during times when otherwise the electricity grid would have to curtail the 

renewable power. The stored renewable energy could then be used to reduce peak loads during later time periods. 

4. Results and Discussion 

There are several key performance indicators (KPIs) that were considered in this study. They included: the amount 

of load shifting achieved (i.e., shifting from on-peak and mid-peak periods to off-peak); the renewable usage factor 

(defined as the annual renewable energy used by the space heating and DHW systems / the total available renewable 

energy); and total annual energy consumption. Other key simulation outputs were the indoor temperatures inside the 

various zones of the homes.  

The example renewable usage factor results of the simulation for the pre-1980s home archetype, when considering 
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electro technologies with and without storage integrated systems, are shown in Fig. 3 for both wind and solar PV-

generated renewable electricity.  

 

Fig. 3: Renewable usage factor for the various systems under study for a pre-1980s home archetype (The renewable usage factor is 

defined as the annual renewable energy used by the space heating and DHW systems / the total available renewable energy) 

It was found that the use of the considered RTES technologies can increase the amount of renewable energy used. 

This is critical to the operators of the renewable energy plants as curtailments are a constant issue that limits the 

financial feasibility of the renewable energy generation stations.  A method of storing unused renewable electricity 

which would otherwise be wasted or not generated through the deactivation of panels and turbines could reduce these 

curtailments. The differences in the temporal availability of the renewable resources between wind and solar played 

a key role in the higher renewable usage factor of wind over solar energy. Wind power is available day and night, 

and it is typically less variable than solar energy in the simulated eastern coast, ocean-adjacent climate. Solar energy 

is mostly available during periods when heating loads are smaller. Additionally, in the mornings, the storage systems 

are likely to be nearly fully charged, having access to off-peak electricity overnight, and they are less able to absorb 

the higher availability of solar energy at this time. 

The larger ceramic brick storage systems were able to achieve the highest renewable usage factor, as they had excess 

storage capacity available to absorb additional renewable energy. They also had higher charging rates and were thus 

able to take on higher instantaneous power loads. When comparing the one PCM storage type of system, against the 

similar storage capacity of the small ceramic brick systems, the higher charge capacity of the sensible storage system 

was advantageous in being able to quickly absorb any renewable energy. The considered PCM system was designed 

to maintain low peaks to reduce the need for home upgrades and to slowly charge the storage overnight. The design 

goals were not to quickly charge, and thus in this particular comparison, they do not perform as well. The ceramic 

brick system's high charge rates require multiple circuits and potential upgrades to the homes due to the high current 

requirements. 

The renewable energy usage factor is only part of the story of the energy storage systems, as different systems use 

greater annual amounts of energy (e.g., electric resistance heaters vs. heat pumps). This can inflate the renewable 

energy usage factor in ways that may not be desirable to other stakeholders. The total annual electricity consumption 

of the systems for the pre-1980s home archetype is shown in Tab. 3. Systems using heat pumps either as the sole 

heat source or as the primary heat source, with storage only being used when stored energy is cheaper than using 

peak energy with a heat pump,  utilize less energy as expected. The PCM storage with the ASHP backup heat source 

used 26% more energy than the PCM storage with the ASHP acting as the primary heat source.  
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Tab 3: Annual total electricity consumption of the various space and DHW heating systems in a pre-1980s home archetype 

CCASHP 17 MWh 

Small Ceramic Brick HP Primary 20 MWh 

PCM Storage HP Primary 20 MWh 

ASHP 20 MWh 

Large Ceramic Brick HP Primary 20 MWh 

PCM Storage HP Backup 25 MWh 

Small Ceramic Brick HP Backup 26 MWh 

Zonal Ceramic Brick Elec. Backup 27 MWh 

Small Ceramic Brick Elec. Backup 30 MWh 

Baseboard 30 MWh 

Large Ceramic Brick HP Backup 31 MWh 

Large Ceramic Brick Elec. Backup 33 MWh 

 

Another result from this study is shown in Fig. 3 and Fig. 4, which demonstrates the potential for shifting loads away 

from peak periods. Systems using HP back-ups are referenced back to a system using only a heat pump (Fig. 4a), 

and systems using electric resistance for backup are referenced to a system using electric baseboards (Fig. 4b).  

Results indicate that the systems which used the HP as the primary heat source, and the storage only when most 

economical for the ratepayer had significantly less load shifting potential. The storage load shifting benefits are most 

apparent in systems that use the storage as much as possible, even though it may be more costly and consume more 

annual electricity. This is beneficial to the utilities/power generators, as the base loads are increased, and peak loads 

are decreased, which eases the difficult task of balancing the supply and demand requirements of electrical energy 

and increasing the use of base-load electricity production such as hydro or nuclear, vs carbon-emitting peaking power 

generators such as natural gas power plants. Other benefits are the balancing of peak loads, which reduces stress on 

the distribution grids and lowers the need for upgrading the grid as current non-electric building loads (e.g., propane, 

natural gas, or oil powered space heating systems) are electrified. This presents an interesting dilemma and a target 

area for future research. The community-wide implementation of such systems may provide enough benefit to the 

utility and grid that new pricing schemes can be used to not penalize the ratepayer for adding storage over using a 

heat pump alone.  

 

Fig. 4a: Difference between the total, peak, and off-peak ASHP annual system electricity consumption and the heat pump backup 

storage system's annual electric energy consumption  
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Fig. 4b: Difference between the total, peak, and off-peak baseboard annual system electricity consumption and the electric resistance 

backup storage system's annual electric energy consumption  

When comparing the various system’s load-shifting performances between the various considered four home 

archetypes, the results followed similar trends. An example of the results is shown in Fig. 5a where the large ceramic 

brick storage system with electric resistance backup is compared to the baseboard electric resistance heated system. 

The annual total heating loads of the pre-1980s and the 1980s-2000s home archetypes are quite similar 

(approximately 25 MWh vs 26 MWh respectively). The pre-1980s home archetype is a 91 m2 single-story home with 

two occupants, while the 1980s-2000s archetype is a 146 m2 two-story home with 4 occupants (282.5 kWh/m2 vs. 

168.0 kWh/m2 respectively). The timing of the loads throughout the year was slightly different, with the pre-1980s 

home resulting in better load shifting potential. The post-2000s and the net-zero-ready home archetypes have smaller 

energy loads (19400 kWh and 6800 kWh respectively). The annual DHW loads (4600 kWh) play a much larger role 

in these loads as well, and thus the percentage capacity of peak load reductions was reduced as these are not impacted 

by the thermal storage systems in this case.  

The same scenario, but with the PCM storage system (which has a smaller storage capacity, reduced heat losses, and 

can shift a small portion the of DHW loads energy to off-peak) is shown in Fig 5b. The peak load reduction and total 

energy consumption in the homes with lower demands was improved when compared to the ceramic storage in the 

same archetypes. Due to the lower overall thermal storage capacity of the considered PCM RTES system, the homes 

with larger loads had reduced load shifting (i.e., peak load reduction) potential. 

 

Fig. 5a: Large ceramic brick with electric backup load shifting performance in different house archetypes 
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Fig. 5b: PCM storage load shifting performance in different house archetypes 

For the case of the more efficient homes, results show that the energy storage was less beneficial. The total energy 

consumed percentage does increase more with these, as the additional energy requirements to heat the storage are 

larger when compared to the smaller base loads. Additionally, there is a greater ratio of heat loss from the storage to 

the space heating load. The heat losses from the storage tank were simulated as heat gains in the basement zones of 

the building models. This caused some of the home archetypes to overheat. This was especially apparent for the 

ceramic brick energy storage systems in the net-zero-ready home archetype (Tab. 4). The sensible storage operates 

at temperatures over 700°C and thus has significant heat losses. An outdoor air reset controller was simulated to 

reduce the storage set point temperature when the outdoor conditions were milder, but there was still significant 

overheating in some scenarios.  

Tab. 4: Average winter temperature inside the two primary zones of the net-zero-ready home archetype 

 
First Floor Basement 

Baseboard 21.9 °C 18.3 °C 

Large Ceramic Brick Elec. Backup 24.9 °C 28.0 °C 

Small Ceramic Brick Elec. Backup 23.4 °C 24.0 °C 

Zonal Ceramic Brick Elec. Backup 29.1 °C 26.4 °C 

PCM Storage Elec. Backup 22.0 °C 19.4 °C 

 

The DHW systems and resultant energy consumptions were modeled along with the space heating loads and the 

energy consumption was included in the total energy values discussed in this paper. The only storage systems that 

interfaced with the DHW system were the PCM storage units, as this was an extra feature of the systems on which 

the performance was based. The PCM system pre-heated any fresh mains water drawn into the house as makeup for 

hot water drawn inside the house. The water heaters and the PCM storage used electric resistance heating, thus, 

whether the water was heated by the DHW tank or the PCM storage, the energy consumption was the same. The 

PCM storage did not heat the water to the set point temperature of the DHW tank (55 °C), thus the thermostats in the 

DHW tank would still trigger the elements to heat the water, but the duration of the heating cycle was shorter. Overall, 

the impact of this on the total electricity consumption, and the load shifting of the energy demand was minimal. 

Further optimizations and methods to use the storage are required to improve the impact of this feature. 

5. Conclusions 

Several residential thermal energy storage systems being introduced into the Canadian market were simulated for 

use in Halifax, Nova Scotia, Canada. Four different home archetypes and several key performance indicators were 

studied and showed the potential benefits and drawbacks of the various systems. Additional renewable energy was 

able to be used and peak loads were shown to be reduced through the use of energy storage. The high heat losses of 

the ceramic brick storage systems were identified as a drawback in some cases as they could overheat homes when 

thermal energy storage systems with higher heat losses were used in a home with very small heating demands. In 

these cases, the PCM systems, with the reduced thermal losses and ability to load shift some energy from the DHW 

loads, were better suited and could increase the annual peak load energy consumption. The ceramic brick storage 
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systems were more appropriately used in homes with larger heating loads, as the increased storage capacity, and 

larger heater charge capacities were better utilized and able to shift more energy from peak periods and have a higher 

renewable energy utilization rate. The results of this study highlight how the specific nature of the loads including 

timing and scale of demand have a significant impact on the overall system performance, and thus the careful 

matching of the storage technology and the loads should be conducted, and a one size fits all application may cause 

over heating the basement issues that need to be addressed. 
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Abstract 

The analysis deals with the feasibility and performance study of a dual metal hydride bed system for thermal 

energy absorption at a higher temperature. An integrated dual bed system includes a metal hydride bed which acts 

as energy storage media operating at higher temperatures and another bed used as hydrogen storage media. 

NaMgH2F is used as high temperature metal hydride (HTMH), while Mg2NiH4 is used as low temperature metal 

hydride (LTMH). Study of the heat transfer phenomenon during thermal energy absorption in HTMH and 

hydrogen storage in low temperature metal hydride is performed. The variation of temperature, saturation fraction 

along with density variation of metal hydride bed is performed in this work.  

Keywords: Concentrating solar power, High temperature thermal energy storage, Thermochemical energy 

storage, Dual metal hydride system. 

 

1. Introduction 

The decreasing reserves of fossil fuels and the effect on climate due to their combustion have forced masses to 

think about renewable energy sources. The high potential of solar energy to fulfill the energy demand with the 

objective of a clean and green environment makes solar energy favorable. Due to diurnal variation and the 

interrupted nature of solar energy, continuous power generation is one big challenge affecting the overall power 

generation capacity and unit cost of power generation. Integration of the energy storage system will help the power 

generation plant to operate for more hours, increasing the capacity of power generation and possibly bringing 

down the power generation cost. 

Thermal energy storage (TES) systems are classified as sensible, latent, and thermochemical (Jain et al., 2021a). 

In a sensible storage system, the system stores energy by changing the temperature of the storage media, while 

the change of phase of storage media is responsible for thermal energy storage in the latent storage system. 

Thermochemical energy storage (TCES) systems store and release heat by carrying out endothermic and 

exothermic chemical reactions, respectively. The difference in thermal energy storage mechanisms can be 

understood clearly from figure 1. 

          

a)                          b) 
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c)   

Fig 1: Mechanism of thermal energy storage a) sensible, b) latent and c) thermochemical 

 

Some metal alloys react with hydrogen and undergo an exothermic chemical reaction to form a metal hydride, 

which results in an energy discharge cycle, while during the endothermic chemical reaction, energy charging cycle 

takes place and metal hydride is dissociated into metal alloy and hydrogen. 

Sensible energy storage technology is matured and commercially available for TES applications. The latest energy 

storage system has been studied, and several latent energy storage media are found appropriate for TES 

applications at higher temperature (Jain et al., 2021b; Ray et al., 2021). Several thermochemical energy storage 

systems have been reported suitable for high temperature TES applications (Chen et al., 2018; Choudhari et al., 

2021; Liu et al., 2018; Møller et al., 2017; Pelay et al., 2017; Reilly and Wiswall, 1967; Sheppard et al., 2016b, 

2016a; Sunku Prasad et al., 2019).  

Metal hydride based TCES systems have been studied for TES applications. In earlier studies of metal hydride, 

Magnesium (Mg) alloys attracted researchers for thermal energy storage applications because of their higher 

thermal stability and reaction enthalpy. Mg based metal hydride was used for the application of steam generation 

application where the waste heat from the industries was stored in the Mg based hydride system and steam was 

produced by supplying thermal energy from Mg based hydride system. The system supplied heat at 370 ⁰C with 

a reported capacity of 9.08 kWh and 79.64% energy storage efficiency (Bogdanović et al., 1995). A small scale 

Mg hydride system used 19 gm of Mg hydride for analysis of energy absorption (Paskevicius et al., 2015). The 

study reported thermal energy storage at 420 ⁰C for 20 cycles with almost constant storage capacity. Due to the 

small capacity of the system, the heat losses were higher, but the author expected a reduction in heat losses with 

the increase in the capacity of the system. Nickel (Ni), cobalt (Co), and ferrous (Fe) were doped in Mg based 

hydride to study the variation in storage characteristics (Reiser et al., 2000a). With the addition of these elements, 

cyclic stability, reversibility, and operating temperature ranges of Mg hydride alloy have increased, while a slight 

reduction in thermal stability has been observed. Another study compared Ni doped Mg hydride with pure Mg 

hydride for hydrogen storage application, but the energy storage characteristics were also reported (Bogdanović 

et al., 1999). Authors reported improvement in cyclic stability, reversibility, and operating temperature range for 

Ni doped Mg hydride as compared to pure Mg hydride.  

Numerical investigation of Magnesium Nickel (Mg-Ni) alloy aimed to study the outcome of variation in 

dimensional parameters of geometry on the charging and discharging characteristics (Dubey and Kumar, 2021a, 

2021b). The study concludes that the reactor having lesser radial and higher longitudinal dimensions possesses 

better heat transfer and thus improves the charging and discharging characteristics. The energy storage capacity, 

discharge capacity, and storage efficiency for three cases of aspect ratio were evaluated in another analysis (Dubey 

and Kumar, 2022). The energy stored and released for the system was observed maximum for lower aspect ratio 

geometry, while the energy storage efficiency was maximum for higher aspect ratio geometry.  

Several recent studies have been performed on dual metal hydride systems for thermal energy storage. Anna et al. 

performed the feasibility and performance study of two pairs of metal hydrides for TES applications. In one study, 

NaMgH2F acts as HTMH and TiCr1.6Mn0.2 acts as LTMH (D’Entremont et al., 2018). The energy storage system 

was found suitable, and the energy storage density was reported as 226 kWh/m3. Next study used Mg2FeH6 as 

HTMH and Na3AlH6 as LTMH for a dual metal hydride system (D’Entremont. et al., 2017). The energy storage 

system was feasible and suitable for a temperature range of 450-500 ⁰C with an energy storage density of 132 

kWh/m3. This pair of metal hydrides (Mg2FeH6 and Na3AlH6) was also studied with fin arrangements for better 

heat transfer (Sofiene Mellouli et al., 2018). The system reported 96% energy storage efficiency with 90 kWh/m3 
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energy storage density. Pair of Mg2Ni alloy and LaNi5 alloy was used in dual metal hydride based TES system. 

as HTMH and LTMH respectively was studied for TES applications (Malleswararao et al., 2020). The authors 

reported 89.4% energy efficiency with a energy storage density of 156 kWh/m3. Some of the metal hydride 

systems for low temperature TES have been studied for their feasibility and performance (Choudhari and Sharma, 

2020; Gambini et al., 2020; Malleswararao et al., 2022, 2021). Mg based alloys were studied and found suitable 

for TES applications for temperature range of 250 to 550 ⁰C (Bogdanović et al., 1999; Reiser et al., 2000b).   

In this work, the dual metal hydride bed system with NaMgH2F as HTMH and Mg2NiH4 as LTMH is used for 

feasibility and performance analysis of the thermal energy absorption cycle. The geometric parameters such as 

the diameter to height ratio of metal hydride bed (Aspect Ratio) and the number of heat transfer tubes have been 

considered from the previously published work (Dubey and Kumar, 2022). The geometry section of the work 

discusses the details of the geometric parameter considered in the analysis. COMSOL Multiphysics 5.5 is used to 

perform the numerical analysis. The temperature, density, and heat transfer variations for the energy absorption 

cycle have been studied in this work. 

2. Numerical Modelling 

The study of TES in HTMH bed, which is coupled with LTMH bed is performed and discussed in this work. 

NaMgH2F is used as HTMH, which is used for TES, while Mg2NiH4 is used as LTMH, which stores hydrogen 

released from HTMH. 1 kg of HTMH is considered for the energy absorption analysis. The quantity of LTMH is 

calculated based on the quantity of hydrogen to handle. The geometry of the coupled metal hydride bed system is 

mentioned in figure 2  

 

 
Fig 2: Coupled metal hydride bed geometry for numerical analysis 

2.1. Governing Equations 

The governing equations used in the numerical analysis includes mass, momentum, and energy balance equations. 

The energy balance equations used for different domains are represented notations in the subscript where MH 

bed, hydrogen gas, and heat transfer fluid are represented as “s”, “g”, and “l”, respectively. Equation (1) represents 

the mass balance equation for H2 gas flowing in the porous bed, while equation (2) is the mass balance equation 

for the solid fraction of the porous domain. Equation (3) represents the volumetric rate of hydrogen mass desorbed. 

Equation (4) and (5) represents mass balance for hydrogen and HTF flow in tubes. 

𝜀
𝜕𝜌𝑔

𝜕𝑡
+ ∇. (𝜌𝑔𝑢𝑔) = −𝑆𝑚              (eq. 1) 

 

(1 − 𝜀)
𝜕𝜌𝑠

𝜕𝑡
= 𝑆𝑚               (eq. 2) 

 

𝑆𝑚 = 𝐶𝑎𝑒𝑥𝑝 (
−𝐸𝑎

𝑅𝑇
) (

𝑝−𝑝𝑒𝑞

𝑝𝑒𝑞
)             (eq. 3) 

 
𝜕𝜌𝑔

𝜕𝑡
+ ∇. (𝜌𝑔𝑢𝑔) = 0              (eq. 4) 

 
𝜕𝜌𝑙

𝜕𝑡
+ ∇. (𝜌𝑙𝑢𝑙) = 0              (eq. 5) 

Equation (6) represents the Brinkman equation used for the momentum balance of hydrogen flowing in the porous 

domain. Equation (7) and (8) represents the Navier Stokes equation used for the momentum balance of hydrogen 

and HTF flow in tubes. 
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𝜌𝑔

𝜀
(

𝜕𝑢𝑔

𝜕𝑡
+ 𝑢𝑔.

∇𝑢𝑔

𝜀
) = −∇𝑝 −

𝜇𝑔

𝐾
𝑢𝑔 −

𝑆𝑚

𝜀2 𝑢𝑔 + ∇. [
𝜇𝑔

𝜀
(∇𝑢𝑔 + (∇𝑢𝑔)

𝑇
) −

2𝜇𝑔

3𝜀
(∇. 𝑢𝑔)]   (eq. 6) 

 

(
𝜕𝑢𝑔

𝜕𝑡
+ 𝑢𝑔.

∇𝑢𝑔

𝜀
) = −∇𝑝 + ∇. [𝜇𝑔 (∇𝑢𝑔 + (∇𝑢𝑔)

𝑇
) −

2𝜇𝑔

3
(∇. 𝑢𝑔)]      (eq. 7) 

 

(
𝜕𝑢𝑙

𝜕𝑡
+ 𝑢𝑙 .

∇𝑢𝑙

𝜀
) = −∇𝑝 + ∇. [𝜇𝑙(∇𝑢𝑙 + (∇𝑢𝑙)𝑇) −

2𝜇𝑙

3
(∇. 𝑢𝑙)]      (eq. 8) 

 

Equation (9), (13) and (14) are the energy balance equation for the porous domain, hydrogen gas and HTF flow 

in tubes respectively. Equation (10) and (11) expresses the relation to calculate effective thermal conductivity and 

effective heat capacity of metal hydride bed, which is calculated based on the average volume method. Equation 

(12) represents the energy source term, i.e., the volumetric energy absorption rate.  

(𝜌𝑐𝑝)
𝑒𝑓𝑓

𝜕𝑇

𝜕𝑡
+ 𝜌𝑐𝑝𝑔(𝑢𝑔. ∇𝑇) = ∇. (𝜎𝑒𝑓𝑓∇𝑇) + 𝑆𝑇        (eq. 9) 

 

𝜎𝑒𝑓𝑓 =  𝜀𝜎𝑔 + (1 − 𝜀)𝜎𝑠          (eq. 10) 

 

(𝜌𝑐𝑝)
𝑒𝑓𝑓

=  𝜀(𝜌𝑐𝑝)
𝑔

+ (1 − 𝜀)(𝜌𝑐𝑝)
𝑠
       (eq. 11) 

 

𝑆𝑇 =  𝑆𝑚(∆ℎ)         (eq. 12) 

  

(𝜌𝑔𝑐𝑝𝑔) (
𝜕𝑇

𝜕𝑡
+  𝑢𝑔. ∇𝑇) = ∇. (𝜎𝑔∇𝑇)         (eq. 13) 

 

(𝜌𝑙𝑐𝑝𝑙) (
𝜕𝑇

𝜕𝑡
+  𝑢𝑙 . ∇𝑇) = ∇. (𝜎𝑙∇𝑇)          (eq. 14) 

 

The thermal and chemical properties of metal hydrides, hydrogen and heat transfer fluid are mentioned in table 1 

and 2. 

 

Table 1: Thermochemical properties of metal hydrides (D’Entremont et al., 2018; Nyamsi and Tolj, 2021; Sheppard et al., 2014) 

Thermochemical Properties NaMgH2F (HTMH) Mg2NiH4 (LTMH) 

Reaction rate constant (1/s)  1000000 (absorption) 175 (desorption) 

Activation energy (J/mol) 102500 (absorption) 52200 (desorption) 

Enthalpy of reaction (J/mol) 96800 64500 

Entropy of reaction (J/mol K) 138 122.2 

Specific heat capacity (J/kg K) 419 697 

Gravimetric storage density (wt%) 2.5 3.6 

Unsaturated density (kg/m3) 1390 3200 

Saturated density (kg/m3)  1424.75 3315.2 

Thermal conductivity (W/m K) 0.5 0.2 
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Table 2: Geometric parameters and thermal properties of metal hydride, hydrogen, and heat transfer fluid  

Thermal Properties Value 

Specific heat capacity of H2 (J/kgK) 14539 

Thermal conductivity of hydrogen (W/mK) 1 

Porosity of metal hydride bed 0.5 

Permeability of metal hydride bed (m2) 10-8 

 

2.2. Assumptions 

The following assumptions have been considered for the numerical analysis of energy absorption in the dual metal 

hydride bed system. 

• Hydrogen gas is assumed as an ideal gas. 

• Hydrogen gas and metal hydride bed are in thermal equilibrium. 

• Metal hydride material is considered homogenous and isotropic. 

• Heat transfer due to radiation is not considered inside the metal hydride bed. 

• The thermal properties of metal hydride gas, hydrogen, and heat transfer fluid are considered constant. 

• The outer surface of the metal hydride bed is assumed to be insulated; thus, the heat loss to the 

surrounding is neglected. 

2.3. Geometric parameters 

The dimension of the metal hydride bed is calculated based on the author’s previous work (Dubey and Kumar, 

2022). The geometry with an aspect ratio (ratio of diameter to height of metal hydride bed) of 0.5 has shown better 

heat transfer characteristics; therefore, both high and low temperature metal hydride beds are designed with an 

aspect ratio of 0.5. The number of heat transfer fluid tubes for both the metal hydride beds is calculated using the 

conclusion of the author’s previous work. 1 kg of high temperature metal hydride powder is arranged in a 

cylindrical shape with a porosity of 0.5 and considering the aspect ratio of 0.5, the dimensions have been 

calculated. The low temperature metal hydride required to store the quantity of hydrogen released from high 

temperature metal hydride is calculated and with an aspect ratio and porosity of 0.5, the dimensions of low 

temperature metal hydride bed are calculated. The two metal hydride beds are connected with a tube length of 100 

mm and inner and outer diameters of 9.5 and 13 mm, respectively. 

Table 3: Geometric parameters of metal hydride bed  

Parameter NaMgH2F (HTMH) Mg2NiH4 (LTMH) 

Diameter of metal hydride bed (mm) 104 79 

Height of metal hydride bed (mm) 208 158 

Diameter of hydrogen supply tube (mm) 9.5 9.5 

Inner diameter of heat transfer fluid tube (mm) 4.4 4.4 

Outer diameter of heat transfer fluid tube (mm) 6.4 6.4 

Number of heat transfer fluid tubes 44 24 
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2.4. Initial values and boundary conditions 

Table 4: Initial values of different domains of the geometry 

Initial Value NaMgH2F (HTMH) Mg2NiH4 (LTMH) 

Initial temperature of metal hydride bed and HTF (K) 773 573 

Initial pressure of metal hydride bed (bar) 4.64 3.18 

Initial temperature of hydrogen in supply tube (K) 299 299 

Initial pressure of hydrogen in supply tube (bar) 4.2 4.1 

Initial pressure of heat transfer fluid (bar) 1 1 

Initial density of metal hydride bed (kg/m3) 1424.75 3200 

3. Results and discussion 

The results and discussion involve the analysis on the variation in temperature, density and energy absorption 

characteristics.  

 

Fig. 3: Variation of average bed temperature of high and low temperature metal hydride bed with time 

During energy absorption in high temperature metal hydride bed, the temperature of high temperature metal 

hydride bed decreases instantly because of localized energy absorption and activation energy required to initiate 

the endothermic chemical reaction. In low temperature metal hydride, the exothermic reaction occurs when 

hydrogen is absorbed, resulting in the instant increase in temperature of the metal hydride bed. After the instant 

variation in both beds, the average bed temperature slowly moves towards their respective steady state of the heat 

transfer fluid temperature, as shown in figure 3.  
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Fig. 4: Variation of saturation fraction HTMH and LTMH bed with time 

The metal hydride saturation fraction has been studied for both metal hydride beds. Saturation fraction denotes 

the degree of energy stored in the metal hydride bed on a scale of 0 to1. 0 indicates the empty metal hydride bed, 

while 1 denotes the saturated metal hydride bed. The saturation fraction of the metal hydride beds are shown in 

figure 4. 

 

Fig. 5: Cross sectional temperature variation of geometry at different instants 

The temperature and density contours of the dual metal hydride bed system at different instants are represented in 

figure 5 and 6, respectively. The temperature and density contours represent faster energy absorption during the 

initial stages, while the reaction kinetics is slower as the metal hydride beds achieve saturation. 
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Fig. 6: Cross sectional density variation of geometry at different instants 

The saturation fraction of high and low temperature metal hydride beds at different axial lengths has been studied 

and shown in figure 7. Three planes for both metal hydride beds at different axial lengths have been considered 

in the analysis. The plane closer to the connecting tube is represented as the top, while the one in the middle of 

the metal hydride bed is considered as middle and the third one at the opposite end is considered as the bottom,   

 

Fig. 7: Variation of saturation fraction of HTMH and LTMH bed at different axial lengths with time 

The saturation fraction of the plane closer to the connecting tube is faster than the planes below it. The heat transfer 

fluid enters the tubes from the side of the plane at the top side and thus initially, the heat is transferred to the top 

plane and the plane at the top saturates in less time. 

During the process of thermal energy absorption in high temperature metal hydride, a total of 256.79 kJ of thermal 
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energy was stored at an average bed temperature of 770 K. During the energy absorption in high temperature 

metal hydride, 6.93 g of hydrogen was liberated from high temperature metal hydride. The average temperature 

of low temperature metal hydride bed is observed as 580 K during the energy absorption process in high 

temperature metal hydride. 

4. Conclusions 

The NaMgH2F and Mg2NiH4 are used to study the feasibility and performance analysis of the energy absorption 

cycle. The two mentioned metal hydrides were found suitable for energy absorption at an average temperature of 

770 K. The total thermal energy stored in the high temperature metal hydride bed is 256.79 kJ, for which 6.93 g 

of hydrogen was released from high temperature metal hydride. The variation of saturation fraction of the metal 

hydride bed with respect to time was analyzed. It is observed that the rate of energy storage in metal hydride bed 

is fast initially and further; the energy absorption rate decreases as the metal hydride bed moves toward saturation. 

The variation of saturation fraction with the axial length is also studied and the absorption rate is found to be faster 

for the section closer to the connecting tube.   
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Appendix: Units and Symbols  

 

Table 1: Symbols for materials properties 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Table 2: Symbols for miscellaneous quantities 

 
Quantity Symbol Unit 

Pressure p bar 

Temperature T K 

Velocity u m s-1 

Thermal conductivity  W m-1 K-1 

Time t s 

 

Table 3: Symbols for chemical compounds 

 
Chemical element Symbol 

Magnesium Mg 

Nickel Ni 

Sodium Na 

Hydrogen H 

Fluorine F 

Lanthanum La 

Aluminium Al 

Iron (Ferrous) Fe 

Titanium Ti 

Chromium Cr 

Manganese Mn 

Cobalt Co 

 

Table 4: Subscripts 

 

Quantity Symbol Unit 

Specific heat c J kg-1 K-1 

Rate constant C s-1 

Activation energy E J kg-1 

Thermal conductivity σ W m-1 K-1 

Permeability K m2 

Porosity ε  

Viscosity µ kg m-1 s-1 

Reaction enthalpy Δh J mol-1 

Reaction entropy Δs J mol-1 K-1 

Heat transfer coefficient h W m-2 K-1 

Density  kg m-3 

Description Symbol 

Metal hydride (solid) s 

Hydrogen (gas) g 

Heat transfer fluid l 

absorption a 

mass m 

Thermal energy T 
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The Experimental Performance Characterisation of a Three Module 
Phase Change Energy Storage System for Domestic Heating 

Applications 
Pawel D. Nycz, Mohamed Fadl and Philip C. Eames  
CREST, Loughborough University, Loughborough (UK) 

 

Abstract 

The experimental thermal performance characterisation of a novel compact latent heat thermal energy storage unit 
comprised of three modules filled with a commercial phase change material (PCM) CrodaTherm™ 53, with a 
peak melting/crystallization temperature of 52 °C, was undertaken using a recently developed thermal storage 
module characterisation facility.  For the intended space heating/hot water application a compact thermal energy 
storage system with at least 10kWh storage capacity was required, that could be charged using an air source heat 
pump and discharged to a low temperature hydronic heating system or to provide domestic hot water.  Each of 
the three modules employed in the characterized thermal store are rectangular in cross section with a compact 
finned tube heat exchanger submerged into the PCM. The test facility allows the modules to be charged and 
discharged singly or concurrently in parallel or series with near constant heat exchange fluid inlet temperatures 
and volume flow rates. Experimentally measured store outlet temperatures, charge and discharge powers and 
cumulative heat charged and discharged to and from the store, are presented for the cases when charging and 
discharging the 3 modules comprising the store in both parallel and series flow modes.  Fluid inlet temperatures 
of 70 °C were used for charging and 10 °C for discharging with four heat transfer fluid volume flow rates, 1.5, 3, 
4.5 and 6 l/min.  

 

Keywords: Phase change material, modular design, thermal energy storage, domestic heating applications 

 

1. Introduction 
Thermal energy storage (TES) is likely to play a significant role in the transition to low/zero carbon 
heating/cooling systems and in the electrification of heat in buildings because it can help to overcome the 
mismatch between energy production and demand. The mismatch to be addressed can be in temperature, time, 
location or power (Ibrahim et al. 2017, Eames et al. 2014). The large-scale application of heat pumps for domestic 
heat provision is planned in some countries with the intended phase out of domestic gas boilers, for example the 
UK plans to phase out installation of domestic gas boilers in new build dwellings by 2025 with the ambition to 
phase out gas boilers in all homes from 2035. Due to lack of diversity in space heating requirements which are 
strongly weather dependent, this is likely to lead to significantly increased loads on the low voltage electricity 
supply network and significant increases in peak winter electricity generating requirements. Another consequence 
of this is that there will probably be significant increases in electricity tariffs at these times. With an electricity 
generation mix that is increasingly renewables based, this will lead to greatly increased energy storage 
requirements.  Using distributed thermal energy storage can allow heat generation and demand to be effectively 
decoupled, this will have the benefits of reducing peak electricity demands and grid loads and allow consumers 
to take advantage of any periods with low electricity tariffs to charge their thermal energy storage system. If the 
space required to install a thermal energy storage system is not an issue thermally stratified sensible water based 
heat storage can be employed, however, if space is at a premium a more compact store will be required due to 
space constraints and phase change material based stores may be an attractive option. 

Phase change thermal energy storage systems have been proposed and trialled for both building heating and 
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cooling applications. The range of phase change temperatures generally considered for building applications is 0-
60 °C. Materials with phase change temperatures in this range include water/ice, a range of paraffin waxes, 
inorganic salt hydrates and bio based PCMs. Storage solutions developed have included micro encapsulated 
PCMS in for example wall boards, Tyagi et al. (2010), macro encapsulated PCMs in thermal stores with the heat 
transfer fluid flowing around them da Cunha and Eames (2017) and PCMs with embedded heat exchangers Fadl 
and Eames (2021) and Fadl et al. (2021).  

An issue with PCM storage systems is that many PCMs when solid unfortunately have relatively low thermal 
conductivity, typically 0.2 to 0.6 Wm-1K-1, Agyenim et al. (2010). For heat storage applications when charging 
the store heat is transferred into the store raising the temperature of the solid PCM, causing it to melt adjacent to 
the heat exchange surface, when sufficient PCM melts natural convection is established enhancing heat transfer 
rates between the heat exchanger surfaces and solid PCM still to be melted. When discharging the store, PCM 
will solidify on the heat exchanger surfaces reducing the rate of heat transfer that occurs, this can lead to long 
discharge times and low power delivery rates. To address this important issue a number of different approaches 
have been proposed to increase heat transfer to and from the PCM, a review by Agyenim et al. (2010), provides 
an overview of some of the approaches adopted including the use of fins, embedded high thermal conductivity 
matrices, metal rings, carbon brushes, graphite flakes, micro and macro encapsulation. Using fins to improve heat 
transfer to the PCM is one of the key approaches identified with an increasing amount of research currently being 
performed.  Amagour et al. (2021), performed a 3D CFD analysis of a compact finned tube heat exchanger to 
assess the effects of heat transfer fluid flow rate, heat transfer fluid inlet temperature and number of fins on 
charging and discharging performance.  Fadl and Eames (2021) performed a detailed experimental investigation 
of the thermal performance of a PCM storage unit with a finned copper tube heat exchanger.  Anish et al. (2021) 
performed simulations of an horizontal shell and tube PCM heat store with and without fins using a 2-d CFD 
model to assess changes in melting rates that could be achieved with different tube and fin arrangements.   

 

2. Experimental program 
2.1 PCM module and storage system design 
The aim of the research undertaken was to develop a compact thermal energy storage system with at least a 10 
kWh storage capacity that can be charged using an air source heat pump or electrical heating and discharged to a 
low temperature hydronic heating system or to provide domestic hot water.   

The fabricated and characterised PCM system comprised of three identical modules.  Each fabricated module 
shown in Fig. 1 was cuboid in shape and comprised of two containers with insulation inserted between the interior 
and exterior walls. To allow observation of the melting/solidification process during the charging and discharging 
process the containers were made so that the tops of the containers could be removed.   The exterior dimensions 
of the inner containers made from 0.9 mm thick stainless steel 304 were 230 by 530 by 500 mm width, length, 
height). The interior dimensions of the outer container made from 1.2mm Aluminium were 310 by 610 by 580 
mm (width, length, height).  Foam board insulation of 30mm thickness was inserted at the sides and top and 40 
mm at the base between the internal and external walls of the stores to reduce heat losses. A 72 pass compact 
copper tube and aluminium finned heat exchanger illustrated in Fig. 1 was used in each of the store modules. The 
exterior dimensions of the copper tubes were 12.7 mm and the aluminium fins were 0.2 mm thick, spaced 6.5 mm 
apart and extended continuously across the heat exchanger cross sectional area. The distance between centers of 
adjacent copper tubes was 35 mm. The heat transfer fluid flow arrangement through the heat exchanger leads to 
a vertical temperature gradient in the heat exchanger when charging and discharging. The surface area available 
for heat exchange per module was approximately 1.36 m2 from the surface of the copper pipes, 8.89 m2 from the 
aluminium fins, and 0.39 m2 from the end plates providing a total heat transfer surface area of 10.64 m2. 
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Fig. 1: Side and end view of the heat exchanger used in each of the PCM modules and the three exterior module containers with 

attached wall insulation. 

The selection of the PCM CrodaTherm 53 that was used in these experiments was based on the delivery 
temperature available from a CO2 air source heat pump, taken to be 70 °C, to charge the store, and the demand 
temperature, taken to be 40 to 45 °C, for low temperature hydronic heating systems, fan assisted radiators, 
underfloor heating or hot water for showers and baths. The key thermal properties of CrodaTherm 53 are presented 
in Tab. 1. From DSC and three-layer calorimetry it was found that the majority of the melting enthalpy is in the 
range from 51 to 54 °C with a peak at 52 °C, the majority of the crystallisation enthalpy is in the range 50 to 52 
°C with the peak again at 52 °C.   

Tab. 1: Thermal and physical properties of CrodaTherm™ 53 according to the manufacturer [Croda 2018]. 

Property Typical Value 

Peak melting/solidification temperature 52 °C 

Latent heat, melting 226 kJ/kg 

Bio-based content 100 % 

Density at 22 oC (solid) 904 kg/m3 

Density at 60 oC (liquid) 829 kg/m3 

Specific heat capacity (solid) 1.9 kJ/(kg∙K) 

Specific heat capacity (liquid)  2.2 kJ/(kg∙K) 

Volume expansion 22ºC- 60 ºC 9.1% 

Thermal conductivity (solid) 0.28 W/(m∙K) 

Thermal conductivity (liquid) 0.16 W/(m∙K) 

 

The weight of the PCM used in each module was 40 kg, assuming that the store is operated between 37 and 57 
°C and that the phase change occurs over a 4 °C range based on Differential Scanning Calorimetry measurements, 
the heat that can be stored in the PCM using the data from table 1 is approximately 10,290 kJ or 2.85kWh  (latent 
heat of 9,040kJ between 51 °C to 54 °C and sensible heat of 990kJ between 37 °C and 51 °C and 260kJ from 54 
°C to 57 °C).  Based on the mass of materials used in the interior container module construction and heat 
exchanger, the sensible heat capacity of these components over the 20 °C temperature range is approximately 210 
kJ or 0.06 kWh, the heat capacity of the water heat transfer fluid over the same temperature range is 320kJ or 
0.09kWh providing a total storage capacity of approximately 3 kWh per module. For the full range of temperatures 
used in the experimental program, assuming the store is operated from 10 °C to 70 °C, the energy storage 
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capacities in the range10 °C to 51 °C is 3,460kJ (0.96 kWh), from 51 °C to 54 °C is 9,080kJ (2.52kWh), and from 
54 °C to 70 °C is 1,580kJ (0.44kWh) per module, or in total for each module 14,120 kJ (3.92kWh). For the full  
3 module store this gives a heat storage capacity of 42,350 kJ or 11.76 kWh.  From these figures it can be seen 
that the latent heat capacity makes up approximately 88% of the energy stored between 37 and 57 °C and for the 
larger temperature range, 10-70 °C, 64.3%. In addition, the mass of hot water in each module is approximately 
3.7kg, the temperature of the store at the start of charging will be at 10 °C and at the end of charging 70 °C, which 
equates to an additional 980 kJ or 0.27 kWh increase in heat stored per module or 0.81 kWh for the 3 module 
store leading to a total heat storage capacity of 12.58 kWh.  

2.2 PCM storage system testing 
To charge and discharge PCM thermal energy storage systems a new experimental thermal store test facility was 
designed and developed that enables up to four PCM storage modules to be charged/discharged concurrently with 
well controlled heat transfer fluid volume flow rates and temperatures. The schematic in Fig. 2 shows the fluid 
flow circuits. A Huber Unistat 510W was used to cool the water flowing to the cooling loop storage tank and a 
Huber T320 was used to provide heat to the heating loop storage tank.  Two and three way valves were used to 
select the fluid circuit flow paths and regulate the heat transfer fluid volume flows to each module. Flow meters 
were located on the pipe prior to the pipe connections used for attaching PCM modules for testing and in the main 
hot and cold fluid circulation loops. 

  

 
 

 
 

Fig. 2: A schematic diagram showing the fluid flow circuits and the key components in the developed thermal storage test loop. 
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Fig. 3: An image of the developed laboratory PCM module test facility.  

 

The developed laboratory test facility is shown in Fig. 3 with the 3 module PCM store connected prior to test.  

 

2.3 The experimental test program 

Two sets of experiments were performed, one with the PCM modules arranged in series and one with the modules 
arranged in parallel. The hot water charging temperature was set to 70 °C in all store charging experiments.  The 
cold water inlet temperature for discharging was set to 10 °C in all store discharging experiments. For real charging 
conditions using a heat pump or electric heating constant heat input would be more realistic rather than a constant 
temperature input which is more likely if using a district heat supply to charge the storage system. The discharging 
temperature was selected to represent winter mains cold water temperatures.   Fluid flow meters were used to 
measure flow volumes in the hot and cold flow loops and to each individual module. Temperatures were measured 
using T type thermocouples on the inlet and outlet pipes to each module and at a selection of locations within each 
PCM module monitored to enable the temperature distribution within the store to be determined. All temperature 
and flow measurements were taken on a 5 second basis for the full duration of each test and stored to a data logger. 
The heat transfer fluid flow volumes through each module used in the parallel module operation flow experiments 
were 0.5, 1, 1.5 and 2 l/min leading to combined flows of 1.5, 3, 4.5 and 6 l/s.  For the experiments with the PCM 
modules arranged in series flow volumes of 1.5, 3, 4.5 and 6 l/s were used to enable direct comparison of 
performance characteristics. From the measurements of volume flow and inlet and outlet temperature the total 
heat delivered or extracted from the store and the instantaneous input/output power were determined 

3. Experimental Results 
3.1. PCM System Charging  
With a set inlet temperature of 70 °C the measured store outlet temperatures for the four volume flow rates of 1.5, 
3, 4.5 and 6 l/min for parallel and series flow operation are presented in Fig. 4. 

It can be seen from Fig. 4 that for all volume flow rates the measured outlet temperatures increased more rapidly 
for the parallel flow arrangement than for the series flow arrangement. Higher heat transfer volume flow rates 
deliver greater amounts of heat and consequently lead to more rapid increases in temperatures with shorter periods 
of time required for each stage of charging. From Fig. 4 it can be seen that there are 4 distinct phases of charging. 
In the first phase of charging, (the area of the graph below line A) heat is transferred to the solid PCM from the 
hot inlet fluid, due to the low specific heat capacity of the solid PCM a rapid rise in PCM temperature results and 
the outlet fluid temperature rises rapidly. In the second phase of charging when the PCM commences melting, 
(the area of the graph between line A and line B) due to the high latent heat capacity the PCM temperatures 
increase slowly with a reduction in the rate of increase of the hot outlet fluid temperature. In the third phase after 

Huber heating 
and cooling 
units Hot and cold Water 

stores 

Hot and Cold flow loops  

PCM modules under 
test 
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the PCM melts (the area of the graph between line B and line C) heat is transferred to the liquid PCM, due to the 
low specific heat capacity of the liquid PCM the PCM temperature rises rapidly and the temperature of the outlet 
fluid again rises rapidly. In the fourth phase (the area of the graph above line C), the store outlet temperature 
approaches the heat transfer fluid inlet temperature, 70 °C, the rate of temperature increase in the PCM reduces 
due to the decreasing temperature difference between the hot heat transfer fluid and the PCM. Increased heat 
losses from the store will also occur due to the greater temperature difference between the store and the ambient 
environment.   

 

Fig. 4: The heat transfer fluid outlet temperatures from the PCM stores during charging for series (S) and parallel (P) flow 
arrangements with heat transfer fluid inlet temperature of 70 °C. 

 

Using the measured inlet and outlet heat transfer fluid temperatures and the measured volume flow rates of heat 
transfer fluid through the PCM modules the rates of heat input to the store were calculated for both parallel and 
series flow arrangements for the fluid flow rates of 1.5, 3, 4.5 and 6 l/min and are presented in Fig. 6. Slight 
variations in the measured flow rates with time resulted in the noise that can be seen in the heat input values 
presented in Fig. 6. It can be seen that the heat input rates for parallel and series flow arrangements generally 
follow similar profiles, however the series flow arrangement maintains higher rates of heat input during phase 
change for slightly longer than the parallel flow arrangement. At the start of the charging process due to the large 
temperature difference between the hot heat transfer fluid and the store high heat input rates result, 21.5 kW for 
6l/min, 15.5 kW for 4.5 l/min, 10 kW for 3 l/min and 5 kW for 1.5 l/min, a near linear relationship of peak heat 
input rates with flow volume. As the temperature of the PCM in the store increases the rate of heat input decreases.  
When PCM phase change commences the rate of decrease in heat input reduces with a period of more stable heat 
input. For the different flow rates 6, 4.5, 3 and 1.5 l/min the average values of heat input during phase change are 
8, 6.25, 4.5 and 2kW for approximate durations of 25, 35, 70 and 170 minutes corresponding to heat inputs of 
3.3kWh, 3.6kWh, 5.3 kWh and 5.7kWh clearly showing that the effects of phase change on outlet fluid 
temperatures are more significant for lower heat transfer fluid volume flow rates   After the phase change period 
the rate of heat input decreases approaching zero for all but the 1.5 l/min flow by the end of the experiment at 330 
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minutes.  

 

Fig. 5: The calculated rate of heat input to the 3 module PCM store for series (S) and parallel (P) flow arrangements 

Using the instantaneous calculated values of heat input for each experimental test the cumulative heat input to the 
store during the charging period was calculated and is presented in Fig. 6. It can be seen from Fig. 6 that the series 
flow arrangement achieves more rapid charging for a given heat transfer fluid volume flow rate and that the rate 
of charging increases with increasing heat transfer fluid flow volume. For all tests the cumulative heat input to the 
store increases rapidly until approximately 2 kWh of heat is stored indicated by line A on Fig. 6, after this the rate 
of increase remains constant at a lower level until approximately 8.5kWh is stored indicated by line B, following 
this the rate of cumulative heat input again decreases reducing towards zero when approaching the maximum store 
storage capacity of 12.58 kWh. 

 

Fig. 6: The calculated cumulative heat charged to the 3 module PCM store for series (S) and parallel (P) flow arrangements 
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3.2. PCM System Discharging  
With a set inlet temperature of 10 °C the measured outlet temperatures for the four volume flow rates 1.5, 3, 4.5 
and 6 l/min for parallel and series flow operation are presented in Fig. 7. It can be seen from Fig. 7 that initially 
the outlet temperatures decrease rapidly at a near constant rate until phase change starts to occur indicated by line 
A.  In the initial phase of discharging, duration decreasing with higher volume flow rate,  heat is transferred from 
the liquid PCM to the cold inlet fluid leading to a rapid decrease in PCM temperature due to the low specific heat 
capacity of the liquid PCM and the outlet fluid temperature decreases rapidly to approximately 51 °C. Between 
line A and line B, corresponding to phase change of the PCM, the rate of decrease in outlet temperature initially 
reduces, followed by a period of constant outlet temperature and then starts to reduce again. The period of constant 
output temperature is dependent on the heat transfer fluid volume flow rate, being longer for lower volume flow 
rates. The constant outlet temperature is approximately 51 °C corresponding well to the temperature of the peak 
crystallization enthalpy of the PCM, 52 °C. For all volume flow rates the period for which a constant outlet 
temperature is maintained is greater for the series flow arrangement. After the PCM solidifies indicated by B on 
the Fig. 7 heat is transferred to the now solid PCM and the temperature of the outlet fluid again decreases rapidly 
to line C after which it then slowly decreases approaching the inlet fluid temperature. 

 

Fig. 7: The measured store outlet temperature during discharging from the PCM stores for series (S) and parallel (P) flow 
arrangements with heat transfer fluid inlet temperature of 10 °C.  

Using the measured inlet and outlet temperatures and the measured volume flow rates of heat transfer fluid through 
the PCM modules the rate of heat transfer from the store was calculated for both parallel and series flow 
arrangements for the fluid flow rates of 1.5, 3, 4.5 and 6 l/min and is presented in Fig. 8. Slight variations in 
measured flow rate resulted in the noise in heat output values presented in Fig. 8. It can be seen that the heat 
output rates for parallel and series flow arrangements generally follow similar profiles, however the series flow 
arrangement maintains a constant power output during phase change for slightly longer than the parallel flow 
arrangement. At the start of the discharging process due to the large temperature difference between the cold heat 
transfer fluid and the store, high heat output rates result, over 24 kW for 6l/min, 18 kW for 4.5 l/min, 12 kW for 
3 l/min and 5.5 to 6 kW for 1.5 l/min, a near linear relationship of heat output with flow volume. As the temperature 
of the liquid PCM in the store decreases the rate of heat output decreases.  When the PCM phase change 
commences the rate of decrease in heat output reduces with a period of more stable heat output achieved. For the 
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different flow rates 6, 4.5, 3 and 1.5 l/min the average values of heat output during phase change are 15, 10.5, 8 
and 4kW for approximate durations of 10, 20, 40 and 80 minutes corresponding to 2.5, 3.5, 5.3 and 5.3 kWh.  
After the phase change period the rate of heat output decreases slowly approaching zero. 

 
Fig. 8 The calculated heat output during store discharging from the PCM stores for series (S) and parallel (P) flow arrangements 

with heat transfer fluid inlet temperature of 10 °C.  

Fig. 9 presents the calculated cumulative heat discharged from the PCM store. It can be seen that the heat 
discharged for parallel and series flow arrangements is similar for all volume flow rates. Prior to phase change 
commencing when sensible heat is being discharged from the liquid PCM the gradient of the lines gradually 
decreases corresponding to the reduction in temperature difference between the PCM and the cold heat transfer 
fluid.  After this during phase change, below line A, the gradients of the lines are approximately constant 
corresponding to a steady temperature difference between the heat transfer fluid and the PCM. For the flow 
volumes of 1.5 and 3 l/min the slightly longer discharge at constant power can be seen for the series flow 
arrangement compared to the parallel flow arrangement. For the flow rates of 4.5 and 6 l/min the difference in the 
rate and amount of heat discharged is very small.  Above line A the temperature difference between the solid PCM 
and the heat transfer fluid decreases with a consequent reduction in heat delivered. 
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Fig. 9: The calculated cumulative heat delivered from the PCM store for series (S) and parallel (P) flow arrangements 

 

Using figure 7 to determine the time for which outlet temperatures of over 50 °C can be delivered and figure 9 to 
determine the cumulative amount of heat delivered the volume of water that could be delivered at these 
temperatures after mixing with cold water can be determined.   For example for series flow through the store with 
a flow of 6 l/min the duration of time for which the outlet temperature is above 50 °C is approximately 30 minutes 
with approximately 9.5 kWh of heat delivered, assuming that the hot water is mixed with cold water at 10 °C, 233 
l can be delivered at 45 °C, sufficient to run approximately three baths.    

The rate of heat output from the 3 module PCM stores achieved for flows of 1.5 l/min and 3 l/min were greater 
than 4 kW for 130 min and greater than 8kW for 60 min with the outlet temperatures above 51 °C. This would 
make the store feasible for use with a heat pump in a well insulated dwelling with a low temperature hydronic 
heating system, fan assisted radiators or underfloor heating. If the space heat load being met was 4kW the store if 
fully charged would allow the heat pump to be turned off for 2 hours at times of peak grid electrical load allowing 
high tariff periods to be avoided.  

4. Conclusions 
A 3 module PCM store was designed, fabricated and characterized for both parallel and series flow through the 
modules. When charged to 70 °C and discharged with heat transfer fluid flow volumes of 1.5, 3, 4.5 and 6 l/min 
and an inlet temperature of 10 °C heat transfer fluid outlet temperatures were maintained above 50 °C for series 
flow for periods of approximately 135, 65, 45 and 30min, slightly less for parallel flow.  The heat delivery rate 
from the stores with flow rates of 1.5, 3, 5.5 and 6 l/min was greater than 4kW, 8kW, 10.5kW and 15kW for 
similar amounts of time.  For a well insulated dwelling with a space heat load of 4kW using an heat pump to 
provide heating the fully charged store could provide sufficient heat for 2 hours at times of peak grid electrical 
load allowing high tariff periods to be avoided. If used to provide domestic hot water at temperatures of 45 °C for 
bathing, the hot water delivered from the store at temperatures above 50 °C when mixed with cold water would 
be able to run three 80 l baths at just under 45 °C.  The modular approach allows additional modules to be added 
to increase the storage capacity. The option of parallel or series operation allows all modules or individual modules 
to be charged/discharged providing greater flexibility in operation. 
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Analysis of a latent heat storage unit using a pillow plate heat exchanger during 
real operations in a zero-emission building 

Jorge Salgado-Beceiro1, Olav Galteland1 and Alexis Sevault1 

1 SINTEF Energy Research, Trondheim (Norway) 

 

Abstract 

The zero-emission building (ZEB) Laboratory (Trondheim, Norway) has an innovative latent heat storage (LHS) 

unit. It consists of 24 parallel pillow plates and 3 tons of phase change material (PCM) CT37 (biowax – transition 

temperature 37 ˚C). There are two different operation modes to charge and two to discharge the LHS system 

depending on the heat demand, electricity costs, and forecast prediction, as it can be combined with photovoltaic 

panels installed on the building. After several months of utilization with a time-based control strategy, results on the 

temperature of the LHS unit versus the heat output and heat storage capacity over four consecutive weeks in winter 

2021-2022 have been analysed. The results here presented shown a good reversibility in the partial charge/discharge 

processes (~120 kWh) during real operations of the building. We also report the contribution of the LHS unit to 

stabilise the room temperature of the building and to its heat demand. The long-term heat loss (1.29%) was also 

calculated, confirming the previously predicted value. The results obtained in this work are of high interest to improve 

the system design and the development of a predictive control strategy for the energy management of the whole 

building.  

Keywords: Latent heat storage, phase change materials, PCM, building, peak shaving, pillow plate 

1. Introduction 

In 2021, the zero emission building (ZEB) Laboratory (www.zeblab.no; Time et al., 2019), owned by SINTEF and 

NTNU, was commissioned in Trondheim (Norway) as an office building and living laboratory (see Fig. 1). This 

building and all its systems (construction phase, regular operations, and materials) were and are being made towards 

having the corresponding CO2-emissions fully offset within the 60 first years of operations of the building. One of 

the technologies that were implemented and demonstrated to reach this goal is a latent heat storage (LHS) unit (see 

Fig. 2) using a phase change material (PCM) for the central heating system of the building (Nocente et al., 2021; 

Sevault et al., 2022, 2020, 2019; Sevault and Næss, 2020). 

 

Fig. 1: Zero-emission building (ZEB) Laboratory. Photo: Nicola Lolli / SINTEF 

The LHS unit is integrated together with a heat pump providing hot water to preheat domestic hot water and feed 

radiators and heat ventilation air for space heating (Sevault et al., 2019; Sevault and Næss, 2020). The local district 

heating is also connected to the heating system. The LHS unit was built to store the excess heat during low-heat 

demand and release it during high demand. This experimental unit was custom-designed and demonstrated by the 

integration path offering the most flexibility in the heating system.  

International Solar Energy Society EuroSun2022 Proceedings

 

© 2022. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientiic Committee
doi:10.18086/eurosun.2022.13.09 Available at http://proceedings.ises.org1338



 

 

Fig. 2: 200-kWh PCM heat storage unit installed at the ZEB Lab. Photo: Alexis Sevault / SINTEF 

The main objective of this study is to analyze the thermal performance of the LHS unit during real operations of the 

central heating system of the ZEB laboratory for several days. 

The design and integration of the LHS unit have been previously described by Sevault and Næss, 2020. The building 

heating system has two main hydronic heat sources: an air-to-water heat pump and the return loop of the local district 

heating network (see Fig. 3) providing heat at around 40-47 °C.  

 

Fig. 3: Simplified process diagram of the central heating system focusing on the integration of the LHS unit, with four different 

operation modus. Only the instrumentation for control of the LHS unit is shown. 

There are 4 different operation modes depending on the charge or discharge of the LHS unit: discharge to heat pump; 

charge from heat pump; discharge to the building heating system; or charge from the district heating. The system is 

currently following a time-based routine to establish a performance benchmark. However, a model predictive control 

strategy using combined economic and environmental objectives is in development and to be tested in the coming 

months.  

 

Fig. 4: Geometry of the LHS unit without container, left. The middle and right figures are lateral and front views, respectively. 
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The integrated LHS unit results from a design investigation (Sevault et al., 2019; Sevault and Næss, 2020) and is 

based on a pillow plate heat exchanger design (Mastani Joybari et al., 2022; Selvnes et al., 2019; Vocciante and 

Kenig, 2021) with 24 laser-welded stainless-steel pillow plates, mounted vertically in parallel. Water circulates in 

each of them following a 2-pass pattern. The LHS unit is filled with 3 tons of PCM CT37 (Crodatherm™ biowax – 

transition temperature 37 ˚C) to occupy the volume between the pillow plates. The specifications of the LHS unit 

and the PCM are described in Tab. 1. The geometry of the unit, with a pillow plate heat exchanger design, is shown 

in Fig. 4 (Sevault et al., 2022). 

Tab. 1. Specifications of the LHS unit and the PCM CT37 (Sevault et al., 2022) 

 

The performance of the LHS unit with a full charge and discharge was analyzed previously (Sevault et al., 2022). In 

that study, it was reported a maximum operating heat storage capacity of ca. 200 kWh. However, that study was run 

out of the time-based routine, so that the subsequent building conditions (very low or high temperature) could not 

affect the comfort of the users of the building. For a more realistic analysis of the performance of the LHS, it is 

necessary to carry out longer-term studies during the daily routine of the building, considering factors such as the 

energy demand of the building or the heat loss of the system, which were not included in the previous work. This 

complementary data, in addition to electricity cost and weather forecast (it is worth mentioning that the building has 

also photovoltaic panels) will help to develop the predictive control strategy for the energy system of the building 

(Drgoňa et al., 2020; Gholamibozanjani et al., 2018), so the LHS can operate with the most efficient modus depending 

on the conditions. 

2. Monitoring system 

For the analysis of the temperature distribution in the LHS system, 30 thermocouples were placed in different 

strategic locations. The thermocouples were distributed in 3 sets: PCM volume, along the pillow plates, and in the 

outer walls of the PCM-heat-exchanger tank. In addition to the thermocouples, energy meters were located outside 

the LHS unit to measure the process water mass flow rate and the inlet and outlet temperatures.  

The analysis of the data collected in a full charge and discharge led to conclude different facts about the performance 

of the unit: there is a preferential water-course path inside the heat exchanger plates; and large free convection effects 

during charge were observed (Sevault et al., 2022). These phenomena did not significantly affect the performance of 

the LHS unit, but it must be noted that the mentioned analysis was run with a high temperature difference between 

the charge and the discharge. In the present work, we will focus on 4 weeks of performance of the unit during winter, 

pausing the activity during weekends. Also, the collected data will be compared to the calculated energy demand of 

the building and the external temperature.  

3. Results and discussion 

As the local thermal performance of the LHS system in its different parts was already studied, for this work we will 

show only the average temperature collected by the thermocouples along the heat exchanger plates over 4 weeks. 

Fig. 5 shows the calculated mean of the temperature from the sensors located in the pillow plates. We will consider 

this average as the temperature that the LHS can reach with the heating/cooling water that flows inside the pillow 

plates. The temperature range where the solidification and melting of the PCM take place is shaded in yellow and 

corresponds to 35-39 ˚C according to differential scanning calorimetry measurements from the previous work. 

Observing Fig. 5, the temperature reached by the LHS unit is usually around the phase transition region. However, 

there are cycles where the maximum and minimum temperatures for charging and discharging (respectively) do not 

Dimensions of LHS unit (height * width * length) [m] 1.5 * 1.4 * 2.25 

Measured PCM melting temperature range [°C] 35 – 39 (heat flow peak at 36.5) 

Measured PCM solidification temperature range [°C] 32.5 – 35.5 (heat flow peak at 34.5) 

Measured PCM latent heat of fusion [kJ/kg] 198.6 

Measured PCM latent heat of crystallisation [kJ/kg] 196.4 

PCM density [kg/m3] 957 (at 32 °C), 819 (at 75 °C) 

PCM thermal conductivity [W/(m.K)] 0.24 

PCM specific heat capacity [kJ/(kg.K)] 2.3 (solid), 1.4 (liquid) 

PCM degradation temperature [°C] 90 

Total theoretical thermal storage capacity [from 30 to 40 °C] [kWh] 194 

The ratio of latent heat to total heat storage capacity 87 % 
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reach much above or below the limits of the phase transition. This could mean that the LHS-unit is not fully charged 

or discharged, so it is necessary to look at the data collected by the energy meters for further analysis.  

 

Fig. 5: Average temperature of the pillow plate thermocouples as a function of time. Yellow zone: phase change region (according to 

our own DSC measurements). 

The process water mass flow rate, as well as its inlet and outlet temperatures, were measured using the energy meters 

located outside the LHS unit. Fig. 6 (left) shows the heat flow to the LHS unit. It can be observed that the heat flow 

is not constant during every charge and discharge. In the same way, the maximum charging and discharging 

temperatures are not constant either. This irregular heat flow is related to both varying inlet water temperature and 

the PCM along the pillow plates heating up or cooling down during discharge/charge processes and, thus, changing 

phase. The latter phenomenon significantly affects both the local thermal conductivity in the PCM and reduces the 

temperature difference between PCM along the pillow plate and water flow temperature, thus reducing the heat flow.  

 

   

Fig. 6: (Left) Heat flow (power) measured by energy meters outside of the LHS unit, as a function of time for the LHS unit. Positive 

values indicate charging, while negative values indicate discharging. (Right) Red: Energy stored as a function of time calculated as the 

integral of the heat flow; The zero in the y-axis corresponds to the lowest recorded energy level in the LHS unit during the given 

period. Blue: average room temperature inside the building.  

It can be observed that the maximum/minimum heat flow is reached when the temperature in the heat exchangers is 

considerably above or below the phase transition limits (35-39 ˚C). By integrating the energy flow as a function of 

time, the thermal energy storage capacity is obtained, and so is the energy level of the LHS unit (see Fig. 6, right). 

For the period studied in this work, the maximum energy stored was ca. 120 kWh. It takes around 6 hours to reach 

this level of charge in these operating conditions, but the charging time depends mostly on inlet water temperature, 

whose difference with the PCM average temperature was mostly under 5 K here. The discharging time for 120 kWh 

was around 18 hours in the given conditions. It must be noted that the LHS unit can be charged and discharged up to 

200 kWh at maximum capacity, as was confirmed in our previous work. 

By comparing the energy stored and released to the room temperature in the building, it can be observed that the 

processes of charge and discharge contribute to the regulation of the room temperature of the building (21±1 ˚C). 

The total heat demand of the central heating system is the sum of heat produced by the heat pumps, heat extracted 

from district heating, heat discharged from LHS, minus the heat used charge the LHS. The calculated average daily 

heat demand is 22.2 kWh, while the peak heat demand was 104.8 kWh. 

One important result from the partial charge and discharge tests shown here is that the energy level always comes 

down to zero between partial cycles. Since it was calculated form the energy meters outside the LHS unit, this means 

that it was possible to extract as much energy from the LHS unit as it was previously stored, despite the charge cycles 

not being completed. This shows reversibility in the partial charging/discharging processes, which ensures a close to 

100 % round-trip thermal efficiency. 
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The average heat loss of the LHS unit has been calculated to be (107.8±0.2) W, which is an average heat loss of 

1.29% over 24 hours. This has been calculated by linear regression of the heat flow into the unit over the period from 

January to June 2022. Due to the heat loss over time, more heat is supplied than what is discharged from the unit. 

This is in reasonable agreement with previous results (Sevault et al., 2022), which predicted the heat loss to be 1% 

over 24 hours based on the amount of insulation material on the unit. Note that the heat loss from the LHS-unit occurs 

inside the temperature-regulated building in this case, which is thus not a real energy loss for the building. 

4. Conclusions 

The zero-emission building (ZEB) Laboratory is an office building and living laboratory using an energy system 

with a latent heat storage (LHS) unit, which can be charged from heat pumps or district heating, and can be discharged 

to the central heating system. The performance of the LHS unit has been investigated in a period of four weeks during 

winter 2021-2022.  

By analyzing the effect of the inlet and outlet temperatures to the LHS unit, it was observed that the unit is not always 

fully charged and often follow partial charge/discharge cycles. However, when the LHS-unit is partially charged, it 

releases almost the same energy in the discharge. The obtained heat loss over time is in agreement with the 

theoretically calculated in our previous work, which confirms the methodology for its prediction. Even though the 

maximum capacity of the LHS unit is 200 kWh from previous full charge tests, in this work we report a maximum 

storage capacity of 120 kWh (partial charge) under real operations in the building during 4 weeks. The maximum 

energy stored was linked to the actual heating demand of the building during the time period, when 200 kWh daily 

heat storage was not needed. Even though the LHS unit contributes to stabilise the room temperature of the building, 

the control system of the LHS unit is not optimal. The water inlet temperatures to the LHS unit should have a better 

prediction, so the system could decide under which modus it is operating in case a larger temperature difference for 

its charge or discharge is required. The heat demand of the building must also be included in the input data for the 

predictive control strategy to finely adjust the heat to be delivered by the LHS unit. Having now confirmed that the 

LHS unit operates efficiently in partial charges and discharges operations, the predictive system will confidently take 

into account partial charge/discharge as an extra degree of freedom of operations. These results will contribute to the 

design of the predictive control strategy to reach a higher efficiency of the whole heat management of the building. 
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Abstract 

Large scale water pit heat storage (PTES) is a key component to increase the efficiency of solar thermal utilization. 

Based on the 1535-1301 model, this paper presents a two-dimensional simulation of the annual thermal performance 

of PTES using TRNSYS. This model encrypts the soil grid according to the water pit layers to improve the accuracy 

of heat loss calculation. The accuracy of the model is verified by comparing it with measured data from a solar plant 

in Dronninglund, Denmark. The results show that the average difference between the model and the measured data 

is approximately 2.5%. In addition, the temperature prediction error and numerical diffusion of each layer become 

smaller as the nodes number increases. The stratification coefficient averages about 200 for summer charging and 

decrease to 100 for winter discharging, Mix number is 0.7 at charge and 0.35 at minimum, indicating that 

stratification is more pronounced in summer and mixing is higher in winter. The parametric coupling study found 

that the nodes number and the time step are more accurate when they are negatively correlated, i.e., fewer nodes are 

paired with longer time steps. Adiabatic admixture decreases the Mix number prediction accuracy but increases the 

stratification coefficient one. 

Keywords: Water pit heat storage, Numerical investigation, Thermal stratification, large-scale, numerical diffusion 

1. Introduction 

Reducing the utilization of fossil resources and carbon emission is very important for sustainable development around 

the world. Renewable energy, such as solar energy, is one of the main ways to solve this problem. As known to all, 

thermal storage technology is a key measure to solve the problem of low density, discontinuous fluctuation and 

unreliability of renewable energy, which can realize effective regulation of heat. Especially, seasonal thermal storage 

is significant in the large-scale district application of renewable energy (Vega, 2010).  

Different STES technologies and applications have been extensively studied. The STES are normally categorized 

into four types: tank thermal energy storage (TTES), pit thermal energy storage (PTES), borehole thermal energy 

storage (BTES), and aquifer thermal energy storage (ATES) (Bauer, 2010). The best solution should be determined 

based on technical-economic assessment considering storage capacity, efficiency, requirements on regional 

conditions, building cost, etc. Originated from landfill technology, PTES has the advantages of high heat capacity, 

low construction investment, good corrosion protection and effective heat exchange. In recent years, many attempts 

of larger PTES have been carried out in Europe. More than 10 large-scale PTESs have been put into operation in 

Denmark (Bott, 2019). 

Denmark is currently the leading country in the application of PTES. The first large PTES with a volume of 500 m3 

was built at the Technical University of Denmark and was investigated intensively (Heller, 1997). In the last decade, 

75% of PTES construction projects have been built in Denmark (Bratseth, 2021). The integration of PTES on such a 

large scale is difficult to plan and implement because technical and economic differences pose different challenges 

for each country (Dahash, 2019). The commercialization of PTES is expected to accelerate in the coming years. 

However, large-scale PTES testing is difficult due to high experimental costs. Therefore, modeling and design 

optimization of PTES play a key role in ensuring feasibility. 

TRNSYS performs well as a software for system simulation in modeling thermal storage of different types. However, 

the existing literature studies focus more on the system simulation including the selection and operation strategies of 

thermal storage. Few studies on thermal storage and especially PTES models have been especially validated by 

measurements. The current TRNSYS models are simplified to a vertical one-dimensional model of the water pit to 

reduce computational resources (Pan, 2022). The reason is that PTES shows a significant thermal stratification along 
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the depth, while the horizontal temperature gradient is not prominent enough to be negligible. However, this 

simplification leads to some additional problems, i.e., numerical diffusion due to grid size and time step, and inverse 

mixing due to temperature differences in water delivery (Xiang, 2022). If these problems are not solved will result 

in large deviations in the calculation results and affect the accuracy of models. 

In this paper, a model of PTES (Type 1535-1301) from TRNSYS containing 1D water pit and 2D soil is used as a 

research object. The measured data of 60,000 m3 of PTES in Dronninglund, Denmark, in 2017 are utilized as input 

parameters and validation data. The stratification coefficient and Mix number are taken as an indicator to evaluate 

the stratification effect during the energy charging and discharging period. The coupling effects of layer number, 

time step and mixing revisions on the computational accuracy are investigated. The quantitative equation of the 

deviation value versus the simulation parameters is obtained by comparing the measured data. Thus, the discrete 

differences due to the simplification of the computational domain are corrected. 

2. Methodology 

2.1. The structure and principle of PTES 

The geometry of the PTES at the Dronninglund SDH plant is an inverted truncated pyramid with a slope angle of 

26.6°, as shown in Fig. 1. The lengths of the top and bottom edges are 90 m and 26 m, respectively. Three diffusers 

are installed at the top, middle and bottom of the water pit, switching as inlet or outlet according to the system's 

operating strategy. Disc-shaped stratifiers located above and below the diffusers greatly reduce turbulent mixing and 

maintain stable thermal stratification. During rainy days, nights or when heat demand is high, hot water is delivered 

from the top and cold water is fed to the bottom. At this time, the internal energy of PTES is reduced in what is called 

the discharge period. In sunny days, hot water is imported at the top and cold water is exported from the bottom. The 

increase of PTES energy at this moment is called the charge period. 

Since the PTES is buried monolithically with only a 2.5 mm HDPE liner and a 2 mm geotextile layer on its sides and 

bottom, there is no additional insulation. Because the surrounding soil serves both as insulation and as a medium for 

thermal energy storage. Covering the top of the water pit storage with insulation is an effective way to reduce heat 

loss. In addition, multiple sets of drainage pipes are installed between the insulation and the waterproofing layer to 

prevent rainwater infiltration. 

 

Fig. 1: The structure of water pit heat storage 

2.2. The grid scheme of PTES 

A PTES model written in FORTRAN is developed on TRNSYS, named type 1535-1301. The type 1535 is a one-

dimensional water pit model including the heat exchanger in the interior. Because PTES has a significant temperature 

gradient only in the depth direction. The type 1301 is a two-dimensional surrounding soil model including the 

insulation layer above. The soil temperature varies only in one horizontal direction. The geometry of both types is 

simplified to central-symmetric inverted cylindrical coordinates with only radius-direction and axial-direction.  Fig. 

2 shows the mesh of the simplified PTES model. Encryption above and below the baseline of the puddle meshing 

interface. This gridding allows for more accurate heat transfer simulations at temperature stratification intersections. 

In addition, the grid near the PTES is refined, while the grid near the bottom soil boundary is coarsened.  

In addition, some assumptions are made for the heat transfer calculations. Only half of the water pit is modeled with 

the left boundary as the axis. The convective coefficient between the water pit and the wall is set to a constant value. 

Only the thermal conductivity is available in the soil fraction due to the neglect of the effect of moisture and 
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groundwater flow. 

 

Fig. 2: The Mesh of Type 1535-1301 model 

2.3. Mathematical description 

The water pit node energy is a one-dimensional thermal conductivity calculation (Song, 2003). The explicit central 

differential form of the one-dimensional thermal conductivity equation is shown in Eq. (1), where the left part of the 

equation is the instantaneous energy change of the node, and the right part of the equation is the imported energy: 

𝑉𝑗𝐶𝑝𝜌𝑤
𝜕𝑇𝑗

𝜕𝜏
= [

𝜆𝑤(𝑟𝑗−𝑟𝑗+1)
2

(𝑧𝑗+1−𝑧𝑗)
+𝑚𝑗𝐶𝑝 +𝑚𝑚𝑖𝑥,𝑗𝐶𝑝] (𝑇𝑗+1 − 𝑇𝑗) + (

1

ℎ𝑤
+

𝛿HDPE

𝜆HDPE
+

𝛿geo 

𝜆geo 
)
−1

𝐴𝑠𝑖𝑑𝑒,𝑗(𝑇𝑠𝑖𝑑𝑒,𝑗 − 𝑇𝑗) +

𝑉𝑖𝑛𝜌𝑤𝐶𝑝(𝑇𝑖𝑛 − 𝑇𝑗) + 𝑄𝑗   (eq. 1) 

where Qj denotes the additional energy input or output. At water pit of j = 1 and j = n (top and bottom nodes, 

respectively), Qj satisfies the following formula: 

𝑄𝑗 = {
𝑈𝑡𝑜𝑝𝐴1(𝑇𝑡𝑜𝑝 − 𝑇1), 𝑗 = 1

𝑈𝑏𝑜𝑡𝐴𝑛(𝑇𝑏𝑜𝑡 − 𝑇𝑛), 𝑗 = 𝑛
   (eq. 2) 

The soil and insulation are two-dimensional grids and therefore follow a two-dimensional heat transfer calculation 

as shown in Eq. (3). The partial differential equation uses the central difference method with i,k representing the 

radial and vertical nodes.: 

𝑉𝑖,𝑘𝑐𝜌
𝜕𝑇𝑖,𝑘

𝜕𝜏
=

2⋅𝜆s⋅𝐴𝑖,𝑘+1

𝑧𝑘+1−𝑧𝑘
(𝑇𝑖,𝑘+1 − 𝑇𝑖,𝑘) +

2⋅𝜆s⋅𝐴𝑖,𝑘−1

𝑧𝑘−𝑧𝑘−1
(𝑇𝑖,𝑘−1 − 𝑇𝑖,𝑘) +

(𝑧𝑘+1−𝑧𝑘)⋅𝜆s

2 ln(
𝑟𝑖+1
𝑟𝑖

)
(𝑇𝑖+1,𝑘 − 𝑇𝑖,𝑘) +

(𝑧𝑘−𝑧𝑘−1)⋅𝜆s

2 ln(
𝑟𝑖
𝑟𝑖−1

)
(𝑇𝑖−1,𝑘 − 𝑇𝑖,𝑘) + 𝑄𝑖,𝑘   (eq. 3) 

where Qi,k denotes the boundary heat exchange and satisfies the following formula: 

𝑄𝑖,𝑘 =

{
 
 
 

 
 
 

ℎ𝑎𝑚𝐴𝑖,1(𝑇𝑎𝑚 − 𝑇𝑖,1),   𝑘 = 1
(𝑧𝑘−𝑧𝑘−1)⋅𝜆s

ln(
𝑟𝑓𝑎𝑟

𝑟𝑅
)
𝐴𝑅,𝑘(𝑇𝑓𝑎𝑟 − 𝑇𝑅,𝑘),   𝑖 = 𝑅, 𝑘 = (1, 𝑍)

2⋅𝜆s⋅𝐴𝑖,𝑘

𝑧𝑍−𝑧𝑍−1
𝐴𝑖,𝑁𝑍(𝑇𝑑𝑒𝑒𝑝 − 𝑇𝑖,𝑁𝑍),   𝑖 = (1, 𝑅), 𝑘 = 𝑍

𝑈𝑏𝑜𝑡𝐴𝑖,𝑁𝑧(𝑇𝑏𝑜𝑡 − 𝑇𝑖,𝑁𝑧),   𝑖 = (1, 𝑁𝑟), 𝑘 = 𝑁𝑧

𝑈𝑠𝑖𝑑𝑒𝐴𝑖,𝑘(𝑇𝑠𝑖𝑑𝑒,𝑖,𝑘 − 𝑇𝑖,𝑘),   𝑖 = (𝑁𝑟, 𝑁𝑅), 𝑘 = (𝑁𝑍,𝑁𝑧)

   (eq. 4) 

The average water pit temperature is obtained by volume averaging of all node temperatures, as shown in Eq. (5): 

�̅� =
∑ 𝑇𝑗𝑉𝑗
𝑁
𝑗=1

𝑉t 
   (eq. 5) 

2.4. Thermal stratification evaluations 

Thermal stratification plays a crucial role in assessing the thermal performance of PTES. The optimal thermal 

stratification is the ideal plug flow, where the tank is divided into a high-temperature upper layer and a low-
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temperature lower layer. The ideal thermal stratification allows for the lowest PTES mixing losses and the most 

stable heat extraction. The higher temperature difference between the top and bottom, the more efficient water-water 

heat pump as an auxiliary energy source. Furthermore, the lower return water temperature, the heat exchanger 

efficiency and collector efficiency will be increased. Consequently, even active cooling of the return water is required 

to obtain better stratification (Pinel, 2011). Mixing number and stratification coefficient are widely used to 

characterize the thermal stratification in heat storage. 

The Eq. (6)-(9) calculate the mixing number by comparing the energy moments (Davidson, 1994), where Mc 

represents the energy moments obtained from experiments and simulations. When calculating the energy moment 

Mmix of the hybrid accumulator, the temperature of all layers is the same (Haller, 2009). The energy moment for 

complete stratification is represented by Mstr, as shown in Eq. (8). Where the high and low temperature zone 

temperatures Thot and Tcold are expressed as the highest and lowest inlet temperatures during the test, respectively: 

𝑀c = ∑ 𝐻𝑗
𝑁
𝑗=1 𝜌𝑤𝑉𝑗𝐶𝑝 ⋅ 𝑇𝑗   (eq. 6) 

𝑀mix = ∑ 𝐻𝑗
𝑁
𝑗=1 𝜌𝑤𝑉𝑗𝐶𝑝 ⋅

𝑄sto

𝜌𝑤⋅𝐶𝑝⋅𝑉t
   (eq. 7) 

𝑀str = ∑ 𝜌𝑤
𝑁𝑡ℎ𝑒𝑟𝑚𝑜
𝑗=1 𝐶𝑝𝑉𝑗𝐻𝑗 ⋅ 𝑇hot + ∑ 𝜌𝑤

𝑁
𝑗=𝑁𝑡ℎ𝑒𝑟𝑚𝑜

𝐶𝑝𝑉𝑗𝐻𝑗 ⋅ 𝑇cold    (eq. 8) 

MIX =
(𝑀str−𝑀c)

(𝑀str−𝑀mix)
   (eq. 9) 

In addition, the stratification coefficient of equation (10) can also evaluate the thermal stratification effect. The 

stratification coefficient is more focused on the temperature level than the energy moment (Fernandez, 2007). 

𝑆𝑇 =
∑ 𝑚𝑗(𝑇𝑗−�̅�)

2𝑁
𝑗

𝑚t
   (eq. 10) 

2.5. Model accuracy analysis 

Model 1535-1301 is a pure thermal conductivity model, so discrete uncertainties can be ignored. The simplification 

of this model may lead to the following inaccurate results. The inlet and outlet values are considered as source terms 

of the equation and do not consider the thermal processes of the pipe. Changes in water content do not affect the 

thermal properties of the soil and may lead to an underestimation of heat losses. Constant convection coefficients 

lead to reduced accuracy in periods of high temperature fluctuations. 

By comparing the calculated and measured parameters, the root mean square deviation (RMSD) was used, as shown 

in eq. (11). 

𝑅𝑀𝑆𝐷 = √
1

𝑁
∑ (𝑃𝑠𝑖𝑚,𝑖 − 𝑃𝑚𝑒𝑎,𝑖)

2𝑁
𝑖=1    (eq. 11) 

where, N presents the number of values in whole simulation period. Psim,i and Pmea,i are respectively the calculated 

and the measured parameters every 10 mins. 

The coefficient of determination R2 is used to measure the accuracy of the model. This coefficient is a quantitative 

measure of the degree of variance in the data. Thus, it is possible to see how much of the variance in the data is 

captured (or predicted) by the modelled data. Where y denotes experimental data and f represents simulated data in 

equation (12). 

𝑅2 = 1 −
∑ (𝑦𝑖−𝑓𝑖)

2
𝑖

∑ (𝑦𝑖−�̅�)
2

𝑖
   (eq. 12) 

2.6. Numerical diffusion 

While Type1535-1301 greatly reduces the computational effort, the numerical diffusion caused by the simplification 

may affect the thermal stratification in the water puddle. As shown in Fig. 3, assume that each node in the water zone 

contains 2 kg of water with a stratification temperature difference of 10 °C. 1 kg/s of hot water enters the puddle 

from the top. Assuming no conduction and mixing between the nodes, the fluid in the first node will average 70°C 

over a time step of 2 seconds, while the other nodes will not be affected because there is no conduction or mixing 

between the nodes. However, the temperature of both the first and second nodes will be affected after 2 seconds at a 

time step of 1 second. The spurious diffusion of heat is caused by the simplified method of discretizing the geometry 

into a finite number of nodes; therefore, this is called numerical diffusion. 
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Fig. 3: Numerical diffusion in the simulation 

It is possible to increase the number of nodes to try to improve the accuracy of the discretization, but this will lead 

to many computational nodes and longer computational times. And it may numerically extend the effect of node 

mixing, which in turn is detrimental to the accuracy. The second approach is to set a mixing factor in the model 

which can determine the volume to be mixed between the nodes. In order to explore the coupling effects of these 

parameters, the corresponding working conditions settings are given in Table 1. 

Tab. 1: Parameter simulation working condition selection  

Mixing factor (kg/h) Timestep (mins) Nodes number 

adiabatic 0.5 15 

0 1 20 

1000 2 32 

10000 5 50 

 10 75 

 30 100 

 60  

3. Results and discussions 

3.1. The influence of nodes number on thermal stratification  

The nodes number (N) represent the number of one-dimensional meshes in the PTES, which can be used to study 

the relationship between meshes and calculation accuracy. Its physical expression can be seen in Fig. 2, which is 

represented by a symbol (j). The selection of nodes number and correlation diffuser location is provided in Table 2. 

Table. 2: Storage discretization and diffuser’s location 

Nodes number 

N 

Volume per node 

(m3) 

Top diffuser 

location 

Middle diffuser 

location 

Bottom diffuser 

location 
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15 4000 Node 1 Node 8 Node 15 

20 3000 Node 2 Node 11 Node 20 

32 1875 Node 3 Node 17 Node 32 

50 1200 Node 4 Node 27 Node 50 

75 800 Node 5 Node 40 Node 75 

100 600 Node 7 Node 53 Node 100 

For the evaluation of thermal stratification, Mix number and stratification coefficients draw different conclusions. 

Overall in terms of Fig. 4, both indicators reflect that more nodes result in better-calculated stratification. However, 

this is caused by large nodes ignoring mixing, which is invalid. Mix number agrees better with less than 20 nodes 

before July, deviates at least with 50 nodes from July to September, is closer to the results with 32 nodes from 

September to November, and is optimal again with less than 20 nodes after November. The reason for this strange 

result is the actual mixing at different periods. Although the TRNSYS model cannot calculate the mixing, the larger 

volume of individual nodes at low node numbers approximates the multilayer mixing. The individual nodes are 

smaller when the node number is high, thus effectively reducing the numerical diffusion but calculating the mixing 

worse. New methods are needed to solve this problem, such as setting the mixing coefficient or variable grid 

treatment. The accuracy of the stratification coefficient is positively correlated with node number because energy 

moments are not calculated in this formula. The stratification calculation is considered more reasonable as long as 

the temperature RMS sum is closer to the actual measurement. The Mix number is more realistic if the energy 

calculation accuracy is taken as a reference. The stratification coefficient is better if the temperature calculation 

precision serves as the basis. 

 

Fig. 4: Mix number and stratification coefficient changes with nodes number 

3.2. The influence of timestep on thermal stratification  

Fig. 5 reflects the effect of different time steps on the stratification calculation. The differences in Mix number and 

stratification coefficient are very small for time steps below 10mins, indicating that decreasing the time step does not 

significantly increase the computational accuracy. Therefore, it is undesirable to increase the calculation time by 

several times to increase the accuracy by less than 0.1%. And when the time step is larger than 30mins, the Mix 

number has a significantly larger deviation during the energy release. This indicates that too large a time step reduces 

the computation time at the expense of computational accuracy. Therefore, the time step selection should not be too 

large either, or 10mins seems to be the optimal choice at 50 node count. The influence law of stratification coefficient 

and Mix number is basically the same, only the difference will be smaller. It indicates that the temperature dispersion 

is not as sensitive to the change of time step compared to the energy dispersion. 
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Fig. 5: Mix number and stratification coefficient changes with timestep 

3.3. The influence of Mixing factor on thermal stratification  

The treatment of mixing in this model is limited to the energy equation because the momentum equation is neglected. 

mixing within the PTES is caused by temperature differences and flow rates. Although the heat is eliminated by the 

assumption of thermal driving force, but it is not consistent with reality. Therefore, the concept of the mixing 

parameter mmix was introduced to correct this partial deviation. Fig. 6 gives a comparison of four forms of mixing 

with the actual measurements. 0 kg/h means no mixing, 1000 kg/h means small mixing, 10000 kg/h means large 

mixing, and finally adiabatic mixing represents node temperature reversal when j+1 node temperature is higher than 

j node temperature. The results show a significant difference between adiabatic mixing and the remaining parameters, 

especially between April and July during the charging phase. The accuracy of the adiabatic mixing calculation is 

slightly smaller for all the rest of the time, with the maximum Mix number difference reaching 0.1, implying that 

10% of the volume is miscalculated. The exact opposite is true for the stratification factor calculations. The adiabatic 

blending improves the accuracy of the temperature discretization calculation. Overall, it is demonstrated that 

adiabatic blending overestimates the degree of dispersion within PTES, which is consistent with the temperature 

dispersion requirement but not with the energy moment variation. 
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Fig. 6: Mix number and stratification coefficient changes with Mixing factor 

3.4. Coupling effect of time step and nodes number on calculation accuracy  

In the explicit finite difference calculation, the grid size corresponds to a minimum time step as shown in Eq. 13. 

However, this equation does not specify when the time step is large enough to meet the accuracy requirements with 

minimal computational resources. This is obviously a serious departure from reality, probably because this formula 

is only applicable to the refinement of small mesh sizes. Therefore, the mesh size is less meaningful for large size 

coarse simulations. In this paper, the number of stratifications is used instead of specific dimensions because it is 

dimensionless. The coupling effect of the number of layers and the time step on the computational accuracy is 

investigated. 

𝑚𝑖𝑛 {
1

𝜌𝑐𝑉𝑘
∑

1

𝑅𝑡𝑘𝑗
𝑗 } ∆𝜏 ≤ 1   (eq. 13) 

The Mix number represents the dispersion of the energy moment inside the PTES and the stratification coefficient 

represents the dispersion of the temperature inside the PTES. Therefore, only the deviation of the results of these two 

metrics from the actual measurement needs to be explored to cover all possible maximum deviations. The RMSD 

and R2 are used to denote the root mean square error and the degree of variation of the stratification number, 

respectively. Figure 7(a) reflects the accuracy of Mix number calculation, and the results show that 15 nodes work 

best, with the highest accuracy at 1 min and 60 mins, and the accuracy decreases at 5mins. Conversely, the larger the 

number of nodes and time step, the worse the accuracy. In particular, at 100 nodes, the coefficient of variation is 

below 0.1 indicating that less than 10% of the parameters are fully captured and most of the results are not credible. 

The best matching scheme is 15 nodes with 60mins, 32 nodes with 10mins, 50 nodes with 5mins, and 100 nodes 

with 1min. 

Figure 7(b) reflects the calculation accuracy of the stratification coefficients, and the results show that 100 nodes 

work best, and the smaller the time step the higher the accuracy. Conversely, the smaller the number of nodes, the 

worse the accuracy. The coefficient of variation is greater than 0.9 when the number of nodes is greater than 32, 

indicating that the calculation at this point can capture the experimental results well and with high confidence. 15 

nodes have the lowest accuracy for the temperature discretization. The optimal time steps corresponding to each 

discrete node are 15 nodes with 60mins, 32 nodes with 60mins, 50 nodes with 10mins, and 100 nodes with 1mins. 

In summary, it can be concluded that if we pursue computational speed, coarse grid with large time step unexpectedly 

can achieve good prediction results. This can significantly reduce the computational resource requirements and is 

suitable for long-term simulations of complex systems at the engineering level. If the highest accuracy is pursued, 

32 nodes with 5mins can satisfy the maximum demand of Mix number and stratification factor. However, for the 
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number of temperature prediction nodes is still the more the better, then a new method is needed to correct the 

deviation of energy dispersion. 

 

Fig. 7(a): The coupling effect of time step and nodes number on the Mix number calculation accuracy 

 

Fig. 7(b): The coupling effect of time step and nodes number on the stratification coefficient calculation accuracy 

4. Conclusions 

This paper presents a simulation study of large-scale puddle heat storage by Trnsys and compares it with measured 

data from a solar district heating plant. The analysis focuses on the computational accuracy of the model for thermal 

stratification. In addition, the combined effects of the number of nodes, time step and mixing factor on the numerical 

diffusion are discussed. The following conclusions are obtained. 

(1) The number of nodes has the greatest effect on the deviation of the thermal stratification calculation results, with 

fewer nodes predicting best for energy dispersion and more nodes predicting best for temperature dispersion. 

(2) Adiabatic blending and the rest of the mixing coefficients are significantly different, adiabatic blending for energy 

dispersion prediction is poor, but the prediction of temperature dispersion is better. When the difference between the 
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results of large blending and no blending is not significant, this indicates that there is not much time for heat transfer 

by inverse temperature blending. 

(3) A small number of nodes is suitable for a long time step and a large number of nodes is suitable for a short time 

step. 15 nodes with 60mins are most suitable for Mix number prediction and 100 nodes with 1min is most suitable 

for stratification coefficient prediction. 

The accuracy of the calculation of Mix number and stratification coefficients tends to be opposite for different 

parameters. Therefore, the thermal stratification results of coarse and fine meshes can be considered together when 

judging the model accuracy or pre-simulation. 
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Appendix  

Nomenclature 

U Heat transfer coefficient, W/(m2·K) h Natural convection coefficient, W/(m2·K) 

A Area, m2 H Height, m 

g Gravity, m/s2 T Temperature, K 

D Diameter, m V Volume, m3 

Cp Specific heat of water, J/(kg·K) c Specific heat of soil, J/(kg·K) 

r Distance in radial direction, m m Mass quality of each tank node, kg 

Q Energy, J z Distance in vertical direction, m 

M Energy Moment, J·m n 1-D simulation PTES nodes 

ST Stratification number MIX Mix number 

 

Subscripts 

mea Measurement sim Simulation 

w Water HDPE HDPE-liner 

geo Geotextile side Side of the storage 

bot Bottom of the storage top Top of the storage 

j Elements in 1D region i,k Elements in 2D region 

loss Heat loss in Inlet 

s Soil ins Insulation 

ch Charging dis Discharging 

mix Mixing t Total 

thermo Thermocline str Stratification 

cold Inlet water in minimum temperature hot Inlet water in maximum temperature 

far Far-field of soil c current 

deep Deep of soil   

 

Greek 

ρ Density, kg/m3 λ Thermal conductivity, W/(m·K) 

Δ Difference τ Time, s 

θ Slope angle, °   
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Abstract 

The advancements in thermochemical storage technologies benefit strongly from a holistic research approach 

ranging from material and component development to demonstration applications. This work presents a sorption 

test bench developed and constructed to evaluate thermochemical materials, such as zeolites and salt-hydrate 

composites, in 0.01-1.0 kg batches and under fully controlled conditions. The test bench is utilized for 

thermogravimetric state of charge (SOC) determination of open sorption prototypes. Further, the influence of salt-

hydrate mixtures on the sorption behavior of salt-composites were studied. The results on outlet storage 

temperatures for zeolite and salt-composite beds are presented in this work. 

Keywords: thermochemical storage, sorption test bench, salt-hydrate composites, zeolites, SOC, 

thermogravimetry 

1. Introduction 

The urgency of a global shift to renewable energies and CO2 reduction motivates energy storage and efficiency 

research efforts. Thermal energy storages (TES) impact multiple sectors of the renewable energy transition, such 

as sector coupling, improving grid resilience, and industrial processing. Thermochemical storages are based on 

the ability of thermochemical materials (TCM) to store energy without noticeable losses during the conservation 

phase through sorption processes or chemical reactions. Thermochemical storages can act as long-term storage to 

overcome the seasonal solar mismatch and regenerate waste heat. Although TCMs, such as zeolites, silica gels, 

metal-organic frameworks (MOFs), etc., are accounted for high theoretical energy densities and sufficient 

temperature rise on the material level, the demonstration applications have not redeemed themselves financially 

or energetically (Zettl, 2019). Low-cost salt-hydrates and various composites based on salt in matrix design have 

also been investigated to show disadvantages, such as poor stability towards cycling, insufficient temperature 

increase, low deliquescence, etc. (Lin et al., 2021, Scapino, 2017). As previously reported, salt-hydrate and natural 

zeolite composites have been developed in form of shape stable granules and pellets (Issayan et al., 2021). 

Consequently, a designated thermogravimetric setup was constructed suitable for the characterization of the latter 

composites in larger batches (10-50g) in both closed and open system settings (Issayan, Zettl, 2022a). The focus 

of current TCM studies is the influence of salt-hydrate mixtures on sorption behavior and cycling stability of 

composites (Katyal, 2020, Xueling et al., 2021). The preliminary results on chloride salts of magnesium, lithium, 

and calcium from latter thermogravimetric setup were reported (Issayan, Zettl, 2022b). The promising samples 

were then selected to be further investigated in larger batches.  

In this work, a lab-scale (kilogram range), multi-mode (fluidized and fixed bed) open sorption test bench was 

developed to conduct a thermogravimetric state-of-charge determination of salt-containing composite storage 

materials. The results from a fixed bed storage simulation model were utilized to validate the results from the test 

bench for the common 13X BF (binder-free) zeolite bed, which will then act as a benchmark for further analysis 

of the composite material performance. This work presents the preliminary results of thermogravimetric 

investigations of various salt-hydrate containing TCMs in two different reactor constellations.  

2. Methods and materials  

2.1 Experimental setup  

The realization of the open sorption systems differs mainly in implementation of the reactor bed design. Three 
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main reactor beds are shown in Fig. 1. The open sorption setup was developed to conduct thermogravimetric 

analysis of thermochemical storage materials, mainly zeolites in fixed bed reactors. For salt-containing composites 

the setup was upgraded to also enable experiments in fluidized bed settings. The adsorption of water molecules in 

porous zeolites is limited by the pore volume and subsequently shows a natural saturation behavior when the pores 

fill up. In contrast to zeolites, the water molecules are incorporated into the crystal structure of the salts. If more 

water molecules are available, the salts “overhydrate” until a gel-like or dissolved layer forms, which prevents 

further absorption. For this reason, in fixed bed reactors a reaction front is formed, and the overhydrated layers 

prevent the optimal mass flow through the bed. Hence, fluidized bed measurements with smaller amounts of 

material and higher mass flows were also implemented. 

 

Fig. 1: Three main types of sorption reactor beds utilized in thermal storage applications. 

A schematic sketch of the setup is presented in Fig. 2 and consists of analytical mass balance, heating element, 

fogger with the corresponding tank, and centrifugal blower. The fogger unit enables the generation of airflow with 

controlled humidity from ambient up to 90% relative humidity (RH). The heater itself can reach up to 300°C 

resulting in input air mass up to 250°C at the bed. The material is placed in a cylindrical glass container on the 

balance, where the temperature, humidity, and mass flow of the output air can be monitored. The containers vary 

in size, housing from 0.01 kg up to 1.0 kg material and can be equipped with further temperature sensors to record 

the temperatures in various positions of the bed. The three input parameters, temperature, humidity, and mass 

flow, are controlled individually, allowing for fixed-point measurements and programmed ramps and routines for 

cycling.  

 

Fig. 2: Schematic representation of the sorption test bench including sensors and controlled parameters. 

2.2 Materials 

The reference synthetic zeolite 13X binder-free was purchased from CWK (Chemiewerk Bad Kösteritz) in two 

granule sizes and used with two different regeneration temperatures (see Tab. 1). As the study of salt-hydrate 
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mixtures was the focus of this work, salt-in-matrix composition was used to prepare simple composites and ease 

the handling of the samples during the experiments. Therefore, natural zeolite, clinoptilolite, was used as the 

porous matrix and was impregnated with magnesium, lithium and calcium chloride (MgCl2, LiCl, CaCl2). The 

salt-hydrates were purchased in anhydrous state with high purity. Saturated solutions of the mixtures of different 

salt fractions were prepared and impregnated in clinoptilolite, which was sieved in fine (40 µm – 1 mm) and 

coarse (1mm – 3 mm) granularity. The accumulated salt on the outer grain-surface of the dried samples were then 

washed out with water, which otherwise caused premature overhydration of the samples. Lastly, the samples were 

dried at 110°C. The sample names and detailed compositions of prepared samples are summarized in following 

Tab. 1.  

Tab. 1 Prepared samples and their composition 

Name  Composition Desorption temperature  

13XBF-small 

13XBF-large 

1.5 – 2.5 mm granules -> cycled  

2.5 – 5.0 mm granules -> new purchase  

200°C 

250°C 

CaLi-15 

CaLi-20  

fine clino + 15wt.% -> CaCl2:LiCl – 50:50 

fine clino + 20wt.% -> CaCl2:LiCl – 50:50  

110°C 

 

MgLi-55f 

MgLi-82 

MgLi-28 

MgLi-55c 

fine clino + 15wt.% -> MgCl2:LiCl – 50:50 

fine clino + 15wt.% -> MgCl2:LiCl – 80:20 

fine clino + 15wt.% -> MgCl2:LiCl – 20:80 

coarse clino + 15wt.% -> MgCl2:LiCl – 50:50 

 

110°C 

 

3. Results and discussion 

3.1 Reference zeolite  

As previously mentioned, a numerical model of fixed bed open sorption system based on linear driving force 

model was used to validate the results from the test bench (Daborer-Prado et al., 2022). The simulation was 

conducted with material data of well-studied and demonstrated 13XBF zeolites. The model implementation was 

done in MATLAB®/Simulink. The results obtained from the simulation model were compared to the measurement 

results and validated the utilized methods.  

 

Fig. 3: Two measurements of zeolite 13XBF of different granule diameters and regeneration temperatures.  

Two exemplary zeolite measurements are presented in this work. The experiments were conducted by varying the 

inlet mass flow and relative humidity of the air and recording the temperature and mass change of the sorption 

bed during adsorption. The material used for the experiments weighed 150 g. The experimental temperature 

outputs (blue lines) and mass change results (green lines) for an inlet air with 70% RH at 25°C and mass flow 

values of 4 kg/h are presented in Fig. 3. The solid lines represent larger granules, which allow better mass flow 

 
G. Issayan et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1357



 
through the sorption bed and were regenerated at 250°C. The dashed lines correspond to smaller granules, which 

have been cycled multiple times in experimental settings and regenerated at 200°C. The temperature levels 

achieved by the larger granules are distinctly higher, than those coming from the smaller ones. However, the high 

temperature plateau does only last about 30 minutes. Possible degradations in the pore structure of the smaller and 

often cycled granules could be the reason for the moderate to low temperature levels, which then last for 45 – 50 

min. The green lines, which correspond to the mass gained by the material at the given conditions show saturation 

behavior appropriate to the temperature output. The 13XBF-small sample adsorbs 22.6 wt.% and 13XBF-large 

adsorbs 27.3 wt.%. According to product data sheets (water vapor - isotherms) both samples exhibit a maximum 

water saturation of over 30 wt.%. Apart from discrepancies attributed to heat losses, material qualities and 

measurement artifacts, the experimental results gained from the test bench agreed well with the previous 

measurements.  

3.2 Salt-composites in fluidized bed  

The test bench was mainly utilized to evaluate the temperature response of salt-containing composites in 

comparable settings. Due to CaCl2 low deliquescence humidity, the salt is able to absorb water vapor in ambient 

conditions and tends to overhydration (Rammelberg et al., 2012). The sorption capacity and stability of CaCl2 was 

shown to strongly benefit from addition of LiCl (Issayan, Zettl, 2022a). The latter pair was selected for the first 

fluidized bed measurements. One of the pressing issues regarding the impregnation was the salt content, as 

clinoptilolite has shown limited sorption capacity of around 5 – 10wt.%. Therefore, the air flow deploying 60% 

RH at 25°C was set in such way, that 50g of material was fluidized. The temperature profiles were obtained from 

samples with varying salt content CaLi-15 and CaLi-20 and are presented in Fig. 4. The sample with higher salt 

content did not show benefits regarding the temperature output, as well as the CaLi-15 sample, which was tested 

using more humid air flow (65%RH). Best results were obtained by using low humidity mass flow. Summarizing, 

the measurements on CaCl2-LiCl mixtures were not satisfactory, as the temperature levels sank rapidly and 

overhydration of the samples could be observed.  

 

Fig. 4: CaLi-15 sample with 15wt.% salt content tested in fluidized bed with 60 and 65% RH (solid and dash-dotted lines) and 

compared to the sample with 20wt.% salt CaLi-20.  

One of the well-studied salt-hydrates in thermochemical storage material context is MgCl2 (Rammelberg et al., 

2012). The MgLi-55f samples weighing 75 g were also tested using two humidity levels in fluidized bed setting 

and the results are depicted in Fig. 5. The highest temperature from the salt-composites is achieved at the 

beginning, after a steep rise, followed by a steady decrease. The higher the relative humidity of the air flow, the 

faster the material reaction and the higher the temperature response of the bed. The consequence of higher 

humidity is the faster decrease of the temperature. The temperature output was comparable to those of CaCl2-LiCl 

mixtures. However, the sample was stable and did not show signs of overhydration, which will be further 

discussed in scope of fixed bed measurements. Beside the temperature, the mass increase is also presented as the 

green lines and shows a steady increase appropriate to the temperature response. The overall mass gains of 8 wt.% 

and 9.3 wt.% can almost entirely be attributed to salt-hydrates (< 15 wt.%).  
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Fig. 5: MgLi-55f in fluidized bed setting and varying humidity. 

3.3 Salt-composites in fixed bed  

Fixed bed measurements were performed by using the same input parameters as for the zeolite measurements: 

4 kg/h air flow with 70% RH at 25°C. In all measurements material bed weighted 150 g.  

The results of fixed bed measurements of composites with varying granule sizes are presented in Fig. 6. The mass 

flow through the coarse composite bed caused the rapid temperature response slightly below 60°C, which 

drastically fell after the first 2 – 3 minutes. As the coarse samples have lower surface to volume ratio, it was not 

possible for the salts to penetrate the deeper pores. Therefore, the salt accumulations near the surface quickly 

overhydrated during the measurements. In comparison, the composites with fine granularity deploy the first high 

temperature level after around 5 min and hold temperatures above 55°C for further 20 minutes.  

 

Fig. 6: Comparison of coarse and fine granular composites with MgCl2-LiCl impregnation. 

Adsorption data of MgCl2-LiCl samples impregnated in microporous vermiculite were reported and have shown 

interesting trends (Issayan, Zettl, 2022b). Hence the motivation to investigate some of well-performing samples 

in the test bench.  The adsorption data presented in Fig. 7 was collected in a closed vacuum chamber reported in 

(Issayan, Zettl, 2022b), where the samples were exposed to low partial pressures (10 mbar). The sorbent 

temperature inside the vacuum chamber and the normalized loading related to the initial mass of the sample are 

displayed on the left and right y-axes, respectively. The solid lines represent the sample with 50/50 weight ratio 

of MgCl2-LiCl-mixture (~MgLi-55). The dashed lines correspond to 20/80 (~MgLi-28) and the dah-dotted lines 

to MgCl2-LiCl-mixture (~MgLi-82). Clinoptilolite composites with the mentioned mixture ratio were prepared 

and measured in the test bench to study and compare the behavior of salt-mixtures in low-content composites and 

open and fixed bed storage setting versus those measured in closed vacuum chamber shown in Fig. 7. The results 
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of three MgCl2-LiCl-mixtures are presented in Fig. 8. The line styles and sample names of the samples with the 

same ratio are kept similar to those in Fig. 7. 

 

Fig. 7: Adsorption behavior of the MgCl2-LiCl samples in vacuum chamber (Issayan, Zettl, 2022b). 

After the first 30 minutes, MgLi-28 sample in Fig. 7 (vacuum chamber) reaches the highest temperature, which 

was attributed to the LiCl, as it performs the best in closed systems. MgLi-55 sample shows the lowest temperature 

increase. MgLi-82 sample has shown the moderate temperature increase. However, the temperature levels held 

for the longest duration. The adsorption process was decelerated for MgLi-82 sample. In fixed bed setting in Fig. 

8, the latter mixture (red dashed line) achieved and held temperatures around 50°C in the first hour. The 

temperature output from MgLi-28 was the lowest yet held the longest. In both cases strong overhydration of the 

samples could be observed, which should be addressed in composite development phase of the future work. Hence, 

the only sample, which achieved temperatures over 50°C and showed stable behavior in fixed bed setting was the 

MgLi-55f sample. The temperature levels were held significantly shorter in comparison with those from other 

MgCl2-LiCl ratios. The highest mass gain was registered for MgLi-28. The sorption capacities of all the samples 

in the vacuum chamber (Fig. 7) after eight hours are in the same order of magnitude: MgLi-55 ~0.9 g/g, MgLi-82 

~ 0.85 g/g and MgLi-28 ~ 1.0 g/g. Therefore, we can conclude that salt-hydrates absorb/adsorb roughly their 

initial mass. The samples in Fig. 8 show an increase in mass around 10 – 16 wt.%, which also corresponds to the 

salt-content impregnated in clinoptilolite.  

 

Fig. 8: Comparison of samples with different MgCl2 to LiCl ratios. 

4. Conclusion and outlook 

The results from the test bench point out interesting characteristics of salt-composites and motivate further work 

in this field. The fluidized bed concept was implemented, which enabled the investigation of humidity sensitive 

samples. Steps will be taken to improve the setup and continuously increase the batch size of the material. Despite 
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the challenges with overhydration and poor mass flow through dense beds, fixed bed measurements delivered 

interesting and motivating insights. Considering the small amount of salt-hydrate in the composites and the low 

regeneration/desorption temperatures compared to the zeolites, all three samples from the MgCl2-LiCl series 

showed promising temperature outputs. The samples MgLi-82 and MgLi-28 should be further stabilized regarding 

overhydration. Only the 50/50 mixture of MgCl2-LiCl (sample MgLi-55f) was stable and did not overhydrate 

during the measurements.  

Further goals are to develop stabilized composites using binders and fibers. The investigation of further salt-

hydrate mixtures is also an ongoing work. The test bench was found to be appropriate for measurements on salt-

containing materials and will be equipped to perform calorimetric measurements.  
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Abstract 

Storing solar thermal energy in the form of the latent heat of the phase change materials (PCMs) is a widely 

adopted method to assist energy applications in a sustainable manner. The cascading of the PCMs in a latent heat 

storage unit improves the uniformity of the heat transfer process. In this investigation, all the configurations of 

the storage (two single PCM-based storage having NaNO3 and NaNO2 as the PCMs and the 2-stage multi-PCM 

storage having both the PCMs) are designed to store the 1 MJ of latent thermal energy. The present study 

highlights that a 35.23% and 10.52% enhanced charging rate can be achieved in the 2-stage cascade latent heat 

storage (CLHS) than the single PCM-based storages, i.e., NaNO3 and NaNO2. Furthermore, the present study is 

extended to underline the effect of the geometric orientation of the CLHS over the melting behavior of the CLHS. 

The melt cycle time of the horizontal CLHS was found to be 39.04%, 15.78%, and 5.9% less than the 

corresponding charging time of the 1-stage NaNO3 storage, 1-stage NaNO2 storage, and 2-stage vertical CLHS, 

respectively. Although the horizontal orientation of the storage can enhance the melting rate in the PCMs of the 

CLHS, it is more suited for the part load charging conditions.  

Keywords: Solar Thermal Energy Systems, Latent Heat Storage, Phase Change Materials, Computational Fluid 

Dynamics, Cascade Thermal Energy Storage. 

 

1. Introduction 

For sustainable development, a reduction in the dependency on fossil fuels is necessary. The inclination of the 

present generation toward renewable energy is the way to opt for eco-friendly solutions for the current energy 

demands. Solar energy is one of the widely opted energy resources to replace conventional energy resources. The 

unavailability of the Sun during the night and variable solar radiation intensity are the major shortcomings of the 

utilization of solar energy for various energy applications. Dedicated thermal energy storage can solve these 

problems. There are three ways to store the thermal energy of the Sun, i.e., in the form of the increased temperature 

of the medium (sensible thermal energy storage (STES)), in the form of phase transition enthalpy (latent thermal 

energy storage (LTES)) and in the form of the enthalpy of the chemical reactions (thermochemical energy storage 

(TCES)). In terms of maturity, STES is the most widely used storage solution for solar thermal applications. The 

problem of the low energy density of the STES can be solved using TCES, but the cost and the complications 

involved in the storage process restricts their commercial implementations. In terms of the high energy density, 

easy availability, easy operational cycle, and low cost, LTES (stores energy in the phase change materials (PCMs)) 

is one of the preferred storage solutions in solar thermal applications. The low thermal conductivity of the PCMs 

and non-uniform melting/solidification of the large volume LTES are the shortcomings on which researchers are 

working (Ray et al., 2021). The incorporation of conductive materials and structures such as metallic 

nanoparticles, metallic porous structures in the PCMs, and the use of extended surfaces are methods to solve the 

problem of low thermal conductivity of the PCMs, while the cascading of the PCMs in the single LTES can 

improve the process uniformity during the storing/retrieving cycle of the storage (Jain et al., 2021). Tiary et al. 

(Tiari et al., 2021) have investigated the effect of using the annular fins and reported a significant improvement 

in the charging process on increasing the fin length. The 30.3% and 28.2% reduction in the charge and discharge 

time, respectively, were reported by Wu et al. in the nano-enhanced paraffin (Wu et al., 2010). Efforts are made 

to enhance the performance of the LTES using heat pipes also. Another feasible technique of heat transfer 

augmentation is the utilization of porous metallic structures in the storage medium. Sardari et al. (Sardari et al., 
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2019) have reported an 85% reduction in the charge cycle time of the storage by using porous copper foam. 

The cascading of the storage materials (PCMs) in the LTES unit can improve the process uniformity in 

the heat transfer between HTF and PCM, which results in the enhanced charging/discharging rate of the storage. 

Adine et al. (Adine and El Qarnia, 2009) have evaluated the performance of a 2-stage CLHS having organic 

PCMs. In this study, 2-stage CLHS was found to be more effective. Piero et al. (Peiró et al., 2015) have reported 

a 19.36% improvement in the effectiveness of the CLHS than the 1-stage. Researchers have analysed the CLHS 

with the hybrid enhancement of heat transfer also. In such a study, Shabgard et al. (Shabgard et al., 2012) 

highlighted the improved performance of the CLHS using heat pipes.  

A few studies can be found that highlight the effect of the orientation on the performance of the single PCM 

storage. The effect of the orientation on the charging performance of the CLHS has not been investigated 

thoroughly. Here in the present study, efforts are made to underline the effect of the no. of stages on the charge 

cycle behavior of the CLHS as well as the effect of the geometric orientation of the CLHS on the energy storage 

process of the CLHS. The change in the energy transfer rate of the storage medium in one stage may affect the 

melting rate of the PCM in another stage. The present work will highlight the charging behavior of the CLHS for 

various geometric orientations, such as vertical and horizontal. 

2. Numerical Modelling and Governing Equations 

2.1. Description of the Model 

In the present work, shell and tube-type LTES units having single and multiple PCMs on the shell sides are 

investigated. The study is further extended to highlight the charging performance of the storage for two different 

orientations, i.e., vertical and horizontal. The hot HTF flows through the concentric inner tube to transfer the 

thermal energy to the PCMs (Figure: 1). The storage configurations are designed to store 1 MJ of latent thermal 

energy (calculated based on average energy density). The storage consists of stainless steel (SS316) shell (outer 

diameter of 73 mm and thickness of 2.11 mm) and an inner concentric tube made of copper (outer diameter of 

22.22 mm and thickness of 1.65 mm). The PCMs are kept shell side while the HTF flows through the inner copper 

tube. The total length of the storage is chosen as 888 mm, and the shell compartments are divided into equal 

lengths for storing multiple PCMs, as shown in Figure: 1. Here, attempts are made to develop a low-cost shell and 

tube-based CLHS to support the energy demand of the medium temperature applications. Therefore, NaNO3 and 

NaNO2 having melting temperatures of 579 K and 555 K, respectively, are utilized as the PCMs. Thermal oils are 

one of the widely used heat transfer fluids (HTF) for low to medium-temperature applications. Therefore, 

Therminol 66 is utilized here as the working HTF. The properties of the PCMs and HTF used in the study are 

given in Table: 1. Initially, the thermal performance of the two single PCM-based storage having NaNO3 and 

NaNO2 as the PCMs is compared with the thermal performance of the 2-stage CLHS having both the PCMs in 

the single unit for the charging cycle. Moreover, the performance of the cascade storage is further evaluated for 

the two different orientations such as vertical and horizontal. 

2.2. Assumptions 

The following assumptions are incorporated into the present model: 

• All the phases of utilized materials are considered homogeneous and isotropic. 

• The melted PCM is assumed to behave as a Newtonian fluid. 

• The radiation heat transfer, volume variation during phase change, and viscous energy dissipation are 

neglected here.  

• The Boussinesq assumption is used to model the natural convection in the PCMs. 

• The insulated boundary condition is provided on the outer exposed wall of each configuration of the 

storage. 
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Fig. 1: Schematic of the storage configurations investigated in the present study 

 

Tab. 1: Thermo-physical properties of PCMs and HTF used in the study (Alekseeva et al., 2019; Janz et al., 1979; Marušić and Lončar, 

2020; Tiari et al., 2015) 

 

2.3. Governing Equations 

The phase transition process of the storage is modeled here using the 'Enthalpy Porosity Method' (Brent et al., 

1988). The governing equations involved in the method are given below: 

 

HTF:  

Mass conservation equation: 

𝜕𝜌𝑓

𝜕𝑡
+ ∇ ∙ (𝜌𝑓�⃗� ) = 0                            (eq. 1) 

 

Momentum conservation equation: 

𝜌𝑓 (
𝐷�⃗⃗� 

𝐷𝑡
) = −∇p −

2

3
∇(𝜇𝑓∇ ∙ �⃗� ) + ∇ ∙ [𝜇𝑓(∇�⃗� + (∇�⃗� )

𝑇
)]                                                                     (eq. 2)

                      

Energy conservation equation: 

𝜌𝑓𝑐𝑝𝑓
(
𝐷𝑇

𝐷𝑡
) = ∇ ∙ (k𝑓∇T)                                                                                                                (eq. 3)

                          

PCM: 

Mass conservation equation: 

Properties NaNO3 NaNO2 HTF 

Melting Temperature (K) 579 555 - 

Phase Transition Enthalpy (kJ/kg) 176 180.12 - 

Expansion Coefficient (1/K) 0.0004 0.00028 - 

Specific Heat Capacity (kJ/kg K) 1.60 (s), 1.655 (l) 1.733 (s), 2.553 (l) 2.73 

Thermal Conductivity (W/m-K) 0.8 (s), 0.68 (l) 0.765 (s), 0.665 (l) 0.0893 

Density (kg/m3) 1908 1812 775 

Dynamic Viscosity ×10-4 (Pa-s) 26.9 26.66 3.36 
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𝜕𝜌

𝜕𝑡
+ 𝛻 ∙ (𝜌�⃗� ) = 0                             (eq. 4) 

 

Momentum conservation equation: 

𝜕𝜌�⃗⃗� 

𝜕𝑡
+ ∇ ∙ (𝜌�⃗� �⃗� ) =  −∇𝑝 + 𝑔 𝛽𝑡𝜌𝑟𝑒𝑓(𝑇 − 𝑇𝑟𝑒𝑓) + ∇ ∙ (𝜇∇�⃗� ) + 𝑆 𝑀                                        (eq. 5)

                           

Here,  

𝑆 𝑀 = −
(1−𝛽)2

𝛽3+ 𝜀
𝐴𝑀𝑢𝑠ℎ𝑦�⃗�                                                                                                     (eq. 6)

                  

Here, 𝐴𝑀𝑢𝑠ℎ𝑦 is taken as 105 (Fadl and Eames, 2019). The body force term is included as 𝑔𝛽𝑡𝜌𝑟𝑒𝑓(𝑇 − 𝑇𝑟𝑒𝑓) 

using Boussinesq approximation. 

 

Energy conservation equation: 

𝜕(𝜌𝐻𝑡)

𝜕𝑡
+ 𝛻 ∙ (𝜌�⃗� 𝐻𝑡) = 𝛻 ∙ (𝑘𝛻𝑇)                                                                                                  (eq. 7)

                       

The total enthalpy is further expressed as:  

𝐻𝑡 = ℎ𝑠 + ℎ𝑙                              (eq. 8) 

 

Here,  

ℎ𝑠 = ℎ𝑟𝑒𝑓 + ∫ 𝐶𝑝𝜕𝑇
𝑇𝑚

𝑇
                    (eq. 9) 

 

ℎ𝑙 =  𝛽𝐿                            (eq. 10) 

 

Melt fraction (𝛽):  

𝛽 = {

𝑇−𝑇𝑆𝑜𝑙𝑖𝑑𝑢𝑠

𝑇𝐿𝑖𝑞𝑢𝑖𝑑𝑢𝑠−𝑇𝑆𝑜𝑙𝑖𝑑𝑢𝑠
;  when  𝑇𝑆𝑜𝑙𝑖𝑑𝑢𝑠 < 𝑇 < 𝑇𝐿𝑖𝑞𝑢𝑖𝑑𝑢𝑠

0;        when 𝑇 ≤  𝑇𝑆𝑜𝑙𝑖𝑑𝑢𝑠

1;        when 𝑇 ≥ 𝑇𝐿𝑖𝑞𝑢𝑖𝑑𝑢𝑠

}                                                     (eq. 11)

                               

2.4. Initial and Boundary Conditions 

The initial domain temperature and the inlet HTF temperature are taken as 519K and 615 K, respectively. The 

HTF velocity considered in the analysis is 0.04 m/s. Furthermore, the following boundary and initial conditions 

are used in the modeling of the process:  

HTF: 

At 𝑡 = 0: 𝑣 = 0, 𝑇 = 𝑇𝑖𝑛𝑖𝑡𝑖𝑎𝑙                          (eq. 12) 

At 𝑟 = 𝑟𝑖: 𝑣 = 0, 𝑇𝑖𝑡𝑓+ = 𝑇𝑖𝑡𝑓−                               (eq. 13) 

At 𝑧 = 0: 𝑢 = 𝑢𝑖𝑛, 𝑇 = 𝑇𝑖𝑛                (eq. 14) 

At 𝑧 = 𝑙𝑠𝑡: 𝑝 = 𝑝0                                         (eq. 15) 

PCM: 

At 𝑡 = 0: 𝑣 = 0, 𝑇 = 𝑇𝑖𝑛𝑖𝑡𝑖𝑎𝑙                              (eq. 16) 

At 𝑟 = 𝑟𝑜: 𝑣 = 0, 𝑇𝑖𝑡𝑓+ = 𝑇𝑖𝑡𝑓−                               (eq. 17) 

At 𝑟 = 𝑅𝑖: 𝑣 = 0,
𝜕𝑇

𝜕𝑟
= 0                                   (eq. 18) 

At 𝑧 = 0: 𝑣 = 0,
𝜕𝑇

𝜕𝑧
= 0                                                                                                              (eq. 19)
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At 𝑧 = 𝑙𝑠𝑡: 𝑣 = 0,
𝜕𝑇

𝜕𝑧
= 0                                                                                                              (eq. 20)

                             

At 𝑧 =
𝑙𝑠𝑡

2
: 𝑣 = 0,

𝜕𝑇

𝜕𝑧
= 0 (for two-stage cascade storage)                                          (eq. 21) 

2.5. Validation of Numerical Model and Solution Procedure 

The grid independence study and the time step independence study have highlighted that the 697500 elements and 

the time step size of 0.1s are appropriate for the numerical model (Figure: 2). The developed model is validated 

by using the results of the experimental study performed by Hosseini et al. (Hosseini et al., 2012). (Figure: 3). A 

maximum deviation of 2.5 K and 4.1 K in average and local temperature of the PCM is reported here (Hosseini 

et al., 2012). 

 
(a) 

 
(b) 

Fig. 2: (a) Grid independence study (b) Time step independence study 

 

 
(a) 

 

 
(b) 

Fig. 3: Model validation (Hosseini et al., 2012)  (a) Average temperature of the phase change material, (b) Local temperature in the 

phase change material 

3D models are prepared for each configuration of the storage , and unsteady state simulations are performed using 

ANSYS Fluent 2020 R1 (ANSYS Inc ( Release-15.0), 2015), where a pressure-based solver and SIMPLE 

algorithm are implemented (Mekrisuh et al., 2020). Here QUICK scheme is used for discretization, and pressure 

staggering option (PRESTO) is also incorporated (Mekrisuh et al., 2020). A convergence criterion of 10-3 is 

assigned for both mass and momentum equations, and on the other hand, a convergence criterion of  10-6  is 

assigned for the energy equation in the present numerical model. 
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3. Results and Discussion 

In the present study, a comparative charge cycle performance evaluation is done between two single PCM-based 

vertical LTES having NaNO3 and NaNO2 as the PCMs and the two-stage vertical CLHS having both the PCMs 

together in a single storage unit. Moreover, the current study is extended further to highlight the effect of the 

geometric orientation (vertical and horizontal) of the storage on the melting cycle of the storage. All the storage 

configurations are designed to store the 1 MJ of latent thermal energy. The findings of the current study are as 

follows:  

3.1. Comparative Assessment of Single and Multiple PCM-based Storage 

Initially, a comparative analysis is done to highlight the effect of the cascading of the PCMs in a vertical LTES 

unit. In this context, the melting process in single-stage NaNO3, NaNO2, and two-stage NaNO3/ NaNO2 vertical 

storages is investigated. The HTF enters from the top of the storage and transfers heat to the surrounding PCM 

shell. The melting process is initiated almost at the same time (after 30 minutes) in NaNO3 and NaNO3/ NaNO2 

storage, while NaNO2 shows an early initiation (after 20 minutes) of the melting process (Figure: 4 (a)). Owing 

to the significant temperature differential between the HTF and the phase transition temperature of the NaNO2, a 

fast-charging rate can be seen at the initial stage of the melting. As the HTF passes through the inner HTF tube in 

the storage, the temperature of the HTF decreases, which further reduces the established energy transfer rate from 

HTF to the storage medium (PCM). The arrangement of the two different PCMs in the HTF movement direction 

having PCM of higher phase transition temperature in the primary stage maintains a better rate of heat transfer 

between HTF and PCM, which improves the charging process. Here NaNO3, NaNO2, and NaNO3/ NaNO2 

configurations of the storage complete the melting after 525 minutes, 380 minutes, and 340 minutes, respectively 

of the charging process. The time of the complete charging of the 2-stage CLHS is found to be 35.23% and 10.52% 

less as compared to the NaNO3 and NaNO2 storage. Both the stages of the CLHS complete the melting after a 

nearly equal time period (stage 1 in 340 minutes, while stage 2 in 330 minutes), which is the best way to utilize 

the CLHS technology. Figure: 4(b) represents the variation of the average temperature of the PCMs in each 

configuration of the storage. The three different stages (sensible heating of solid PCM, phase transition, and the 

sensible heating of the liquid PCM) of the charging cycle of the LTES can be seen in the figure. NaNO3 has a 

higher melting temperature as compared to NaNO2; therefore, a long sensible heating phase can be seen in figure: 

4(b). After the initiation of the melting, a slight increment in PCM temperature can be seen until the completion 

of the charging cycle. After that, it achieves a temperature equal to the inlet temperature of the HTF to complete 

the charging cycle. All the other PCMs follow the same trend to complete the charging cycle. 

 
(a) 

 
(b) 

Fig. 4: (a) Variation of the liquid faction of the PCMs in the vertical storage configurations (b) Variation of the average temperature 

of the PCMs in the vertical storage configurations 

 

A clear depiction of the melting front movement can be seen in Figures: 5 and 6. Figure: 5 represents the 

movement of the melt front on the central axial plane in the storage, while Figure: 6 represents the movement of 

the melt front on the two radial planes at an axial location of 222 mm (top) and 666 mm (bottom) from the inlet. 

In the vertical storage configurations, the HTF enters from the top of the storage and transfers energy to the PCM 
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through the adjacent copper wall; as the PCM starts melting, buoyancy-driven natural convection sets up in the 

PCM domain. Due to the low density of the liquid PCM, it tries to pile up at the top portion of the storage. The 

accumulation of the PCM at the top portion of the vertical storage enhances the energy transfer in that region. 

Therefore, a faster rate of energy transfer can be depicted in figure: 6 as compared to the bottom portion of the 

storage. 

 
Fig. 5: Liquid faction contours in the vertical storage configurations (at a central axial plane)  

 
Fig. 6: Liquid faction contours in the vertical storage configurations (at the radial plane located at an axial distance of 222 mm (top) 

and 666 mm (bottom) from the inlet) 

Figure: 7 represents the temperature contours on the axial plane in storage . It can be inferred from the figure that 

stage 2 has lower temperature distribution as compared to stage 1 of the CLHS because it reaches the melting state 

earlier than stage 1, as explained above. The significant movement of the melted PCM at the top region of the 

storage augments the rate of melting, which results in the high temperature of the PCM in that region. 
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Fig. 7: Temperature contours in the vertical storage configurations (at a central axial plane) 

3.2. Comparative Assessment of Cascade Latent Heat Storage for Various Geometric Orientations 

The present study is further extended to investigate the effects of the various orientations of the CLHS on the 

charging process. In this context, the 2-stage CLHS is investigated for the vertical and horizontal orientations. 

The variation of the average melt fraction in the CLHS and the variation of the average melt fraction in the 

individual stage of the CLHS can be seen in Figure: 8. During the sensible heating of the solid PCMs, the 

conduction heat transfer will be dominant, due to which both the storages behave the same. 

 
(a) 

 
(b) 

 

Fig. 8: Variation of the liquid faction of the PCMs in the vertical and horizontal CLHS (a) Average liquid fraction in CLHS (b) 

average liquid fraction in individual stages of CLHS 

It can be depicted from the figure that initially, both vertical and horizontal CLHS shows the same rate of melting 

because of weak natural convection due to the less mass of the melted PCMs in each stage. After 70 minutes of 

the charging operation, a difference in the rate of melting can be seen in both configurations. As explained in the 

earlier section that due to the low density of the melted PCM, a natural convection current sets up in the domain 

which tries to move the liquid PCM in the opposite direction of the gravity (buoyancy-driven motion). 
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Fig. 9: Liquid faction contours in the vertical (left) and horizontal (right) CLHS (at a central axial plane) 

 
Fig. 10: Liquid faction contours in the vertical (left) and horizontal (right) CLHS (at the radial plane located at an axial distance of 

222 mm (top) and 666 mm (bottom) from the inlet) 

The gravitational force acts toward the HTF flow direction (z-direction) in the vertical orientation, while it acts in 

the radial direction (r direction) in the horizontal orientation. So, in the vertical orientation, the melted PCM tries 

to pile up in the top portion of the storage and improve the rate of heat transfer in that portion, which ultimately 

slows down the phase transition in the bottom portion of the storage (Figure: 9, 10). Conversely, in the horizontal 

orientation, the PCM tries to move in the radial direction (perpendicular to the HTF flow direction) and improves 

the heat transfer along the entire length of the storage (Figure: 9, 10). Therefore, a better charging rate can be seen 

in the horizontal CLHS as compared to the vertical CLHS.  

An important observation can be made from the Figure: 9, and 10, that in horizontal CLHS, after the completion 

of the melting in the upper half domain of the CLHS, the rate of the heat transfer remains slow during the melting 

of the lower half domain of the CLHS due to accumulation of the melted PCM opposite to the direction of the 

gravity. Therefore, a slow rate of melting can be seen after the 50% charging of the storage. Therefore, it can be 

inferred that horizontal orientation is more suited for the part load operation of the CLHS. The charging period of 

the horizontal CLHS was found to be 39.04%, 15.78%, and 5.9% less than the charging period of the 1-stage 

NaNO3 storage, 1-stage NaNO2 storage, and 2-stage vertical CLHS, respectively (Figure: 11 (a)). In vertical 

CLHS, stage 2 (after 320 minutes of the charging operation) completes the melting 20 minutes earlier than stage 
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1(after 340 minutes of the charging operation) because of the high-temperature difference between the HTF (heat 

carrier fluid) and the melting temperature of the PCM in stage 2. However, in the horizontal CLHS, stage 2 (after 

270 minutes of the charging operation) completes the melting 50 minutes earlier than stage 1(after 320 minutes 

of the charging operation). Therefore, it can be inferred that the orientation of the LTES affects the comparative 

melting behavior of the individual stage and increase the time range of the operation of the CLHS (Figure: 8(b)).  

Another essential parameter to judge the performance of the LTES is the total latent thermal energy stored during 

the complete charging process. Figure: 11 (b) represents the latent heat stored in the various configurations of the 

storage. All the configurations of the storage are designed to store 1 MJ of latent heat. It is inferred from the figure 

that after the 320 minutes of the charging process, 1-stage NaNO3, 1-stage NaNO2, and 2-stage vertical CLHS 

store 78%, 93%, and 98%, respectively, of the target latent thermal energy, while horizontal 2-stage CLHS is the 

only storage configuration which stores the 100% of the targeted energy.  

 

 
(a) 

 

 
(b) 

 

Fig. 11: (a) Total melting time of the storage configurations investigated in the present study  (b) Latent thermal energy stored in the 

storage configurations investigated in the present study 

4. Conclusion 

In this investigation, a comparative thermal performance evaluation of the single PCM-based latent heat storage 

having NaNO3 and NaNO2 as the PCMs and the 2-stage cascade latent heat storage having both the PCMs is done. 

It is concluded that a 35.23% and 10.52% faster-charging rate than single PCM-based counterparts, i.e., NaNO3 

storage and NaNO2 storage, respectively, can be obtained using 2-stage CLHS. The movement and accumulation 

of the liquid PCM at the top portion of the vertical storage slow down the melting in the other lower part of the 

storage. The use of any heat transfer enhancement method for the lower portion of the storage can boost the 

melting rate of the entire storage. Moreover, the present study also concludes that the charge cycle performance 

of the vertical CLHS can be reduced further by changing the orientation of the CLHS to horizontal. The charge 

cycle time of the horizontal CLHS was found to be 39.04%, 15.78%, and 5.9% less than the charge cycle time of 

the 1-stage NaNO3 storage, 1-stage NaNO2 storage, and 2-stage vertical CLHS, respectively. It also concluded 

that after the 320 minutes of the charging process, 1-stage NaNO3, 1-stage NaNO2, and 2-stage vertical CLHS 

store 78%, 93%, and 98%, respectively, of the target latent thermal energy, while horizontal 2-stage CLHS is the 

only storage configuration which stores the 100% of the targeted energy. The present study can further be extended 

for the discharging cycle to highlight the cyclic behavior of the multiple PCM-based storage. 
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Abbreviations and Nomenclature 

 

Table 1: Recommended symbols for materials 

properties  

  
Quantity Symbol Unit 

𝑐𝑝 Specific heat kJ kg-1 K-1 

𝑔  Gravitational acceleration m sec-2 

𝐻𝑡  Total enthalpy kJ kg-1 

ℎ𝑙 Enthalpy of phase change kJ kg-1 

ℎ𝑠 Specific sensible enthalpy kJ kg-1 

𝑘 Thermal conductivity W/m-1 K-1 

𝐿 Latent heat of PCM kJ kg-1 

𝑙 Length of the storage m 

𝑚 Mass kg 

𝑝 Pressure Pa 

𝑟 Radial distance m 

𝑅 Shell radius m 

𝑇 Temperature K 

𝑡 Time s 

𝑣  Velocity m/s 

𝑧 Axial distance m 

Greek Symbols 

𝜇 Dynamic viscosity Pa-s 

𝜌 Density kg m-3 

𝜃 Angular distance degrees 

𝛽 Melt fraction - 

𝛽𝑡 Volumetric expansion coefficient K-1 

    

Table 2: Recommended subscripts 

 

Quantity Symbol 

Ambient 𝑎𝑚𝑏 

Fluid (HTF) 𝑓 

Interface 𝑖𝑡𝑓 

Inner 𝑖 
Melting 𝑚 

outer 𝑜 

Reference 𝑟𝑒𝑓 

Storage 𝑠𝑡 
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Abstract 

Energy consumption is expected to continue rising, and in conjunction with greater environmental concern, it 

has boosted the development of renewable and sustainable energy sources, including storage media materials 

for thermal energy storage (TES) systems. Biobased Phase Change Materials (PCMs) are materials derived 

from renewable and environmentally friendly resources, such as palm oil, and are a great solution as they have 

similar properties to paraffin-based PCMs. Therefore, in view of designing a nano-enhanced PCMs (NePCMs) 

based on a commercial plant-based PCM, CrodaTherm60, was selected due to its high latent heat capacity as 

well as its medium melting point, 60 °C, making it suitable for solar domestic hot water systems (SDWHs). 

Whilst the selected PCM has desirable properties, it still possesses the most common limitations, such as its 

low thermal conductivity; thus, NePCMs were prepared and characterized using carbon-based nanoparticles, 

and graphene nanoplatelets (GNPs).  

Keywords: Heat storage, biobased PCM, Thermal properties, Graphene nanoplatelets (GNP), Thermal 

conductivity.  

1. Introduction 

Thermal energy storage (TES) systems facilitate the energy balance between energy demand and supply, by 

storing the renewable energy when its available and release it when demand becomes higher. Energy demands 

for the residential sector vary seasonally; thus, incorporating a TES is essential for increasing renewable energy 

utilization. Currently, paraffin-based are the most studied type of organic PCMs for Latent Heat Thermal 

Energy Storage (LHTES) applications due to their favourable characteristics (Shi et al., 2013), which includes 

their high latent heat storage capacity and small temperature variation during the phase change process. 

However, these materials are not obtained from renewable sources, and their carbon footprint impact is often 

overlooked. Thereby, biobased PCMs are a promising alternative as they could have similar properties as 

paraffin waxes; thusly, over the recent years the research on this type of PCMs have grown exponentially 

(Wuliu et al., 2021, Liu et al., 2020, Hu et al., 2021). 

Okogeri and Stathopoulos (2021) reviewed the research status of biobased PCMs with a focus on their 

promising perspectives as well as limitations and drawbacks; they also discussed the possibility of using waste 

materials such as waste cooking oil as potential alternatives to edible oil-based PCMs. Although biobased 

PCMs have many desirable properties, they still possess similar drawbacks as paraffin-based PCMs, such as 
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low thermal conductivities. Thus, methods to improve the thermal conductivity of PCMs are widely 

investigated, and one of the methods often implemented is the incorporation of high conductive nanoparticles. 

Different nanoparticles have been studied to improve the thermal conductivity of the PCMs by different 

researchers (Jeong et al., 2013, Yu et al., 2014, D'oliveira et al., 2022), including nanoparticles based on carbon 

(Jeong et al., 2013, Yu et al., 2014), metal (Zhang et al., 2021, Cui et al., 2016), and metal oxides (Wang et al., 

2012, Manoj Kumar et al., 2020).  

Among carbon-based particles, graphene provides excellent properties for enhancing the heat transfer 

processes in the PCMs, such as high thermal conductivity, 5300 W/m.K (Sang et al., 2019), high aspect ratio 

and relatively low densities. Prado and Lugo (2020) developed and compared NePCMs based on PureTemp 8 

as the PCM, provided by Entropy Solutions, with dispersions of GNPs (11-15 nm thickness) and MgO (35 nm 

diameter) nanoparticles purchased from IoLiTec; acetic acid, provided by Sigma-Aldrich, was used as a 

surfactant to improve the stability of the dispersions. Their results showed that more significant thermal 

conductivity improvements were obtained using GNPs as the conductive filler instead of MgO. Amin (2017) 

prepared and investigated NePCMs based on Beeswax as PCM and GNPs as nanoparticles, with a particle size 

of 2 nm. Including 0.3 wt% of GNPs into the PCM increased the thermal conductivity of the composite to 2.8 

W/m.K, 11 times higher than the pure beeswax (0.25 W/m.K). Besides that, the inclusion of GNPs not only 

had a positive effect on the thermal conductivity of the Beeswax but also enhanced the latent heat of the 

material. Shi et al. (2013) prepared and investigated the thermal conductivity enhancement of paraffin, with a 

melting temperature of 61.6°C, with loadings of exfoliated graphite nanoplatelets (xGnP) and graphene. From 

the results obtained by the authors, the thermal conductivity enhancement with graphene was much smaller 

than expected, and they suggested that the reason was the interfacial thermal resistance because of the 

inefficient coupling of acoustic waves through the weak van der Waals interaction.  

Although many studies were conducted with similar carbon-based nanoparticles, there are significant 

discrepancies, making the selection of the appropriate nanomaterial for a specific PCM unclear. To the best of 

authors’ knowledge, regarding the preparation and characterization of NePCMs based on CrodaTherm60 as 

the PCM, no studies were found in the literature; however, researchers have investigated the thermal 

performance of latent heat thermal energy storage (LHTES) filled with CrodaTherm60 in systems such as 

multi-tube finned copper heat exchanger (Fadl and Eames, 2021). In the current study, NePCMs based on the 

commercially available PCM, CrodaTherm60, were incorporated with 2, 4 and 6 wt.% of GNPs through the 

magnetic stirring and ultrasonication synthesis process. Moreover, to study the effects of the different mass 

fractions of GNPs on the thermal performance of the CrodaTherm60, the main thermophysical properties, 

phase change temperatures, latent heat, densities, and thermal conductivity were studied experimentally.  

2. Methodology  

2.1 Materials 

CrodaTherm60 a bio-organic PCM (derived from plant-based feedstock), with a melting temperature of 60 °C 

supplied by CRODA Energy Technologies was used as the PCM in this study. The thermal properties of the 

commercially available biobased PCM are shown in Tab. 1, To increase the thermal conductivity of the PCM, 

graphene nanoplatelets, with a thickness of 2 nm and specific surface area of 750 m2/g, supplied from IoLiTec 

were used as the high conductive particles.  

Tab. 1: Thermal properties of the commercially available CrodaTherm60 

Density 

[kg/𝐦𝟑] 

Melting 

Temp. [°C] 

Latent heat 

[kJ/kg] 

Thermal 

conductivity 

[W/m.K] 

Specific heat 

[kJ/kg. K] 

922 60 217 0.29 2.3 
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2.2 Preparation of NEPCMs 

The NePCMs were prepared following the magnetic stirring and ultrasonication process, which offers better 

incorporation of GNPs nanoparticles into the base of the CrodaTherm60 (Yu et al., 2014, Putra et al., 2017). 

First, 50 grams of CrodaTherm60 were melted in a water bath at a constant temperature of 80 °C. Afterwards, 

GNPs nanoparticles were incorporated into the melted PCM and mixed for 30 min with a magnetic stirring at 

800 r/min and 80 °C. Having completed the first step of the synthesis process, the melted NePCMs were 

ultrasonicated in an ultrasonic bath for 30 min at the same temperature to break down the GNPs aggregation 

and to improve the dispersion of the nanoparticles into the base PCM. The synthesis process implemented in 

this study is illustrated in Fig. 1.  

 

Fig. 1: Procedure of the NEPCMs sample preparation 

2.3 Characterization techniques 

The morphology and microstructure of the thermal enhanced CrodaTherm60 were observed using scanning 

electron microscopy (SEM, TESCAN MIRA3) at room temperature. The NePCMs samples were coated with 

a platinum coating, 5 nm in thickness, to increase the electrical conductivity of the samples. The SEM images 

were taken at an accelerating voltage of 5kV and the same view field. 

Thermal properties of the PCM and NePCM, such as melting and crystallization temperature, latent heat and 

specific heat capacity, were measured using the Differential Scanning Calorimetry (DSC, 131 SETARAM). 

The DSC measurements were performed at two heating and cooling rates, 2 K/min and 10 K/min, in a 

temperature range of 15 to 90 °C for heating and 90 to 15°C for cooling, under a constant stream of argon gas 

atmosphere and nitrogen to better control heating and cooling rates. Three samples of 7-9 mg of each NePCMs 

were prepared using a balance with a precision of 0.1 mg.  

The thermal conductivity of PCMs and NePCMs were measured by a thermal conductivity instrument (Linseis 

THB 100), with a measurement accuracy of 5 %. The samples prepared were 50mm x 25 mm with an average 

thickness of 5mm. The hot point sensor was placed between two samples, and a weight of about 2 kg was used 

to improve the contact with the sensor. The sensor was calibrated using polymethyl methacrylate (PMMA) 

with thermal conductivity of 0.194 W/m.K for a single-point calibration. The thermal conductivity was 

measured at room temperature, solid phase. Several measurements were taken for each sample, and the position 

of the sensor was changed each time, and the reported values  were the mean. The uncertainty for the thermal 

conductivity reported was estimated to be less than 5 %. 

The density of the solid samples was measured using the Arquimedes principles. The method is described in 

the BS EN ISO 1183-1 standard. The liquid used was ethanol at a temperature of 20 °C. The uncertainty for 

the density reported was estimated to be less than 1 %. 
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3. Results and Discussion 

3.1 Morphology and microstructure of the NePCMs 

The NePCMs samples prepared with 2, 4 and 6 wt.% mass fractions of Graphene nanoplatelets are shown in 

Fig. 2. The SEM images of the prepared NePCMs presented in Fig. 3, show that the GNPs are well dispersed. 

However, there is a significant agglomeration shown by the SEM images; with 2 wt.% of GNPs in the based 

PCM the clustering size was in the microscale and not nanoscale. It is observed that the agglomeration of the 

nanoparticles increases with the mass concentration of nanoparticles. As seen in Fig. 3 (b) and (c) the GNPs 

are separated into layers which could limit the formation of an effective heat conduction network.  

 

Fig. 2: NePCMs with mass fractions of 2, 4 and 6 wt.% GNPs 

 
Fig. 3: SEM images of NePCMs with (a) 2 wt.%, (b) 4 wt.% and (c) 6 wt.% with a view field of 100 µm at a 5.0 kV  

3.2 Thermal properties of the CrodaTherm60 and CrodaTherm60 NePCMs 

The following thermal properties of the pure and enhanced phase change materials were investigated, including 

the onset temperature and latent heat capacity of melting and solidification processes obtained by the DSC 

equipment. The first cycle, at 10 K/min, was discarded to eliminate the thermal history of the sample before 

the measurements were taken; the consecutive cycles were effectively used to avoid discrepancies and outliers. 

The measurements for the latent heat capacity (∆H) were taken at 10 K/min, as at this scanning rate the error 

is minimized, while at 2 K/min, the phase change transition (onset) value tends to be more accurate; thus, 

testing the samples at both heating rates allowed more accurate identification of the latter thermal properties 

stated  (Müller et al., 2020). The detailed data obtained by the DSC measurements and the estimated latent 

heat capacity are shown in Tab. 2. It is expected that the addition of GNPs into the CrodaTherm60, will reduce 

the latent heat capacity of the NePCMs as the content of the base PCM is reduced. Theoretically, the reduction 

in the latent heat capacity of the NePCMs is directly proportional to the increase in the mass fraction of the 

additive content and can be calculated with the following equation (Feng et al., 2022, Yuan et al., 2016a): 

∆𝐻𝑁𝑒𝑃𝐶𝑀 = 𝜑∆𝐻𝑃𝐶𝑀 

Where ∆HNePCM is the latent heat of NePCMs, φ is the percentage of PCM and ∆HPCM is the latent heat 

capacity of the PCM.  
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Tab. 2: Heat storage properties of CrodaTherm60 and thermal enhanced CrodaTherm60 

Material 
 

 
 

Wt.% Tm  

[°C] 

∆𝑯𝒎 

 [kJ/kg] 

Reduction 

in  
∆𝑯𝒎 

[%[ 

Theoretical 

∆𝑯𝒎 

[kJ/kg] 

𝑻𝒔 
[°C] 

∆𝑯𝒔 

 [kJ/kg] 

CrodaTherm 

60/ 2nm 

GNP 

0 57.2±0.2 201.7±15.8 - - 58.1±0.1 209.0±19.9 

2 57.5±0.3 183.6±6.7  -8.98% 197.7 58.3±0.1 186.9±9.1 

4 57.7±0.8 174.8±7.2 -13.34% 193.7 58.4±0.1 180.9±3.3 

6 57.3±0.1 178.5±10.4 -11.51% 189.6 58.4±0.1 183.6±8.8 

 

The melting and solidification curves from the DSC measurements of CrodaTherm60 and the NePCMs with 

the different mass fractions of GNPs are shown in Fig. 4 (a). The DSC curves of the three NePCMs are similarly 

shaped to the pure CrodaTherm60, with an observably endothermic peak in the melting process and an 

exothermic peak in the solidification process. The latent heat capacity for melting and solidification is obtained 

by integrating the total area under the peaks for the solid-liquid transition curves of the NePCMs. The measured 

melting temperature of CrodaTherm60 is 57.2 °C, thus, the material is suitable to be used in domestic space 

and water heating systems. The melting and solidification latent heat are measured as 201.7 and 209.0 kJ/kg, 

respectively. The supplier, Croda Technologies, provides information about the melting temperature and latent 

heat (Tab. 1Tab.1) which can be compared to the measured values. In average, the deviaton from the supplier 

stated values for melting temperature is 4.7 %, however, for latent heat is 7.3 %. 

 

 
 

Fig. 4. (a) DSC curves of CrodaTherm60 and NePCMs and (b) difference in Latent heat capacity 

The changes in the latent heat capacity with the increase in loadings of GNPs into the base PCM can be 

observed in Fig. 4 (b). As seen on Tab. 2 the latent heat increased with 6 wt.% when comparing with the 

NePCM with 4 wt.%, this could be explained due to the uncertainty of the measurements related to the 

precision of the balance used to weight the reference samples as well as the DSC equipment accuracy. Issues 

were also found when performing the DSC measurements, as there was leakage on the crucible pans from the 

samples, resulting in mass changes during the experiments.  

3.3 Effects of the mass fraction on the densities  

The density of CrodaTherm60 and NePCMs, with loadings of GNPs, at a solid state were experimentally 

measured and are show in Tab.3.  

Tab. 3: Variation on the Density of the NePCMs with the incorporation of 2 nm GNPs 

Material Wt.% Density (solid) 

 [kg/𝐦𝟑] 

Standard deviation 

[kg/𝐦𝟑] 

Increase in 

density [%] 

CrodaTherm60 0 937 ±8.5 - 

CrodaTherm60 + 

GNPs 

2 949 ±4.1 1.2 

4 974 ±7.6 4.0 

6 996 ±2.9 6.3 

 

(b) (a) 

 
E. Jesus D'Oliveira et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1378



The effects of the GNPs mass fractions on the PCM density are illustrated in Fig. 5. The measured solid density 

of the CrodaTherm60 is 937 kg/m3 which is 1.6% higher than the density reported by the suppliers, 922 kg/m3. 

There is a strong linear correlation with a factor of 0.98, which indicates that the increase in the density of the 

NePCMs is directly proportional to the mass fraction of GNPs. 

 

Fig. 5: Effects on the density with the increase of mass fractions wt.% of GNPs  

3.4 Thermal conductivity  

One of the performance indicators of the storage media material is the rate at which the energy can be stored 

and released, and it is highly dependent on the thermal conductivity of the material. Tab. 4 summarises the 

variation of the solid thermal conductivity of the CrodaTherm60 and NePCMs with different mass fractions, 

2-4 wt.%, and the enhancement rates. The solid thermal conductivity measurements were taken at 

approximately 25 °C and for each sample, the tests were repeated 3 times and the value of each data is 

represented as mean ± standard deviation.  

Tab. 4: Measured thermal conductivity in solid state at ambient temperature of CrodaTherm 60 with the incorporation of 2 nm 

GNPs 

Material Wt.% Thermal 

conductivity 

[W/m.K] 

Thermal 

conductivity 

enhancement [%] 

Standard 

deviation 

[W/m.K] 

CrodaTherm60  0 0.206 - ±0.021 

CrodaTherm60 + 

GNPs 

2 0.224 8.8 ±0.007 

4 0.228 10.6 ±0.011 

6 0.230 11.5 0.007 

 

It can be seen from Fig. 6, that the thermal conductivity of the NePCMs increases along with the increase of 

GNPs contents. The thermal conductivity of the CrodaTherm60 was measured to be 0.206 W/m.K and the 

standard deviation in the measurement of thermal conductivity was up to 0.021 W/m.K. Although there was 

an increase in the thermal conductivity of the NePCMs, the thermal conductivity enhancement was lower than 

expected, despite the excellent thermal conductivity of the GNPs.   
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Fig. 6: Measured thermal conductivity of the solid NePCMs as a function of the loading of graphene nanoplatelets 

Tab. 5 shows the results in the thermal conductivity enhancement in recent studies that have used carbon-based 

nanoparticles, mostly GNPs with similar geometries to the nanoparticles used in this study. There are 

significant discrepancies in the results reported in this study compared with previously published studies. The 

discrepancies could be attributed to numerous factors, some related to the differences in the nanocomposites, 

such as the size, thickness, specific surface area, and agglomeration of the nanoparticles and others related to 

the nonreported uncertainties in the measurements. The result reported in this study are preliminary; however, 

it is evident that the impact of carbon nanoparticles in the thermal conductivity should be further investigated.  

Tab. 5: A summary of recent studies that used carbon-based nanomaterials as a conductive filler 

Base PCM Nanoparticles NePCMs Ref. 

PCM/ 

 Tm [°C] 

k 

 [W/m.K] 

Type Size [wt.%] k  

[W/m.K] 

Kenhancement 

[%] 

Paraffin  

[29-36°C] 

0.20 GNPs - 1 0.23 16 % (Abdelrazik 

et al., 2020) 5 0.24 20 % 

10 0.26 28 % 

20 0.30 47 % 

Palmitic-

Stearic acid 

[54°C] 

0.26 GNPs Thickness: 

4-20 nm 

Layers: <20 

Size: 5-

10µm 

1 0.34 30 % (Yuan et al., 

2016b) 2 0.44 65 % 

4 0.62 134 % 

8 0.98 273 % 

Myristic 

acid 

[54.4°C] 

0.22 GNPs Diameter: 

5-10 µm 

Thickness: 

3-10nm 

1 0.45 104 % (He et al., 

2019) 2 0.50 127 % 

3 0.60 176 % 

n-

nonacosane 

[61.6°C] 

0.2 xGnP - 2 0.75 25 % (Shi et al., 

2013) 5 1.75 100 % 

10 2.75 150 % 

 

A graphical comparison of the variation of the thermal conductivity of different carbon-based NePCMs as well 

as the current NePCMs prepared in this study is shown in Fig. 7. Yuan et al. (2016) investigated the thermal 

performance of palmitic-stearic acid with GNPs. The NePCMs were prepared using a similar synthesis process 

as the preparation process used in this study; however, the time taken for the magnetic stirring as well as the 

ultrasonication, were of 1 h each which was 30 min higher than the time taken for the preparation of the 

NePCMs in this study. This could have resulted in a better dispersion of the GNPs into the palmitic-stearic 

acid, resulting in less agglomeration. He et al. (2019) prepared and characterized myristic acid with different 

carbon nanoparticles including GNPs. The level of enhancement in the thermal conductivity with the increase 

of GNPs slowed down with the increase in the concentration of the nanoparticles.  
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The lower increase in the thermal conductivity of the NePCMs prepared in this study could be due to the 

agglomeration and sedimentation phenomena, and according to Xuan et al. (2003) the aggregation of the 

nanoparticles can have a negative impact on the thermal conductivity enhancement since Brownian motion 

will be slower. Although, the specific surface area of the nanomaterial play an important role in the shape 

stabilization of the PCMs, it can also accelerate the nanomaterial aggregation, which tends to weaken the 

thermal conductivity enhancement effect. The specific surface area of the GNPs used in this study is 750 m2/g, 

thus, the low increase in the thermal conductivity could have been attributed to this phenomenon. Therefore, 

methods should be taken to avoid the aggregating issues that can be caused by the agglomeration and 

sedimentation issues.  

 

 
Fig. 7: Comparison of thermal conductivity enhancements of NePCMs vs additive mass fractions (wt.%) using carbon based 

nanomaterials  

4. Conclusion 

In this paper, the effects of adding graphene nanoplatelets in the main properties, phase change temperatures, 

latent heat capacities, density, and thermal conductivities of the CrodaTherm60 were investigated. The latent 

heat capacity of the NePCMs significantly decreased with the addition of GNPs into the CrodaTherm60 and 

the content of nanoparticles. The measured melting temperature of 57.2 °C and high latent heat capacity of 

201.7 kJ/kg make this material suitable for space and domestic water heating applications. Due to weigh loss 

reported from the samples analysed through the DSC characterization, more samples using different crucibles 

are going to be prepared and analysed to reduce the error and uncertainties from the measurements taken. The 

GNPs were very ineffective in boosting the thermal conductivity of the CrodaTherm60 despite its high thermal 

conductivity. This can be associated to the high specific surface area of the GNPs which can be prone for 

agglomeration and sedimentation issues, seen from the SEM images taken from the NePCMs samples. 

Therefore, further efforts will be required to address the agglomeration issues, which might include increasing 

the time for ultrasonication during the preparation process to break the GNPs clusters as well as using 

nucleating agents to improve the dispersion of the nanoparticles into the PCM. 
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Loading Slim Hot Water Tanks With and Without Swirl Generation - 
First Results  

Felix Oestreich1, Thorsten Urbaneck1 
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Abstract 

Hot water storage tanks (pressure vessels) enable the storing of pressurized water in the temperature range 

95…200 °C. These storage tanks are often used in solar heat supply systems, in combined heat and power plants, 

in district heating networks and in industrial heat supply networks. During loading, flow effects occur in slim 

storage tanks, which are detrimental to the development of thermal stratification. This work compares the thermal 

stratification development for loading with conventional radial diffusers with a new diffuser design that generates 

swirl flow. Numerical flow simulation (CFD) studies show the behaviour in the diffuser and in the storage. The 

effects on thermal stratification are analysed and evaluated with known key figures.  

Keywords: thermal energy storage, tank, pressure vessel, hot water, heat supply, stratification, charging device, 

diffuser, optimization, swirl, simulation 

1. Introduction 

To achieve the goals of the Paris climate agreement, the reduction of greenhouse gas emissions in the area of 

energy supply is essential (BMUV, 2022). The supply of space heating and tap water as well as the provision of 

process heat (56 % of final energy consumption in Germany, as of 2020) cause a large part of these emissions 

(AG Energiebilanzen, 2022). Therefore, the development of renewable energy supply is necessary for a climate-

neutral or emission-free heat supply. Medium-temperature solar thermal energy can make a significant 

contribution in the area of district heating supply. This is confirmed, for example, by the studies of Stahlhut et al. 

(Stahlhut, 2022a, 2022b). The provision of heat by collector fields is predominantly time-delayed to the heat 

demand. Thermal energy storage systems can store surplus heat and supply it to the heating network or consumers 

with a time delay. In this way, the storage units enable a temporal decoupling. In district heating supply, hot water 

storage tanks fulfill this function.  

Available storage tank designs are shown in Fig. 1 (Urbaneck, 2020). For the temperature range 95...140 °C, flat-

bottom tanks are suitable as two-zone storage tanks (a4) as well as slim pressure vessels (b1) and compact pressure 

vessels (b2). This work deals with slim pressure vessels (b1). Fig. 2 shows such an installation with slim tanks. 

The operating pressure of 10 to 20 bar enables the storage of liquid water from 95 to approx. 200 °C. This means 

that these storage tanks are also suitable for industrial heat supply. Fig. 3 shows the specific storage investment 

costs for all storage types from Fig. 1. Consequently, storage design (b1) is particularly advantageous for high 

temperature differences (> 75 K) and medium storage capacities up to 400 MWh compared with other storage 

designs (Urbaneck, 2020).  

Due to production in the factory, typical storage volumes are between 180 and 200 m³ per storage tank (Fig. 2). 

The schematic structure of a series connection of storage tanks (b1) is shown in Fig. 4. Larger storage volumes 

can be realized via series and parallel connection (Fig. 2). The storage are operated according to the displacement 

principle. The pressure is maintained outside the storage so that the storage are completely filled with water. 

The operation of such storage facilities is complex and depends on many influencing factors. One essential aspect 

is the thermal stratification. The stratification characterizes the vertical temperature distribution and provides 

information about mixing processes in the storage tank. A high quality of thermal stratification indicates low 

internal storage losses. Internal storage losses are the temperature reduction of the storage water by mixing or heat 

conduction as well as further heat transfer processes in the storage. These losses can be described by the increase 

of entropy or the decrease of exergy. A significant influence on the stratification quality has the operating 

parameters (e.g. density difference, volume flow rate) during the loading process and the design (geometry, shape) 

of the loading system. The aim of this work is to improve the thermal stratification during the loading process of 

slim hot water storage tanks. The investigations are carried out with numerical flow simulation (CFD). The flow 

processes or heat transfer in the loading system and in the storage room were modeled. External losses (e.g. heat 

transfer processes in the storage tank wall) are not subject of this investigation. 
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In order to achieve an improvement of the thermal stratification, different diffuser designs are investigated. A 

conventional radial diffuser is used for loading (Fig. 5 a)). This diffuser allows radial velocity decay and 

theoretically uniform inflow (equal distribution of direction and velocity at the diffuser outlet) of the loading fluid 

into the storage. Fig. 5 b) shows this behaviour in a very simplified way. In principle, this behavior is favorable 

for building up the thermal stratification. 

Studies by (Brähmer, 2012) and (Lohse, 2012) show that, due to the relatively small storage radius, undesirable 

flow effects occur (e.g. formation of a wall jet and a large-scale mixing zone in the upper storage area), which 

lead to a poor starting position with regard to the stratification structure. To overcome this flow problem, (Platzer, 

2017) proposes swirl loading. For swirl generation, guide elements are installed in the diffuser (Fig. 5 c)). These 

internal elements are characterized by the entrance 𝛼, the exit angle or swirl angle 𝛽 and the number of internal 

elements 𝑧 (Fig. 5 d)). The rotation is intended to reduce the momentum of the jet in the upper storage region. 

This fundamentally changes the flow behaviour (Fig. 5 e)), novel loading with swirl generation). First empirical 

investigations showed the advantageousness (Winkler, 2017). Subsequent experimental work did not provide clear 

results (Kroll 2020a, 2020b). Therefore, it must be fundamentally clarified whether loading with swirl has a 

positive influence on the quality of thermal stratification. For further optimization of the loading, a better 

understanding of the flow processes during loading with swirl generation is urgently needed as a next step. 

 

Fig. 1: Systematization of known tank storage constructions (Urbaneck 2020) 

 

Fig. 2: Slim hot water storage tanks, four times nine storage tanks in series, Chemnitz (Germany) district heating supply, operator 

eins/inetz 
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Fig. 3: Specific costs depending on storage capacity and temperature difference, cost calculation 2018 (Urbaneck 2020) 

 

Fig. 4: Schematic structure of the storage type b1 (representation with low storage height) in a series connection, without thermal 

insulation, covering and auxiliary equipment 

 

Fig. 5: a) radial diffuser, b) simplified representation of radial charging c) radial diffuser with internal elements, d) design sketch 

with selected parameters, e) simplified representation of charging with swirl generation (Winkler 2017) 

2. Simulation 

The Ansys CFD software is used to simulate the flow and heat transfer (Ansys, 2019). The simulation models for 

the diffuser and the storage are shown in Fig. 6. This division of the region and the use of sections reduces the 

computational effort. This means, there is no complete modelling of the storage space. 

The geometric quantities are summarized in Tab. 1. These investigations refer to a simplified storage geometry 
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(cylinder) without dished bottom. The storage model considers the upper storage area with 30 % of the real storage 

height ℎSt. This is sufficient for the simulation of the loading behaviour (Urbaneck, 2019).  

This paper presents two modeling variants. In variant a, only the storage model (Fig. 6 b)) is used. At the inlet the 

velocity components (Fig. 6 b)) are defined for the conventional diffuser (Fig. 5 a) and the diffuser with swirl 

generation (Fig. 5c)). Then there is an ideal uniform distribution of the velocity field. This means, the flow in the 

connecting pipe and diffuser is not considered. 

In variant b, the diffuser model (Fig. 6 a)) should generate realistic inlet boundary conditions for the storage model 

(Fig. 6 b)). Therefore, the simulation is performed in two steps. First, the diffuser model is simulated. The results 

include the temperature and velocity field at the diffuser outlet. This is imposed as inlet boundary condition (inlet) 

on the storage model. In this investigation, the diffuser with swirl has a number of internal elements of 128 and 

32, respectively, and a swirl angle of 50° and 10°, respectively. Then the section angle is 2.8° or 11.25°. The 

variants are then called RD IE 128 50° or RD IE 32 10°. The preliminary investigations in (Winkler, 2017) showed 

that these variants have advantages over the conventional diffuser (designation RD).  

The simulations represent an ideal loading (e.g. constant temperature, constant volume flow). The storage 

geometry and the boundary conditions for the loading remain constant for all variants. The simulated loading time 

is 250 s. Then the thermal stratification is formed. The time step size is 0.1 s. For turbulence modeling, the 𝑘 −

𝜔 −SST model with consideration of buoyancy is applied. Work by (Findeisen, 2016) shows the suitability of 

this turbulence model. The determination of the temperature- and pressure-dependent material values is done with 

the industrial formulation IAPWS-IF97 (Wagner and Kretzschmar, 2008). At time 𝑡 = 0 s, the quiescent storage 

fluid (water) has a constant temperature. The evaluation refer to the end of the simulation at time 𝑡 = 250 s. The 

horizontal evaluation planes (Fig. 6 a), yellow plane) are located at ℎD= (0.025, 0.050, 0.075) m. The vertical 

evaluation line (Fig. 6 a), black plane) runs in the middle of the section. 

Tab. 1: Geometrical sizes of the storage and the radial diffuser 

quantity value quantity value 

ℎSt [m] 10.00 𝑟CP [m] 0.16 

𝑟St [m] 2.00 ℎCP [m] 1.50 

𝑟D [m] 0.50 𝑧 [-] 32 / 128 

ℎD [m] 0.10 𝛽 [°] 10 / 50 

 

 
Fig. 6: Schematic representation of a) the diffuser model (curved section) and b) the storage model (normal circular section) with 

boundary condition for the numerical flow simulation (CFD) 
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3. Evaluation of the Thermocline 

For the evaluation of the thermal stratification, three zones are defined in the first step (Fig. 7): the hot zone, the 

thermocline and the cold zone. The spatial distribution of these zones cannot be precisely determined due to the 

sliding vertical temperature distribution. Therefore, in the literature one can find different rules for the 

determination. In this work the following evaluation criteria are used: the average height of the thermocline ℎtc,m, 

the maximum temperature gradient (gradTSt)max, the average temperature in the warm zone 𝑇hZ. The parallel use 

of different evaluation criteria allows a better analysis, because each criterion has advantages and disadvantages. 

The 90/10% criterion is used to determine the average height of the thermocline ℎtc,m (Fig. 7). The highest 

temperature 𝑇St,max = 125 °C corresponds to the temperature of the loading fluid. The limit temperature for the 

hot zone is set at 𝑇St,90% = 117.5 °C (eq. 1). A set temperature for the supply of a network 𝑇Su,S is often defined, 

e.g. for the flow of a heat distribution network. This target flow temperature defines the minimum permissible 

temperature for network operation. This means that the storage tank can only be discharged as long as this criterion 

is met. Thus, the set flow temperature limits the discharge. In this work, the following condition shall apply: 

𝑇St,90% = 𝑇Su,S. Beneath 𝑇St,10%= 57.5 °C (eq. 2) is the cold zone. The lowest temperature 𝑇St,min = 50 °C 

corresponds to the temperature of the storage fluid at the beginning of loading. Between both zones lies the 

thermocline. A reduction of the thermocline proves the advantage of a loading technique or a certain variant, 

which corresponds to the general aim of this work. 

In Fig. 7, the zones are described with a horizontal line, which corresponds to a constant horizontal temperature. 

During loading, the flow processes in reality and in the simulation cause wavy boundaries between the zones. 

Therefore, the surfaces with temperatures 𝑇St,90% and 𝑇St,10% are spatially determined with a relatively new 

evaluation method. In Ansys CFD Post, the so-called isosurfaces are applied. Then the height of the thermocline 

can be calculated in every point (Findeisen 2016).  

𝑇St,90% = 𝑇St,min + 0,9 ∙ (𝑇St,max −  𝑇St,min) (eq. 1) 

𝑇St,10% = 𝑇St,min + 0,1 ∙ (𝑇St,max − 𝑇St,min) (eq. 2) 

The vertical temperature gradient grad𝑇St (Fig. 7) is determined with (eq. 3). Then there must be no horizontal 

temperature differences, which is true for the end of loading. Here the maximum value (grad𝑇St)max  is of interest. 

The maximum temperature gradient is in the thermocline. If the maximum temperature gradient increases, the 

average height of the thermocline ℎtc,m, decreases, which has already been described as a target or evaluation 

criterion (Urbaneck 2009). In Fig. 6 b) the vertical evaluation line is shown, which is located in the centre at 𝑟St 2⁄ . 

The application of (eq. 3) is done by evaluating the temperature differences ∆𝑇 between the cells, which have a 

distance of ∆𝑦 (eq. 4). The maximum value is then searched in the evaluation. 

grad𝑇St =
𝜕𝑇𝑆𝑡

𝜕ℎ𝑆𝑡

 
(eq. 3) 

 

grad𝑇St ≅
∆𝑇𝑆𝑡

∆𝑦
 

(eq. 4) 

The average temperature of the hot zone 𝑇hZ,m is the third evaluation criterion related to the hot zone. In Ansys 

CFX Post, the isovolume of the hot zone is evaluated. Here the following condition is valid: 𝑇St > 𝑇St,90%. 

 
F. Oestreich et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1388



 

Fig. 7: Schematic representation of the vertical temperature distribution in a displacement storage and important parameters, in 

accordance with (Urbaneck, 2009) 

4. Results 

Diffuser model 

The calculation of the flow in the connecting pipe and in the diffuser is intended to represent the realistic outflow 

behaviour into the storage tank. Here, only one sector of the storage space was modelled (Fig. 6). This procedure 

assumes a uniformly distributed outflow over the entire radius (direction, velocity, mass or mass flow). In reality 

or in a full three-dimensional simulation, a uniform distribution over the radius probably does not exist. This is 

shown, for example, by simulative and experimental work by (Findeisen, 2018). Thus, the results presented here 

involve ideal assumptions. 

The flow effects in the diffuser are complex and cause a three-dimensional velocity distribution. To analyse the 

processes, first a perpendicular or curved section plane is placed in the section (Fig. 6 a)). This is followed by an 

observation of the velocity in the guide channel (room between two internal elements) perpendicular to the main 

flow direction. 

The velocity profile in the diffuser (vertical section plane in Fig. 6 a)) for the RD b, RD IE 128 50° b and RD IE 

32 10° b variants is provided in Fig. 8. The vectors show the main flow direction. This view is in the Z+ axis in 

the middle of the section. In the transition area from the connecting pipe into the radial diffuser, the flow 

accelerates (red area), meets the upper diffuser wall and follows the curved guide channel (Fig. 8). A recirculation 

area (flow against the main flow direction in the guide channel) is formed in the lower diffuser area. This causes 

mixing effects at the diffuser outlet, especially at the beginning of the loading process. This is disadvantageous, 

but cannot be completely ruled out with the measures described here. 

This is followed by an examination of the processes in the guide channel. Because the guide channel is curved, 

Görtler vortices are formed in addition to the effects shown above in Fig. 9 (Görtler 1940, Saric 1994). When a 

certain velocity is exceeded, boundary layer effects occur. Pressure gradients form between the flow close to the 

wall (outside of the guide channel) and the flow far from the wall in the guide channel. This results in a flow away 

from the wall (secondary flow) into the inner channel area with lower pressures. This flow behaviour with counter-

rotating vortices is shown in Fig. 9 b). The vortices cover large parts of the guide channel and are transported out 

of the guide channel with the main flow direction. So-called longitudinal vortices are formed. This flow behaviour 

is confirmed by Fig. 10. 

The following tendencies and theories can be read from the diagrams: 
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 A higher swirl angle β increases the formation of the counter-rotating vortices (Fig. 10 b)). 

 A lower number of guiding channels results in a larger recirculation area (Fig. 10 c)). 

 Both of the above effects favour the formation of Görtler vortices. 

 
Fig. 8: Velocity with direction vectors in the centre of the section for a) RD b, b) RD IE 128 50° b, c) RD IE 32 10° b 

 

Fig. 9: a) schematic representation of the flow through the curved guiding channel (horizontal section) with the main flow 

direction and b) velocity arrows of the secondary flow across the flow cross-section (vertical section) in a guiding channel 

 

Fig. 10: Tangential velocity component (contour) for a) RD b, b) RD IE 128 50° b, c) RD IE 32 10° b 

Fig. 11 a) shows the average velocity amounts and the velocity distributions over the diffuser outlet and the outlet 

at the guide channel. The RD IE 128 50° b variant has the lowest velocity differences. This "nose-shaped" velocity 

distribution (reversed here) with a velocity maximum near the diffuser wall flowed against by the pipe is often 

encountered and does not represent a problem in principle with density flows in flat-bottom tanks. The RD b 

variant has larger velocity differences compared to the variant and RD IE 32 10° b and RD IE 128 50° b. 

Significantly higher velocities occur in the upper range. 

The conventional radial diffuser RD b has a horizontally layered distribution of velocities (Fig. 11 b)). The radial 

diffusers with swirl generation (RD IE 128 50° b, RD IE 32 10° b) show clearly different velocities in the 
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horizontal (Fig. 11 c) and d)), which can be explained by the additional effect of the Görtler vortices. A backflow 

may occur. This cannot be read from the magnitude of the velocity (𝑢 = √𝑢a
2 + 𝑢r

2 + 𝑢t
2) in Fig. 11 a)). 

 

Fig. 11: a) magnitude of velocity and velocities over diffuser height at diffuser outlet and velocity distributions over outlet surfaces 

for b) RD b, c) RD IE 128 50° b, d) RD IE 32 10° b  

Storage model 

The effect of the inlet flow at the conventional radial diffuser (variant RD b) for different times is shown Fig. 12 

a). The flow from the diffuser has the highest velocity. Consequently, a high momentum hits the storage wall. A 

typical wall jet is formed, which penetrates deep into the storage and causes mixing processes. When the 

temperature and density differences decrease due to advanced loading (𝑡 = 250 s), the penetration depth of the 

wall jet increases. The RD IE 32 10° b variant does not differ significantly from the RD b variant. The low swirl 

angle leads to a marginal weakening of the wall jet. The storage fluid in the upper storage area is moved slightly. 

For this reason, this variant is not shown. 

The flow with swirl for different times and the variant RD IE 128 50° b is shown in Fig. 12 b). The inlet flow with 

swirl differs fundamentally from the previously described flow behavior. The flow enters the storage with a 

deflection angle and generates a rotation of the storage fluid in the upper storage area. This reduces the momentum 

impinging on the storage wall. The wall jet or its penetration depth decreases (Fig. 12 b), 𝑡 = 50 s). With increasing 

loading time, the rotation of the storage fluid increases (Fig. 12 b), 𝑡 = 150 s). At the end of loading, the storage 

fluid of the hot zone is in motion (Fig. 12 b), 𝑡 = 250 s). 
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Fig. 12: Velocity fields in storage region for different times and for the variants a) RD b, b) RD IE 128 50° b 

Fig. 13 presents the development of the average height of the thermocline. The RD a, RD IE 128 50° a and RD IE 

32 10° a variants consistently deliver better results than the RD b, RD IE 128 50° b and RD IE 32 10° b variants. 

This can be explained by the uniform distribution of the inlet flow (direction, velocity). This confirms the approach 

with the reduction of inlet velocities. However, the technical implementation is difficult, as this investigation 

shows. 

The relatively strong increase in variant RD b is due to the flow (e.g. effect of the wall jet) or the stratification 

structure and the evaluation with isosurfaces. The lower gradients for the variants RD IE 128 50° b and RD IE 32 

10° b also confirm the reduction of the space in which mixing effects take place. 

The above statements on the quality of the thermal stratification are also supported by the key figures in Tab. 2. 

supplemented by the vertical temperature distributions. Assuming that all variants b were modelled more 

realistically, variant RD IE 128 50° b achieves the best stratification quality. The variant provides by far the best 

results in the evaluation with the height of the thermocline ℎtc,m and the maximum temperature gradient 

(grad𝑇St)max. The average temperature in the hot zone does not differ so much from the other variant RD IE 32 

10° b with swirl loading. 

Tab. 2: Evaluation of the quality of the thermal stratification with key figures 

                                     variant 
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average height of thermocline ℎtc,m [m] 0.21 0.31 0.26 0.51 0.36 0.48 

max. temperature gradient (grad𝑇St)max [K m-1] 281.4 222.0 273.3 175.7 225.3 147.4 

average temperature in the hot zone 𝑇hz [°C] 123.85 123.35 124.05 121.65 122.95 122.55 
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Fig. 13: Development of the average height of the thermocline 

 

Fig. 14:  Vertical temperature curves at 𝒓𝐒𝐭 𝟐⁄  (Fig. 6 b)) for all variants 

5. Conclusion and Outlook 

More efficient storage solutions are urgently needed to further integrate renewable energy sources and increase 

system efficiency in heat supply. Hot water storage tanks with a slim design can play a key role (Fig. 1, storage 

tank type b1)). Here, the internal losses must be minimized or the stratification behaviour improved. An essential 

prerequisite for this is a sufficiently precise understanding of flow and heat transfer processes during loading. The 

present work is intended to contribute to closing these knowledge gaps.  

Three different diffuser designs (one conventional diffuser and two diffusers with swirl generation) are compared 

in this work for the improvement of stratification operation. A model for the diffuser with piping and a model for 

the storage are used in this work. An ideal and a realistic inlet flow with and without swirl generation are 

compared. The ideal inlet flows show the theoretical potential of perfect velocity decay. Furthermore, new flow 

effects in slim hot water stores were identified. In the radial diffuser with swirl generation, recirculation flows and 

so-called Görtler vortices are formed due to the wall effects of the curved guide channels. This fundamentally 
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changes the inlet flow into the storage compared to the conventional radial diffuser. The rotating and specially 

distributed inlet flow causes the upper storage volume to rotate, the momentum of the wall jet is weakened, and 

large-scale mixing effects in the upper storage area are reduced. With increasing loading time, the rotation of the 

storage mass increases. The studies show the advantages of swirl loading over loading with conventional diffusers 

in slim storage. Future studies aim to improve the understanding of the cause-effect mechanism of swirl loading. 

This will result in design recommendations of radial diffusers with swirl for different geometries and load cases.  
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8. List of Symbols 

Quantity Symbol Unit 

average height of 

thermocline 

ℎtc,m m 

entry angle 𝛼 ° 

height ℎ m 

mass flow rate �̇� kg s-1 

number of internal 

elements 

𝑧 - 

pressure 𝑝 Pa 

radius 𝑟 m 

swirl angle 𝛽 ° 

temperature 𝑇 °C 

temperature gradient grad𝑇 K m-1 

time 𝑡 s 

velocity 𝑢 m s-1 

vertical coordinate 𝑦 m 

volume 𝑉 m³ 

 

 

 

  

 

Shortcut Meaning 

a axial 

c critical 

CFD Computational Fluid Dynamics 

Char charging 

CP connecting pipe 

D Diffuser 

hz hot Zone 

IAPWS-IF97 The International Association for the 

Properties of Water and Steam - 

Industrial Formulation 1997 

IE internal element 

max maximal 

min minimal 

r radial 

rel relative 

RD radial diffuser 

RD IE radial diffuser with internal elements 

S Set 

St Storage 

Su Supply 

t tangential 

32 / 128 number of internal elements 

10° / 50° angle of swirl 
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Experimental Investigation of a Falling Film Horizontal Tube Bundle 
Absorber for Thermal Absorption Storage with H2O/LiBr 

Dieter Pressl1, Eberhard Laevemann1 

1 Bavarian Center for Applied Energy Research (ZAE Bayern), Garching (Germany) 

 

Abstract 

Compared to state-of-the-art sensible and latent heat storage techniques, thermal absorption storage systems can 

theoretically achieve a significantly higher energy storage density, which increases with the concentration 

difference between diluted and concentrated sorbent solution. In the absorption process, the concentration 

difference can be increased by reducing the sorbent volume flow at the absorber. From first principles, this causes 

a reduction of the absorbed water vapor and therefore also of the heat removed from the absorber. Furthermore, a 

low sorbent volume flow can reduce the wetting of the absorber surface, which leads to a further reduction of the 

absorbed water vapor. Therefore, in the scope of developing a novel absorption cold storage process with 

H2O/LiBr, we experimentally investigated the impact of reducing the salt solution volume flow on the mass and 

heat exchange on a falling film horizontal tube bundle absorber. In the experiments, we stepwise reduced the 

specific salt solution volume flow distributed over the absorber from 100 l/(h∙m) to 20 l/(h∙m) and determined the 

mass and heat transferred. We thereby experimentally quantified the dependence of the specific salt solution 

volume flow on the concentration difference and the area-specific heat flow for the tested absorber. The results 

indicate that reducing the specific salt solution volume flow is an effective way to significantly raise the 

concentration difference on a falling film horizontal tube bundle absorber. Hence, this absorber type seems to be 

suitable for thermal absorption storage systems with H2O/LiBr. 

Keywords: thermal absorption storage, absorption cold storage, absorber, H2O/LiBr 

 

1. Introduction 

In recent years, there has been an increasing interest in thermal absorption storage systems particularly due to 

their potentially high energy storage densities and low energy losses during the actual storage period. Mainly, the 

research activities focused either on the seasonal storage of solar heat or on the flexibilization of solar driven 

absorption chillers, see e.g. Ibrahim et al., 2018; N’Tsoukpoe et al., 2009 and Wang et al., 2013. Another 

promising application scenario in the future could also be the recovery of waste heat, e.g. from industrial processes 

as described by Miro et al., 2016.  

In principle, the energy storage density of thermal absorption storage systems increases with the concentration 

difference between diluted and concentrated sorbent solution realized in the absorption process. The technical 

implementation of the absorption process, however, is quite complex since it consists of a combined heat and 

mass transfer. In the past decade, there have been various studies on both the absorption process and the absorber 

design of thermal absorption storage systems. Overall, from these studies can be drawn that it is crucial to choose 

an absorber type appropriate for the sorbent used. Otherwise, the absorber suffers from an insufficient wetting 

resulting in low concentration differences associated with low area-specific heat flows, see e.g. Daguenet-Frick 

et al., 2017 and Le Pierres et al., 2017. This also applies for the working pair H2O/LiBr. For example, N’Tsoukpoe 

et al. (2013) experimentally investigated a vertical falling film tube bundle absorber to be used in a seasonal solar 

driven absorption heat storage with H2O/LiBr. They reported concentration differences of only 0.6-1.8 % and that 

no heat was transferred between salt solution and external heat transfer fluid. They concluded that the investigated 

absorber design is inappropriate for thermal absorption storage. A further investigation of the absorption tests by 

means of a numerical model indicated that the poor performance of the absorber was caused by insufficient wetting 

of the exchange surface (Huaylla et al., 2018).  

International Solar Energy Society EuroSun2022 Proceedings

 

© 2022. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientiic Committee
doi:10.18086/eurosun.2022.13.15 Available at http://proceedings.ises.org1396



Although H2O/LiBr is a promising working pair for thermal absorption storage, so far, no proper absorber design 

is known in the literature which meets the requirements of low specific salt solution volume flows typically applied 

in thermal absorption storage processes. Therefore, the aim of this study was to experimentally analyze whether 

falling film horizontal tube bundle heat and mass exchangers, typically used in conventional absorption chillers, 

principally are a suitable absorber type for H2O/LiBr in thermal absorption storage applications. For this purpose, 

we experimentally investigated the effect of reducing the specific salt solution volume flow from 100 l/(h∙m) to 

20 l/(h∙m) on both the concentration difference and the area-specific heat flow for a falling film horizontal tube 

bundle absorber in a 10-kW experimental plant. 

2. Methods 

2.1 Experimental plant 

For the experiments of this study, we used a 10-kW-experimental plant of a thermal absorption storage. It is 

depicted in Fig. 1. The plant consists of three main components: one storage tank each for aqueous LiBr-solution 

and water, and a reactor. The solution storage tank is a vertically installed cylindrical vessel containing around 

500 l of aqueous LiBr-solution. It includes various internal components, e.g. a stratification unit to prevent mixing 

of diluted and concentrated salt solution in the storage tank and a floating device to extract diluted salt solution 

from the uppermost layer in the solution storage tank. The water storage tank is horizontally installed and has a 

volume of 250 l. The reactor contains two heat exchangers separated by a radiation shield. When the plant is 

operated in absorption mode, they work as evaporator and absorber. In desorption mode, they are used as 

condenser and desorber. The experimental plant was fitted with extensive measuring equipment in order to ensure 

its functionality and to measure the absorption process properly. 

 

 

2.2 Investigated absorber 

The experimentally investigated absorber can be seen in Fig. 2. In general, the absorber is a conventional falling 

film horizontal tube bundle heat and mass exchanger similar to those used in commercial absorption chillers. It is 

built of stainless-steel tubes with an outer diameter of 18 mm and a wall thickness of 1 mm. It consists of 3 rows 

and 20 passes and its total exchange surface amounts to 1.5 m2, see also Tab. 1. 

Fig. 1: Experimental plant of the thermal absorption storage with the main components: solution storage tank (1), reactor (2) and 

water storage tank (3) 

1 

2 

3 
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Tab. 1: Main data of the experimentally investigated absorber 

 Unit  Value 

Surface m2 1,5 

Tube outer diameter mm 18,0 

Tube inner diameter mm 16,0 

Number of rows - 3 

Number of passes - 20 

 

2.3 Design of experiments 

In the experiments, the specific salt solution volume flow 𝛾 given on the absorber was varied between 20 l/(h∙m) 

and 100 l/(h∙m) in steps of 20 l/(h∙m). A value of 100 l/(h∙m) is typically applied in conventional single-stage 

absorption chillers with H2O/LiBr. In general, the specific salt solution volume flow is defined as  

𝛾 =  
�̇�𝑆,𝑖𝑛

𝜌𝑆,𝑖𝑛 ∙ 𝐿
, 

with the mass flow �̇�𝑆,𝑖𝑛 and the density 𝜌𝑆,𝑖𝑛 of the salt solution distributed over the absorber and the total length 

𝐿 of the first row of tubes of the absorber. For each set point of 𝛾, we determined both the concentration difference 

Δ𝑤𝑆 and the area-specific heat flow �̇� achieved in the absorption process. The temperature of the salt solution at 

the reactor inlet 𝑇𝑆,𝑖𝑛  and the inlet salt mass fraction 𝑤𝑆,𝑖𝑛 of the concentrated salt solution entering the reactor 

were kept constant in all experiments, see also Tab. 2. The temperature 𝑇𝑆,𝑖𝑛 corresponded to the equilibrium 

temperature regarding its salt mass fraction 𝑤𝑆,𝑖𝑛 at the reactor inlet and the water vapor pressure in the reactor 

resulting from the dewpoint 𝑇𝑝 of the absorbed water vapor. This prevented the salt solution from absorbing or 

desorbing water before getting in contact with the exchange surface, which would cause an overestimation or 

underestimation of the mass transfer on the absorber. Additionally, we adjusted the inlet temperature of the 

external heat transfer fluid flowing inside the tubes of the absorber in order to achieve a temperature of 35 °C of 

the salt solution at the end of the absorption process. Thereby, the equilibrium salt mass fraction of the salt solution 

at the end of the absorption process was equal for all specific salt solution volume flows 𝛾 applied in the 

experiments. The volume flow rate of the external heat transfer fluid flowing through the absorber amounted to 

0.42 l/s in all experiments.  

 

 

Fig. 2: Experimentally investigated falling film horizontal tube bundle absorber with an exchange surface of 1.5 m2 
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Tab. 2: Setpoints of the internal process parameters in the experiments 

Parameter Unit Value 

Specific salt solution volume flow 𝛾 l/(h∙m) 20, 40, 60, 80, 100 

Salt mass fraction of salt solution at reactor inlet 𝑤𝑆,𝑖𝑛 % 60 

Temperature of salt solution at reactor inlet 𝑇𝑆,𝑖𝑛  °C 50 

Temperature of salt solution at reactor outlet 𝑇𝑆,𝑜𝑢𝑡 °C 35 

Dewpoint of the absorbed water vapor 𝑇𝑝 °C 10 

Volume flow rate of the external heat transfer fluid l/s 0.42 

 

3. Results and discussion 

The experimental results are depicted in Fig. 3. As can be seen from the two graphs, there is a significant 

dependence of both the concentration difference Δ𝑤𝑆 and the area-specific heat flow �̇� on the specific salt solution 

volume flow 𝛾. Reducing the salt solution volume flow 𝛾 results in an increase of the concentration difference 

Δ𝑤𝑆, while the area-specific heat flow �̇� is reduced. For example, reducing the specific salt solution volume flow 

from 100 l/(h∙m) to 60 l/(h∙m) leads to an increase of the concentration difference from 3.9 % to 6.1 % and a 

decrease of the area-specific heat flow from 8.7 kW/m2 to 8.0 kW/m2. This is to say, a reduction of 𝛾 from 

100 l/(h∙m) to 60 l/(h∙m) results in an increase of the concentration difference by 56 %, while the area-specific 

heat flow only decreases by 8 %.  
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Fig. 3: Concentration difference 𝚫𝒘𝑺 and area-specific heat flow �̇� as function of the specific salt solution volume flow 𝜸 
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A significant decrease in area-specific heat flow �̇� is seen when 𝛾 is reduced to 40 l/(h∙m): in this case, �̇� only 

amounts to 5.8 kW/m2. Due to this significant loss in area-specific heat flow, a reduction of the specific salt 

solution volume flow to values 𝛾 ≤ 40 l/(h∙m) seems not to be reasonable for thermal absorption storage systems. 

It is also apparent from the graphs that the investigated absorber is limited towards low specific salt solution 

volume flows: the concentration difference steeply decreases when 𝛾 is reduced from 40 l/(h∙m) to 20 l/(h∙m). 

This was mainly caused by the distribution unit of the absorber. At 𝛾 = 20 l/(h∙m), the salt solution only leaked 

from the left part of the distribution unit, which meant that a considerable part of the exchange surface could not 

be wetted. This can be seen in Fig. 4. As a result, both the concentration difference and the area-specific heat flow 

decreased steeply. Hence, the distribution unit of the tested absorber is not suitable for specific salt solution 

volume flows 𝛾 ≤ 40 l/(h∙m).  

 

 

In conclusion, the results suggest that horizontal tube bundle heat exchangers principally are an appropriate 

absorber type for thermal absorption storage systems with the working pair H2O/LiBr. However, an even 

distribution of the LiBr-solution on the exchange surface is of main importance. For the absorber tested, a specific 

salt solution volume flow in the range of 60 l/(h∙m) seems to be a good compromise between achievable 

concentration difference and loss in area-specific heat flow.  

4. Conclusions 

This study set out to evaluate whether falling film horizontal tube bundle heat and mass exchangers are a suitable 

absorber type for thermal absorption storage systems with H2O/LiBr. We therefore experimentally investigated 

the effect of reducing the specific salt solution volume flow on the concentration difference and the area-specific 

heat flow at the absorber. Thereby, we found that reducing the specific salt solution volume flow is an effective 

method to significantly increase the concentration difference in the absorption process. The decrease of the area-

specific heat flow is comparatively low for specific salt solution volume flows in the range of 60 l/(h∙m). In 

conclusion, the experimental results indicate that horizontal tube bundle heat and mass exchangers principally are 

a suitable absorber type for thermal absorption storages based on H2O/LiBr.  
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Abstract 

Phase change materials degradation kinetics determination is very important in order to assure their use in the 

long term. Thermo-gravimetric analysis is generally used for determining PCM degradation kinetics. However, 

the general approach used do not take into account parameters such as the potential evaporation of the PCM, mass 

and container geometry on the measurements due to the oven’s particular operating conditions. The present work 

aims to develop a methodology that includes these parameters to obtain reliable PCM lifetime predictions. 

 

Keywords: PCM Phase Change Materials, Degradation Kinetics, Thermo-Gravimetric Analysis 

 

1. Introduction 

Thermal energy storage (TES) has become increasingly important in engineering applications that involve 

intermittent energy sources, such as most renewable energy sources. Latent heat thermal energy storage (LHTES) 

relies on the use of Phase Change Materials (PCMs) to store thermal energy through the latent heat required for 

the melting/solidification process. It is necessary to take into account some characteristics that a PCM must meet 

in order to be considered competitive and suitable for its function, such as high thermal storage capacity, adequacy 

to application phase change temperature, low price, low toxicity, etc. The selected materials should however also 

fulfill another important requirement, which is the thermal stability upon operating time and cycling (Mehling and 

Cabeza 2007). 

Therefore, the importance of developing methodologies that allow determining the PCMs lifespan is crucial in 

PCM selection for a determined application. One of the aspects involved in the stability of the PCM is the thermal 

degradation under working conditions (Quant et al. 2021). The thermal degradation implies the transformation of 

the original material into other compounds due to the exposure over time to the operation temperatures and, 

potentially, gaseous environment. This transformation is undesired as it may change in some extent the ability of 

the PCM to store and release energy, i.e the purpose of PCMs.  

If a certain material (for example a PCM) undergoes mass loss due to gaseous evolution, the reaction kinetics can 

be determined by using Thermo-Gravimetric Analysis, TGA, which consists in monitoring the mass loss of a 

sample when it is heated at determined constant rate under a gas flow. The kinetics of the degradation reactions 

can be obtained by analyzing TGA data using different methods (Vyazovkin et al. 2011). The rate of PCM 

disappearance can be expressed as a function of its residual fraction: 

𝑟 =
𝑑𝛼

𝑑𝑡
= 𝑘(𝑇) ∙ 𝑓(𝛼) = 𝐴. 𝑒−

𝐸

𝑅.𝑇 ∙ 𝑓(𝛼) [𝑠−1]                 (eq. 1) 

 

Where α is the degree of conversion or the fraction decomposed at time t, calculated as 𝛼 = (𝑚𝑖𝑛𝑖 − m) 𝑚𝑖𝑛𝑖⁄ , k 

is the rate constant usually given by the Arrhenius law and depends on the temperature, f(α) is a function whose 

mathematical expression depends on the reaction mechanism. 

Besides, estimations sometimes do not correspond to degradation occurring under real operation conditions. They 
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usually overestimate the degradation process. In previous works  Bayón et al. (2020; 2021) studied the degradation 

kinetics of lauric acid as PCM by analyzing TGA measurements. However, results showed that the lifetime 

estimations obtained from TGA data analysis and isothermal tests in oven (i. e. experimental conditions being 

similar to operation conditions) did not match. In their study they concluded that evaporation was one of the 

degradation processes taking place, thus TGA measurements did not only report mass loss due to degradation 

processes. In the consulted PCM characterization literature, mass loss in TGA measurements is exclusively 

accounted to occur due to the thermal decomposition reactions: however, a different data treatment should be 

accounted when evaporation process is known to occur additionally to potential thermal degradation. 

The general expression describing the free evaporation of a substance is the Knudsen-Langmuir equation.  This 

equation describes the evaporation in vacuum. Nevertheless, the condition for a Kdnusen flow (low evaporation 

rates in high vacuum) is not satisfied in standard TGA equipments (Bassi 2011). Considering the specific 

experimental conditions of TG measurements, consisting in the diffusion of the evaporating liquid through a 

stagnant gaseous layer at atmospheric pressure in a cylindrical sample container, an alternative formulation 

(equation 2) of the evaporation rate has been proposed by Pieterse and Focke (2003). Equation 2 includes the 

influence of the experimental geometry, the temperature and pressure (the substance partial pressure is assumed 

to be 0 due to the gas flow). Several authors (Barontini and Cozzani 2007; Bassi 2011; Beverley, Clint, and 

Fletcher 1999; Pieterse and Focke 2003) have studied evaporation and developed expressions that describe the 

phenomenon using a TGA equipment with similar expressions. 

Although equation 2 has been previously used for evaluating vapor pressures from mass loss measured during 

TGA analysis, this work proposes using it as well for evaluating the evaporation rate of a certain compound if 

vapor pressure is known (can be determined if  Antoine equation coefficients are known). 

𝑟 = −
𝑑𝑛

𝑆𝑑𝑡
=

𝑃𝑒𝑞𝐷 

𝑧𝑅𝑇
  [

𝑚𝑜𝑙

𝑚2𝑠
]                                     (eq. 2) 

 

                      

Fig. 1 Scheme of the TGA measurement spatial arrangement 

As displayed in the scheme of Figure 1Fig. 1, z is de distance between the top of the container (where the 

concentration of evaporating molecules C=0) and the surface of the liquid (where C=Peq/RT) and D is the diffusion 

coefficient of the substance in the stagnant inert gas (N2 or air).  

This diffusion coefficient depends on the temperature and can be estimated by using different models and group 

contributions (Poling et al., 2001). Taking into account a binary mixture of A and B, where A correspond to the 

PCM and B correspond to the gaseous environment, several proposed methods for estimating DAB in low-pressure 

binary gas systems with empirical constants based on experimental data. These include Wilke and Lee (equation 

3) and Fuller, et al. (equation 4) methods.  

𝐷𝐴𝐵𝑊𝑖𝑙𝑘𝑒−𝐿𝑒𝑒
=

[3,03−(
0,98

𝑀𝐴𝐵
1/2)]10−3𝑇3/2

𝑃𝑀𝐴𝐵
1/2𝜎𝐴𝐵

1/2𝛺𝐷
                                                              (eq. 3) 

 

𝐷𝐴𝐵𝐹𝑢𝑙𝑙𝑒𝑟
=

0,00143𝑇1,75

𝑃𝑀𝐴𝐵
1/2[𝛴𝐴

1/3+𝛴𝐵
1/3]

2                                                                            (eq. 4) 
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Where: 

DAB = binary diffusion coefficient [cm2/s] 

T = temperature [K]  

MA, MB = molecular weights of A and B [g/mol] 

𝑀𝐴𝐵 = 2 [
1

𝑀𝐴
+

1

𝑀𝐵
]

−1

   

P = pressure [bar] 

σAB = characteristic length [Å] 

ΩD = collision diffusion integral [dimensionless] 

ΣA, ΣB = diffusion volumes summation 

 

The σ, ΩD, and Σ parameters can be obtained from (Poling et al. 2001). 

 

Finally, the objective of this research work is to develop a methodology for kinetic analysis of TGA measurements 

when evaporation is one of the processes occurring, by including the expressions developed by Pieterse and Focke 

to the traditional reaction kinetics approach.  For this purpose, water was used as reference material in the first 

instance (no chemical reactions occurrence in the experimental conditions). A similar study was performed using 

fatty acids: lauric, adipic and myristic acids as PCMs to determine their evaporation rates and potential thermal 

degradation kinetics.  

2. Experimental 

A series of dynamic experiments were performed by means of TGA technique. Two apparatus were used to 

perform the TG measurements and are described in Table 1. Open alumina crucibles were used as samples 

containers. Dry nitrogen (99.999% pure) was used as purge gas at 50 ml/min. The materials used and experimental 

conditions are described in Table 2. 

Tab 1. TGA apparatus used in the experimental 

 
Crucible dimensions 

Equipment Diameter (mm) Height (mm) 

Mettler-Toledo TGA/DSC1 4.8 4 

Seiko TG-DTA 6300  5 2.25 

 

Tab 2. Materials used and experimental conditions 

Material Heating rates [K/min] Sample mass [mg] TG apparatus 

Distilled water 2, 5, 10, 15, 20 35 Mettler-Toledo 

Lauric acid 2, 5, 10, 20 ≈10 
Mettler-Toledo, 

Seiko 

Adipic acid 2, 5, 10, 20 ≈10 Seiko 

Myristic acid 2, 5, 10, 20 ≈10 Seiko 

3. Results and discussion 

3.1 Evaporation rate determination 

• Methodology set-up using water as reference material 

Water was used as reference material taking into account that in the applied experimental conditions evaporation 

occurs, but no other chemical reactions are present. Evaporation rate was calculated by using the formulation 
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proposed by Pieterse and Focke (equation 2) for measurements performed in TGA equipment. Since diffusion 

coefficients could not be determined for the PCMs under study using theoretical formulations due to the lack of 

availability of molecular data, two empirical methods were used: Wilke and Lee (equation 3), and Fuller et al. 

(equation 4). The determined diffusion coefficients using both methods were very similar for water (Figure 2.a). 

In order to validate the Antoine parameters taken from the literature (NIST Research Library Publications 2022), 

the experimental rate was introduced in equation 2 to obtain equilibrium pressure, which was compared with the 

equilibrium pressure calculated from those parameters. For that purpose, the evaporation rate was calculated from 

TG measurements which were done under the experimental conditions described in Tab 1 and Table 2 in terms of 

crucible dimensions and initial sample mass.  

Finally, the pressure values obtained from the experimental measurements were similar to the literature values, 

which validates the use of Pieterse and Focke method. Figure 2.b shows the general evaporation rate curve of 

water versus temperature obtained using equation 2 and the experimental values for the heating rates studied. It is 

clearly seen that the calculated general evaporation rate matches the experimental rate curves for each heating rate 

studied. 

 

 

Fig. 2 a: Diffusion coefficient of water determined using Fuller and Wilke and Lee empirical methods. b: Evaporation rate of 

water per surface: general evaporation rate (determined using eq 2. and Wilke and Lee diffusion coefficient) and experimental 

curves for the tested heating rates 

• Evaporation rate of fatty acids: lauric, adipic and myristic acid. 

Lauric, adipic and myristic acid were submitted to TGA tests using the heating rates described in Table 2. In order 

to satisfy equation 2 Antoine parameters (Matricarde Falleiro et al. 2012) were used to determine the equilibrium 

pressures and the diffusion coefficients were determined using both Fuller and Wilke and Lee methods. As for 

the case of water both methods lead to similar values for these coefficients. The evaporation rates of the PCMs 

obtained using Wilke and Lee method are shown in Figure 3.  
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Fig. 3 Evaporation rate of lauric, adipic and myristic acids per surface: general evaporation rate (determined using eq 2. and 

Wilke and Lee diffusion coefficient) and experimental curves for the tested heating rates 

3.2 Estimation of Arrhenius parameters  

Once the evaporation rates per surface unity 
𝑑𝑛

𝑆𝑑𝑡
 of the PCMs were obtained, they were fitted to the conventional 

rate equation (equation 1) adapted to the evaporation case by taking into account that it is a zero order process, so 

that f(α)=(1-α)0 = 1. Therefore the energy of vaporization Evap and the frequency factor An,S was determined from 

equation 5 and the resulting values are shown in Table 3.  

 

𝑑𝑛

𝑆𝑑𝑡
=

𝑃𝑒𝑞𝐷

𝑧𝑅𝑇
≈ 𝐴𝑛,𝑆𝑒−𝐸 𝑅𝑇⁄  [

𝑚𝑜𝑙

𝑚2𝑠
]                      (eq. 5) 

 

Tab 3. Estimation of E and A by fitting an F0 reaction mechanism (𝒇(𝜶)=1) to the evaporation rates.  

Material Water 
Lauric acid 

UPV/EHU 

Lauric acid 

CIEMAT 

Adipic 

acid 

Myristic 

acid 

Evap [kJ/mol] 43.29 78.38 78.45 81.82 85.94 

∆Hvap [kJ/mol] NIST 40.6 81.3 81.3 92 88.9 

An,S [mol/m2s] 0.52 106 2.03 106 2.8 106 1.72 106 6.18 106 

 

The activation energy of vaporization Evap of water obtained from the analysis of TGA measurements is 43.29 
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kJ/mol, which is very similar to the vaporization enthalpy ∆Hvap= 40.6 kJ/mol. The value expected would be 

Evap = ∆Hvap + Econ = 72.8 kJ/mol. On the other hand, the obtained Evap values for lauric, adipic and myristic 

acids were also very similar to ∆Hvap reported in the literature (NIST Research Library Publications 2022) and 

shown in Table 3. This phenomenon has already been pointed out by Arias et al. (2009), who claim that the 

activation energy of vaporization is similar to the vaporization enthalpy in the case of caprylic acid. Besides, a 

plausible explanation is that the activation energy of vaporization decreases when low partial pressures are applied 

so that only the vaporization enthalpy is observed. This effect should be further studied and confirmed in the 

future. 

Besides, lauric acid was measured in two different TGA equipments with different geometries available at 

CIEMAT and UPV/EHU. Differences in the experimental curves and in the determined general evaporation rate 

can be seen in Figure 3. It is believed that specific testing conditions have great influence on the mass variation at 

high temperature. Table 3 shows that the Evap values obtained from both curves of lauric acid are very similar, 

however the An,S show greater variation due to the influence of the different experimental arrangements. It points 

out that the processes taking place are extremely sensitive to experimental conditions. It is important to point out 

that An,S is a function of the initial mass/moles and the particular geometry of the TGA equipment and should 

not be used straightforward for real condition rate estimations (Bayón et al. 2020). 

3.3 Determination of potential chemical reactions: deconvolution of dTG curve 

When evaporation and other chemical reaction are expected to takle place, each process will produce its own 

effect in the TG curve. Hence, if they are simultaneous processes, the TG curve will contain the addition of the 

individual contributions ci , so that, ∑ 𝒄𝒊
𝒏
𝒊=𝟏 = 𝟏 . The resulting dTG curve would be expressed as: 

𝑑𝛼

𝑑𝑇
 =

𝑑𝛼1

𝑑𝑇
+

𝑑𝛼2

𝑑𝑇
+ ⋯ +

𝑑𝛼𝑛

𝑑𝑇
=

𝑐1

𝛽
𝐴1𝑒

(
−𝐸1
𝑅𝑇

)
𝑓1(𝛼) +

𝑐2

𝛽
𝐴2𝑒

(
−𝐸2
𝑅𝑇

)
𝑓2(𝛼) + ⋯ +

𝑐𝑛

𝛽
𝐴𝑛𝑒

(
−𝐸𝑛
𝑅𝑇

)
𝑓𝑛(𝛼)                (eq. 6) 

In such a case, experimental dTG curves should be deconvoluted in various peaks that would correspond to single 

step processes. Fraser-Suzuki FS functions (Cheng et al. 2015) are commonly used deconvoluting 
𝒅𝜶

𝒅𝑻
 vs. T curves 

into various peaks. The mathematical expression of the FS function is: 

𝑑𝛼

𝑑𝑇
= ℎ 𝑒𝑥𝑝 {−

𝑙𝑛2

𝑠2 [ln(1 + 2𝑠
𝑇−𝑝

𝑤
)]

2
}               (eq. 7) 

The four parameters of the function are: 

 h: amplitude (height) 

 s: asymmetry factor 

 p: position 

 w: half height width 

 

Some issues have to be taken into account when using this function for deconvoluting dTG curves. On the one 

hand, the FS curves used in the deconvolution should meet the requirement of the integral equal to 1 (=have a 

normalized area). Also, it is important to take into account that prior to any deconvolution it is worth having an 

estimation of values displayed by the FS parameters in relation to the different reaction mechanisms. This issues 

are will be analyzed and discussed in an out coming work. 

If it is assumed that two processes occur in the TG measurement and one of them is evaporation, the curve of the 

unknown process can be determined taking into account the experimental curve and the evaporation curve 

determined above. As example, Figure 4 shows, the deconvolution for myristic acid tested at 5 K/min. The 

evaporation curve was built following the evaporation curve previously determined and a contribution of 55% 

and a F0 mechanism, and the curve potentially corresponding to other reactions was built to correspond to the 

45% and an A3 (Avrami-Erofeev, n=3 (Vyazovkin et al. 2011)) mechanism. The addition of both curves render a 

curve very similar to the experimental curve. Once all experimental curves corresponding to several heating rates 

are deconvoluted, Kissinger method (Kissinger 1957) could be used to determine the kinetic triplet for the unkown 

reactions.   
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Fig. 4  Deconvolution of dα/dT curve of myristic acid at 5 K/min by means of Fraser-Suzuki functions 

4. Conclusions 

When used as PCM in latent storage systems, fatty acids are expected to suffer evaporation as one of their main 

degradation process under service conditions. Besides the potential evaporation, chemical degradation may also 

occur when heated above their melting temperature. TGA technique can evaluate both phenomena, however the 

resulting TG and dTG curves may be an addition of two or more process contributions: one potentially 

corresponding to evaporation and the others associated to chemical reactions taking place at high temperatures. 

Pieterse and Focke approach may serve as a tool to determine the evaporation rate and evaporation characteristics 

in the TGA specific conditions. With a known evaporation rate, deconvolution of dTG curves can be carried out 

by means of Fraser-Suzuki functions to determine the potential chemical reaction contribution to the TGA curve. 

The results of the present work point out that PCM degradation processes are extremely sensitive to experimental 

conditions: partial pressure, initial mass/moles and the particular geometry of the TGA equipment. Future work 

should include the extrapolation of the obtained kinetics to real operation condition kinetics. 
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Abstract 

The present study demonstrates the combined influence of orientation of latent heat storage (LHS) domain 

and radial eccentricity of the heat transfer fluid (HTF) tube on the charging characteristics of high-

temperature LHS system with help of a comprehensive numerical investigation. Charging duration of 

concentric horizontal configuration (ex= ey= 0, θ = 0°) is found to be 19.94 % lower than the vertical domain 

(ex= ey = 0, θ = 90°).  Thereafter, three vertical radial eccentricity of HTF tube is considered  for the domain θ 

= 0°. The spatio-temporal distribution of melting fraction and temperature during phase change are observed 

for both concentric and eccentric LHS domain. Degree of eccentricity in horizontal direction (ex = 5 mm and 

10 mm) does not produce significant variation as compared to concentric (ex = ey = 0) configuration. 

However, charging duration for the LHS domain having vertical eccentricity (ey = -5 mm, θ = 0°) is observed 

to be 11.7 % lower than concentric domain.Furthermore, the charging duration for ey = -10 mm is 17.64 % 

and 33.33% lower than θ = 0° and θ = 90° respectively.  

                       Keywords: High-temperature, PCM, LHS, HTF, Eccentricity, Orientation 

1. Introduction 

Solar energy is one of the most abundant sustainable energy resources available to be harnessed. Solar 

thermal and Solar photovoltaic are the two technologies to convert solar energy to electrical energy. 

However, the spatial and temporal variability is a major bottleneck against wide-scale utilization of solar 

technology. Efficient storage solutions are paramount to address the intermittency problem and can result in 

higher dispatchability of solar power (Zablocki,2019). LHS technology involves three distinct stages as 

presented in Figure 1. Utilizing high-temperature PCMs for LHS systems can provide numerous benefits 

such as high thermal stability, high storage density, and high exergetic efficiency (Robinson,2017). Hence, 

high-temperature LHS coupled to a high-temperature heat engine can be considered as a potential alternative  

for storing solar energy during the daylight hours and releasing the accumulated energy during periods 

without sunlight (Ray, 2021).  

 

Figure 1:Three different stages of latent heat storage system 

The major challenge for latent heat storage systems is that low thermal conductivity of the PCMs results in a 

low energy accumulation/release rate (Nazir, 2019). There are different heat transfer enhancement strategies 

to address this challenge (Jegadheeswaran, 2009). Active strategy involves use of metal based matrix and 

foams, nanoparticles, fins, cascaded arrangement, and encapsulation. However, adding fins, metal matrix and 

foams reduces the volume of PCM results loss in storage/release capacity (Al-Maghalseh, 2018). Passive 

enhancement includes change in place of HTF tube and variation in the orientation of the LHS prototype. 
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The use of passive techniques results in an unchanged storage capacity as the PCM mass remains unaltered 

(Cao ,2018; Sarı, 2001).  

For horizontal shell and tube energy storage unit, Yazici et al.,2014 (Yazici,2014) experimentally studied the 

effect of vertical relocation of the inner tube on the solidification behavior of paraffin wax. Among all 

eccentric cases, the results revealed that the concentric tube case had the least solidification time.  Pahamli et 

al.,2016 (Pahamli, 2016) numerically studied the effect of varying each of the eccentricity of a circular inner 

tube and HTF specifications on the melting behavior of a PCM in shell and tube heat exchanger unit. It was 

concluded that increasing the inner tube eccentricity caused a reduction in the melting time. Alnakeeb et 

al.,2021 (Alnakeeb, 2021) studied the effect of eccentricity on the inner tube at different aspect ratios on the 

melting characteristics of the PCM storage unit. However, the cumulative impact of orientataion and  radial 

eccentricity on thermal characteristics still requires extensive investigation. 

The inference from the preceding literature survey is that there is a paucity of research on passive heat 

transfer augmentation techniques for high-temperature PCM. Hence, the present study numerically 

investigates  the combined effect of the passive heat transfer augmentation techniques on thermal 

chacteristics of HT-LHS system. The orientation of the domain and radial eccentricity of HTF tube are 

simultaneously changed to observe the cumulative effect. 

2. Problem statement and numerical formulation 

2.1. Physical and computational domain 

The physical domain of the system comprises of two tubes with HTF running through the inner tube and 

PCM present in the annulus.The schematic illustration of the computational domain and dimensions of the 

cross-section of the LHS systems are presented in Figure 32 (a). The inner copper tube has an outer diameter 

of 26.7 mm and the outer steel shell has an inner diameter of 84.68 mm. The HTF (Therminol VP 1) flows 

through the copper tube and the annulus contains high-temperature PCM (Binary mixture of NaNO3 and 

KNO3). The hot HTF and the cold HTF enters the tube during charging and discharging, respectively. The 

conjugate heat transfer between PCM and HTF is through combined convection and conduction during 

charging and discharging. The heat transfer from fluid to outer tube wall is forced convection and melting of 

PCM generates free convection. Although the specific dimension of the LHS system is selected in this study, 

the outcomes are applicable for different dimensions and configurations since the thermohydraulic process 

involving conjugate heat transfer and phase change is similar in concentric tube LHS systems. Two 

orientations of the domain i.e. horizontal (θ = 0o) and vertical (θ = 90o) are considerd to observe the effect of 

orientation on the heat transfer characteristics. Figure 3 illustrates the cross section of LHS system for four 

different radial eccentricity for θ = 0o domain. Vertical eccentricity is provided in positive and negative 

direction (θ = 0o, ex = 0,ey = c). The temperature dependent thermophysical properties of the PCM and HTF 

are presented in Table 1 and Table 2 respectively.  
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                                   (b)                                                                              (c) 
 Figure 2: (a)  Dimensions of the physical domain of the concentric  LHS system , (b) Horizontal  orientation of the LHS 

domain,and (C) Vertical orientation of LHS domain 

     
Figure 3: Cross-section of computational domain. (a) Concentric tube (ex = ey = 0),(b) ex = 0 ,ey = 5 mm ,(c) ey = 0, ey = 10 mm and 

(d) ex = 0, ey = -5 mm and (e) ex = 0 mm, ey = -10 mm . 

Where e = eccentricity of HTF tube  = Distance between center of outer and inner tube 

Table 1: Thermophysical properties of PCM 

Temperature 

(K) 

Density 

(kg/m3) 

Specific heat 

(J/kgK) 

Thermal 

conductivity 

(W/mK)× 10−3 

Viscosity 

(Pa.s) )× 10−3 

500 1945 1486 486.5 5.5 

550 1913 1495 496.1 3.839 

600 1882 1503 505.8 2.707 

650 1850 1512 515.6 1.992 

700 1818 1520 525.4 1.583 

 
Table 2: Thermophysical properties of HTF 

Temperature 

(oC) 

Density 

(kg/m3) 

Specific heat 

(J/kgK) 

Thermal 

conductivity 

(W/mK) 

Viscosity 

(Pa.s) 

Vapor pressure 

  (kPa) 

200 913 2048 0.114 0.000395 24 

220 895 2101 0.111 0.000345 42 

240 877 2154 0.107 0.000305 68 

260 857 2207 0.104 0.000272 108 

280 838 2260 0.100 0.000244 163 

300 817 2314 0.096 0.000221 239 

 
 

2.2. Numerical formulation 
 

Enthalpy-Porosity technique is employed to investigate the solid-liquid phase change using Ansys Fluent®. 

The governing equations are formulated while taking the following assumptions into consideration: 

• Molted PCM is assumed to be Newtonian and incompressible fluid 

• Change in volume during melting is not considered  

y 

x 
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• Uniform thermophysical properties are considered for both solid and liquid phases 

• Tube wall thermal resistance is neglected 

The energy conservation equation is formulated as. 

  
𝜕(𝜌𝐻)

𝜕𝑡
+ ∇. (𝜌𝑣𝐻) = ∇. (𝑘∇𝑇) + 𝑆𝑑                                      (eq. 1)     

   H = hs + β ΔHfusion                                                          (eq.2) 

   hs = hr + ∫ 𝑐𝑝𝑑𝑇
𝑇

𝑇𝑟
                                                          (eq.3) 

Where H is total enthalpy, hs is sensible enthalpy, δ is melting fraction, Sd is energy dissipation, hr is sensible 

enthalpy at reference temperature and ΔHfusion is the latent heat of fusion.  

   𝛽 (𝑇) = liquid fraction =  {

0                                   𝑇 < 𝑇𝑠𝑜𝑙𝑖𝑑              
𝑇−𝑇𝑠𝑜𝑙𝑖𝑑

𝑇𝑙𝑖𝑞𝑢𝑖𝑑−𝑇𝑠𝑜𝑙𝑖𝑑
                𝑇𝑠𝑜𝑙𝑖𝑑 ≤  𝑇 ≤ 𝑇𝑙𝑖𝑞𝑢𝑖𝑑                          

1       𝑇 > 𝑇𝑙𝑖𝑞𝑢𝑖𝑑

 (eq. 4) 

Replacing 𝛿 in Equation (4), the energy equation can be expressed as: 

     
𝜕(𝜌ℎ𝑠)

𝜕𝑡
+ ∇. (𝜌𝑣ℎ𝑠) =  ∇. (𝑘∇𝑇) −

𝜕(𝜌𝛽ΔHfusion)

𝜕𝑡
− ∇. (𝜌𝑣𝛽ΔHfusion) + 𝑆𝑑                      (eq. 5) 

Where T = Local temperature 

            Tsolid = Solidus temperature of PCM (K) 

            Tliquid  = Liquidus temperature of PCM (K) 

A value of δ = 0 corresponds to solid phase and δ = 1 defines liquid phase. Value of  0<δ <1 represents a 

mushy zone (pseudo porous zone) consisting of both solid and liquid phases. 

The momentum equation to include natural convection can be expressed as: 

     
𝜕𝜌𝑣

𝜕𝑡
+ ∇. (𝜌𝑣𝑣) =  −∇𝑝 + ∇. (𝜇∇𝑣) + 𝜌𝑔 + 𝑀𝑣                                       (eq.6) 

      𝑀(𝛽) =
(1−𝛽)2

𝛽3+𝜖
𝐴                                                                                        (eq. 7) 

Where M = porosity function and A = Mushy zone constant which reflects the morphology of mushy zone. 𝜖 

is a constant having a small value (0.001). M helps the momentum equation to approximate the Carman-

Kozney equations for flow in porous media. ‘A’ measures the amplitude of velocity damping. The disparity 

in simulation could be caused by extremely high values of A.  ‘A’ is 105 in the present study. 

 

Boussinesq approximation assumes the constant fluid density in all terms of Eqn (6) except the buoyancy 

force which would generate convection in molten PCM. This body force is modeled using ρr and Tr. Hence, 

the momentum equation can be expressed as: 

   
𝜕𝜌𝑟𝑣

𝜕𝑡
+ ∇. (𝜌𝑟𝑣𝑣) =  −∇𝑝 + ∇. (𝜇∇𝑣) + (𝜌 − 𝜌𝑟)𝑔 +

(1−𝛽)2

𝛽3+𝜖
𝐴𝑣         (eq. 8) 

    (𝜌 − 𝜌𝑟)𝑔 =  −𝜌𝑟𝑘𝑇(𝑇 − 𝑇𝑟)                                                                      (eq.9) 

 𝑘𝑇 is the coefficient of thermal expansion of molten PCM and ρr, Tr are reference density and temperature 

respectively. 

The continuity equation can be expressed as: 

     
𝜕𝜌

𝜕𝑡
+ ∇. (𝜌�⃗⃗� ) = 0                                                                                        (eq.10) 

As the flow is considered incompressible, the continuity equation can be expressed as 

                                                          ∇. �⃗⃗� = 0. 

 

The transient simulation with the pressure staggering option (PRESTO) scheme is used for the pressure 

correction equation, and a SIMPLE algorithm is used for pressure–velocity coupling (Mat et al. 2013). A 

second order upwind scheme was used to solve the momentum and energy equations. First order implicit 

scheme is used to discretize the transient term. 
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2.3 Initial and boundary conditions 

 

At t=0 the PCM is assumed to be at 488 K. HTF is introduced into the tube at temperature and mass flow rate 

of 525 K and 0.5 kg/s, respectively. Heat transfer from HTF to PCM during charging is simulated using 

coupled boundary conditions at the inner tube wall. The exterior wall of the shell is assumed to be entirely 

insulated. Outflow condition is employed at the exit of heat transfer fluid tube.  

 Mathematically, the mass and energy conservation for this specific problem can be expressed as: 

�̇�𝑖𝑛 − �̇�𝑜𝑢𝑡 = 0                                                                                                                         (eq. 11) 

 �̇�𝑖𝑛 − �̇�𝑜𝑢𝑡 = �̇�𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟                                                                                                              (eq. 12) 

Where ′�̇�in′ is mass flow of HTF at inlet, ′�̇�out′ is mass flow of HTF at outlet.                            

 

3. Results and discussion 

3.1 Model verification and validation 

The numerical results are verified for grid and time independence before proceeding with the simulation.3D 

domain is considered for horizontal domain and 2D axisymmetric domain is considered for LHS system with 

vertical orientation. Figure 4 (a) performs grid independence for three different number of elements with 

time step of 0.01 s. The results did not alter extensively with an increase in elements from 2,04,918 to 

2,44,900. Therefore, the model with 2,04,918 elements with time step 0.025 s is considered to achieve the 

predetermined convergence level.  

 
Figure 4: Grid independence test 

 

The numerical model is verified by comparing predictions with previous experimental results from Hosseini 

et al. (Hosseini, Rahimi, and Bahrampoury 2014) and numerical results from Seddegh et al. (Seddegh, Wang, 

and Henderson 2016). Figure 5 compares the volumetric average temperature of the PCM domain during 

charging with the experimental and numerical findings during the charging process. The geometric and 

operating parameters are kept constant as previus literature to validate the methodology. The volume flow 

rate of 1 lpm, and inlet temperature of 343 K are considered for the test. The results from the simulation 

using present numerical technique reflect good agreement with previous results.  
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                    Figure 5: Validation of the present model with experimental and numerical model  

 

3.2 Charging performance comparison between horizontal and vertical domain 

Figures 6 (a) and 6 (b) display the liquid fraction and temperature variations respectively for concentric 

horizontal configuration as shown in Figure 2 (b). At the beginning of charging the solid phase change 

material in contact with the tube surface absorbs heat from hot heat transfer fluid and subsequently reaches 

the melting temperature. As a result, the recirculation zone is created in molten PCM, which generates an 

intense convection current. This intense movement between molten PCM and interface between liquid and 

solid PCM intensifies the melting. The melted PCM rises to top of the shell side, while solid PCM 

precipitates because of buoyancy. In the end, the melted PCM filled the upper half of the LHS system as 

depicted in Figure 6(a).  

 

 

                                   

                      

 
             t = 0 h             t = 2 h            t = 4 h          t = 8 h 

 

Figure 6:  Liquid fraction and temperature contour distribution for horizzontal domain. Upper row: Liquid fraction,and lower 

row: Temperature 

Figures 7 (a) and 7(b) illustrate the contours of liquid fraction and temperature respectively for vertical 

concentric system present in Figure 2 (c). Likewise horizontal domain, the solid PCM near the heat transfer 

tube absorbs heat from hot heat transfer fluid. When a layer of melted PCM is formed adjacent to the tube 
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surface, the melted PCM rises along the outer surface of the tube due to buoyancy. This motion creates a 

convective current in melted PCM between HTF tube and melted PCM and as well as between the liquid and 

solid interface. In contrast to horizontal system, the convective current persists and is effective during entire 

charging process for vertical LHS system. As a result, the vertical LHS system maintains nearly a constant 

charging rate. Figure 7 (b) displays practically lack of temperature stratification in the melted PCM. 

                                                

 

     

                                                         

 

      Figure 7:  Liquid fraction and temperature contour for vertical domain. Upper: Liquid fraction , and Lower: Temperature 

 

3.3 Combined influence of orientation and eccentricity on charging performance  

Figure 8 compares the effect of horizontal and vertical orientation (θ = 0o and θ = 90o) on the charging 

characteristics for latent heat storage. In the beginning, the rate of melting remains almost the same for both 

configurations. This can be attributed to the presence of only conduction at the start of the charging process 

which is independent of θ. A high melting rate during charging refers to the transition in thermal state of 

PCM from solid to the melted. When melting begins, the recirculation propagates in axial and radial 

directions in melted medium of the LHS system. For  θ = 0o,  the radial component helps to the increase in 

melting rate, and the axial component facilitates the melting along the length of the horizontal system. On the 

other hand, the same convective motion persists during the entire charging process in the vertical LHS 

domain. 

 

Charging duration for LHS should be as small as possible for improved performance. From Figure 8, it is 

evident that the horizontal domain has superior performance compared to vertical domain. Hence, the 

horizontal configuration is subjected to change in eccentricity of the HTF tube to evaluate the combined 

effect. 
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  Figure 8:  Temporal variation of liquid fraction for θ = 0o and  θ = 90o 

The degree of eccentricity is varied in both horizontal (ex = c, ey= 0) and vertical direction (ey = c, ex = 0). 

Figure 9 represents the liquid fraction and temperature contour for different degree of eccentricity for 

horizontal domain (θ = 0o). At the beginning, there are no difference in charging rate of eccentric tube as 

compared to concentric tube as visible from Figure 10 which is due to pure conduction heat transfer from 

inner tube wall to solid PCM. Gradually, temperature of PCM layer adjacent to the inner tube increases first 

and PCM starts to melt after temperature reaches the melting point. The molten PCM adjacent to lower part 

of the inner tube moves to upper side of inner tube due to buoyancy. This generates natural convection 

current in molten PCM which continues to dominate in eccentric system. When the eccentricity of inner tube 

descends downwards from the coaxial center with the outer tube, the area available for natural convection 

increases enhancing the melting rate. This can be attributed to the correlation between convective heat 

transfer with the effective surface area available for natural convection (�̇� ∝ 𝐴𝑒𝑓𝑓). The eccentric geometry 

with e = -20 mm presented the shortest melting time due to enhanced convective heat transfer coefficient. On 

the contrary, the horizontal eccentricity does not affect the charging rate as buoyancy has no effect on 

horizontal direction. Table 3 summarizes the percentage of increase or decrease in charging duration 

corresponding to different configuration of LHS system. 

                                                    

 

                                                                      (b) 

                                                     
Figure 9: Liquid fraction and temperature distribution after 3 h of charging at z = 0.5 m cross section. (a) Liquid fraction and 

(b)Temperature  

0

10

20

30

40

50

60

70

80

90

100

0 1 2 3 4 5 6 7 8 9 10 11

L
iq

u
id

 f
ra

ct
io

n
 (

%
)

Time (h)

θ = 0°,Horizontal domain

θ = 90°, 2D axisymmetric vertical 

domain

 
A.K. Ray et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1417



 

 

  
Figure 10: Combined effect of orientation and radial eccentricity on charging performance (e is in mm) 

Table 3: Quantitaive illustration of combined effect of passive enehancement techniques 

Configuration  Orientation, 

eccentricity (mm) 

Charging 

duration (hrs) 

Change wrt concentric 

vertical domain (%) 

Concentric vertical Vertical θ = 90°,e = 0  10.5     Reference 

Change in orientation θ = 0°, e = 0 8.5         19.04                

Cumulative impact of orientation and 

eccentricity (-ve y direction) 

 

θ = 0°, ey = - 20 

 

6.5 

         

       38.09  

Cumulative impact of orientation and 

eccentricity ( +ve y direction) 

θ = 0°, ey = 20 12        14.28  

Cumulative impact of orientation and 

eccentricity ( x direction) 

θ = 0°, ex = C 8.5        19.04 

 
3.4 Effect of inlet temperatures and flow rates of HTF 

 

From the previous section, horizontal eccentric domain having larger downward eccentricity is observed to 

have the best charging performance. Hence, a parametric analysis is carried out to evaluate the effect of the 

inlet temperatures and flow rates of HTF on the charging characteristics of the eccentric domain of θ=0° 

having downward vertical eccentricity. Three different temperatures at a constant HTF flow rate of 0.5 lpm 

and three different HTF inlet flow rates  at a constant inlet temperature of 525 K are considered.  

 

Figure 11 compares the liquid fraction and temperature of the PCM at different inlet temperatures during 

charging process. The temperature and liquid fraction are defined as average over the volume of the domain. 

The melting fraction and temperature menifests energy storage capacity of the LHS system at each instant 

during charging. The total charging duration is found to decrease with increase in inlet temperature. The 

reduction is explained by the intensified buoyancy and convective heat transfer in the PCM resulting from 

the high temperature gradient in the vicinity of the HTF tube. This results in increase in rate of energy 

transfer to the PCM. Figure 11 also reflects that the total melting time is reduced by 21.56 % and 44.53 % in 

the horizontal eccentric system as the HTF temperature is increased from 515 K to 520 K and then 530 K. 

The average temperature of PCM is increased by 1.1 % and 5% respectively as the HTF temperature is 

increased from 515 K to 520 K and then 530 K. 
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                                                                                                            (a) 

 

                                                                         (b) 
Figure 11: Thermal performance outputs in horizontal eccentric domain during the charging process. (a) PCM liquid fraction, and (b) 

PCM temperature 

Figure 12 compares the liquid fraction of PCM under different Reynold’s number during charging process. 

The increase of flow rate does not show significant changes in the total melting time during the charging 

process. This behaviour can be explained by the conjugate heat transfer mechanism from HTF to PCM. Heat 

transfer between the hot HTF and inner tube surface is by forced convection which has much higher heat 

transfer coefficient in comparison to natural convection in the liquid PCM. Change in flow rate of HTF 

affects the forced convection in HTF tube. However, the natural convection dominated heat transfer in the 

liquid PCM is not significantly affected by flow rate. Therefore, increasing the HTF flow rate has minimal 

effect on the thermal performance of any orientation. 
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(a) 

 
   (b) 

Figure 12: Thermal performance outputs in horizontal eccentric domain during the charging process. (a) PCM liquid fraction, and (b) 

PCM temperature  

 

4. Conclusions: 
The low heat transfer rate in LHS because of low thermal conductivity of inorganic PCM is the major 

technological bottleneck in designing HT-LHS systems. There are active and passive heat transfer 

enhancement methods to improve the heat transfer performance. Passive techniques such as variation in 

orientation of LHS domain and eccentricity of HTF tube can improve the thermal performance of HT-LHS 

system. Though individual effect of passive heat transfer enhancement techniques is relatively small 

compared to active heat transfer enhancement techniques, the combined effect is observed to be significantly 

large . 

Changing the orientation from θ = 90° to θ = 0° with no eccentricity results in a 19 % increase in charging 

rate. Moreover, when both orientation and eccentricity are changed together, the charging rate increases by 

38 % from θ = 90°,e = 0 mm to θ = 0°,e = -20 mm . However, if the eccentricity is upward at 20 mm for  θ = 

0°, the charging rate reduces by 41.12 % than θ = 0° without eccentricity. The increase in charging (melting) 

rate with vertical downward eccentricity is atrributed to larger available surface area for natural convection. 

The substantial increase in rate of charging would help to devise the HT-LHS system with horizontal 
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orientation and vertical downward ecentricity. The charging duration of eccentric domain with vertical 

downward eccentricity substantially decreases with increase in inlet temperature of hot HTF. However, the 

inlet flow rate has minimal impact on charging duration. The future study will consider the effect of 

combined strategies on discharging performance of HT-LHS system and will explore the intensity of 

turbulence on hear transfer characteristics. 
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Abstract 

The current research tackles the energy trilemma, capture, storage, and re-use of industrial waste heat (IWH) 

by presenting the development of a laboratory-scale charge analyser for thermal storage (CATS) utilizing 

thermochemical materials (TCMs). The purpose of the study is to evaluate a material's charge performance 

relative to the reactor's capabilities. The temperature, flow rate, and material quantity are altered to generate 

an operational window. The reactor has been designed to work as an open system, whereby the IWH stream 

will pass directly through any TCMs under consideration. For this study, silica gel was chosen as the material 

for commissioning the reactor as it is well understood from a mass loss perspective and its relative ease of 

material preparation. The reactor can produce temperatures between 50-650°C and flows in the region of 200-

900 l/min. During experimentation we can record the mass change (resolution 0.01g) up to a maximum of 

10.2kg, temperature changes up to a maximum of 1100°C, and flows (between 0.2-25m/s).  

Keywords: Industrial Waste Heat, Silica Gel, Thermochemical Materials 

1. Introduction 

With the exhaustion of our world’s main fossil-based energy resources and the continued worsening of our 

environmental conditions in the past decades, it is vital we look to change the way we generate, use, and store 

our energy. For most of the industrial sector, heat energy is used in some way or another for manufacturing of 

the desired products. The heat energy is subsequently discharged from the process through thermal carriers 

such as gases or liquids and vented to atmosphere or discharged into local bodies of water. U.S. department of 

energy reported that between 20 to 50% of industrial energy input is lost as industrial waste heat (IWH) (BCS 

INC, 2008). Depending upon the process, IWH can be discharged over a large temperature range, however the 

majority of heat sources are below 200°C except for the Iron and Steel sector where the range is 200-1000°C 

(Papapetrou et al, 2018). This is highlighted in Figure 1. The inherent problem with utilising IWH can be its 

economics of recovery, discontinuous nature and the distance mismatch between the source and the end use. 

The solution to both these problems is effective heat storage. 

 

Thermal energy storage (TES) is considered among passive IWH recovery technologies and could potentially 

fill the gap between energy supply and demand. Application of TES for IWH recovery could reduce investment 

cost, improve the capacity factor and reduce start-up and partial load losses in industries (Miró et al, 2016; 

Brueckner et al, 2014) 

 

TES can be classified as sensible heat storage (SHS), latent heat storage (LHS) and thermochemical heat 

storage (TCS). SHS in comparison with other technologies is a simple, low-cost, and mature technology 

however is associated with inferior energy density and considerable storage volumes (Sunku Prasad et al, 

2019). LHS offers greater energy density in comparison over the same temperature gradient, however LHS 

has some characteristic drawbacks such as corrosion and leakage. Both SHS and LHS are not suitable for long 

term application as heavy insulation is required to minimize typical energy leakage. (Wu et al, 2019; Fumey 

et al, 2019). TCS can store the energy at wide range of temperatures based on chemical bonds of suitable 

materials with minimum energy loss for long term application and higher associated energy storage density 

(Lin et al., 2021). 

 

Sorption heat storage has been utilized for both mobile THS, transporting IWH to an off-site heat demand, and 

for inter-seasonal heat storage at the demand location (Krönauer et al., 2015; Sutton et al., 2018). For the lower 

end of IWH (<200°C) various salt hydrates could be suitable such as CaCl2, LiNO3 and SrBr2 (Sutton et al., 
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2018; Salviati et al., 2019). For the higher end of IWH, there are far less options in terms of materials and 

research is scarce in comparison. Two stand out materials that have been studied are Mg(OH)2 (Zamengo et 

al, 2015) and Ca(OH)2 (Funayama et al, 2019) which are suitable for temperatures above 350°C and 550°C 

respectively.  

 

 

Fig. 1: Waste heat potential per industrial sector and temperature level for EU industry in 2015 (Papapetrou et al, 2018) 

The aim of this work is to design and commission a reactor to assess the charging performance of various 

materials within the range of the reactor’s capabilities of representing IWH. This will allow for decisions to 

be made on which material is best suited to a particular IWH stream. Here we will alter temperature, flow, 

and material quantity to produce an operational window. The reactor has been designed to work as an open 

system, whereby the IWH stream will pass directly through any TCMs in a fixed bed. The storage of the 

material in the reactor has been designed so it can be easily removed for transport. For this study, silica gel 

was chosen as the material for commissioning the reactor as it is well understood from a mass loss 

perspective and its relative ease of material preparation. 

2. Design and Build of the Reactor 

The performance of any materials selected for use in storage of IWH need to be assessed in a lab-scale reactor. 

To do this, the charging performance of a material should be assessed in terms of its resident time to become 

fully dehydrated at a given temperature and flow. In this work, the design and optimization of a charge analyser 

for thermal storage (CATS) capable of mimicking the flow of industrial waste heat on a lab-scale over a broad 

range of temperatures and flows in the low-medium temperature range is shown. 

 

2.1. Reactor Requirements 

 

Incorporating as many measurements as possible into a RIG is essential to giving a more accurate judgement 

and a better understanding of what is transpiring. To validate the discharge performance of the TCM, there are 

a couple of parameters to suggest the resident time required. These are as follows: 

 

• Change in Mass 

• Change in Temperature 

 
For the replication of the IWH, a heat source is required that can provide the range of temperatures covered in 

the low-medium range (100-700°C) with the ability to easily control and monitor the temperature and the flow 

rate. An open structure with the ability to contain TCMs is needed with following necessities: 

 

• Allow incorporation of sensors 

• Ability to withstand heat 

• Limit the amount of heat lost to the environment 

• Allow flow of IWH through material 

• Easy to remove and add materials 
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2.1.1 Mass Measurements 

 

Accurately measuring mass of TCMs is the most accurate way of judging what state the salt is in. If a known 

quantity of salt is contained within a matrix, any additional weight gained can be attributed to absorbed water. 

By applying heat, this water can be removed and by weighing in stages it is possible to observe progress along 

a charging profile. However, this is not ideal in any situation for two reasons. First it is not possible to monitor 

the mass over time for a complete cycle with live results, and secondly, the act of removing the salt from the 

heat in normal conditions will affect the actual water content. To avoid this, we need to have mass 

measurements while heat the is being applied. The solution to this is to measure the whole RIG in which the 

SIM is contained. An example of this is shown in the work by Zamengo et al. (2015) where the packed bed 

reactor is sat on an electronic balance. To achieve this the electronic balance needs to have a high maximum 

load to allow for the weight of the RIG, while also have a high accuracy to account for the low mass changes 

occurring during the reaction. On top of this a data logging function is required so the mass can be monitored 

throughout experimentation. 

 

2.1.2 Temperature Measurements 

 

Temperature measurements need to be taken in the RIG for three reasons. The first is to monitor the 

temperatures coming from the IWH heat source are as expected. Secondly, we need to understand how much 

heat energy is being lost from the point of heat source to the location of our storage materials. Lastly, the 

temperature changes that may occur before and after the thermochemical materials (TCMs) need to be 

monitored which may give an indication of how far along the charge cycle progression is. The heat energy 

from the IWH stream should in theory be absorbed by the TCMs, breaking the bonds between the water 

molecules and the material in question. This should result in the temperature of the air stream being reduced 

at the outlet compared to the inlet. This continues until the salt reaches its anhydrous state or reaches a stable 

salt hydrate at a given temperature. At this point there should be a limited difference between the inlet and 

outlet, giving us an indication that the charge cycle is complete. The requirements of the thermocouples (TCs) 

are as follows. They need to be able to withstand the maximum temperature that may be subjected to the 

materials in the RIG. They will also need datalogging capabilities so the temperatures can be monitored 

throughout the charging profile. 

 

2.1.3 IWH Source 

 

The heat source itself needs to cover the range of temperatures most associated with IWH sources 

(Low/Medium Temperatures). This needs to be accurately controlled while also considering the flow of air. 

Safety of the device is the biggest concern, and  there cannot be any risk of overheating, damage, or cause any 

harm in the close vicinity.  

 

2.1.4 Apparatus to Hold TCMs 

 

The materials utilised in the apparatus to hold the SIM and any other components involved in the RIG need to 

handle the temperatures that are capable from the chosen waste heat source replica. There needs flexibility of 

within the piping to allow separation of the RIG from the heat source to prevent impacting upon the mass 

measurements. The RIG should be insulated where possible to limit the amount of heat lost the environment. 

The RIG should include an easy to remove compartment for the materials so that they can be transferred to an 

alternative discharge unit. There needs to be small access points incorporated for any sensors that will be fitted 

into the RIG. 

 

2.2. Reactor Design 

 

Following all the design requirements mentioned above, the finalised reactor design is shown in Figure 2. The 

heat source is a Leister Hotwind System hot air blower. This is commonly utilised in continuous drying, 

 
J. Reynolds et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1424



shrinking, and coating processes. The continuous nature makes it ideal for use as our IWH source, aswell as 

having control over temperature and flow between 50-650°C and 200-900 l/min respectively. To have even 

more control over temperature, the Leister CSS is incorporated and programmed to control the temperature 

from an external TC. This allows the required temperature to be set in the inlet of the RIG as opposed to within 

the air blower. The Hotwind System is also fitted with an alarm contact and combined with a fabricated alarm 

we can prepare for any situation where the air blower might be overheated. The entire system is then fixed to 

an adjustable platform to allow for any change in height while also preventing movement during 

experimentation. 

 

Fig. 2: 3D model of the lab-scale CATS highlighting all key components and locations (Left). Experimental set up (Right). 

The main element of the RIG is the insulated twin tube with measurement adapters fitted in the side. The length 

of the tube is 330mm and the inner diameter (ID) is 100mm. The outer diameter is 150mm with 25mm of 

insulation held between the two stainless-steel tubes. Within this there is a removable stainless-steel tube with 

a perforated based capable of holding the testing TCM. The diameter of this tube is 94mm. This tube has holes 

present in the side that line up with the measurement adapters for incorporated sensors. The twin tube is then 

enclosed within a fabricated rexroth stand to allow for the elevation needed to fix the flexi tube underneath. 

This tubing is made from a flexible two-ply spiral hose made of heat-resistant fabric and steel spiral which is 

resistant up to temperature of 650°C. This has ID of 105mm and strapped to the inner twin tube by a SS jubilee 

clip. The flexibility of this piping allows for change in mass measurements during experimentation. To form a 

seal between the rig and the Hotwind, the tubing is strapped to a 4-3-inch reducer tube which has been welded 

to the protective tubing attachment of the Hotwind. The reducer tube has been fitted with holes for the control 

TC. 

 

With a sufficient seal between the heat source and the RIG, the flow rate can be monitored prior to the hotwind 

to avoid the need of heat resistant flow sensors. To do this a 100mm Perspex tube has been fixed to the filter 

attachment of the hotwind. With a known diameter of the pipe and the flow speed, the flow rate through the 

RIG can be calculated. The air speed is monitored using a hot wire CFM thermo anemometer and datalogger. 

This system is capable of measuring air velocity between 0.2-25 m/s using a simple probe that can be inserted 

into the stream. As well as air velocity, the probe can measure temperatures up to 50°C. As this probe is located 

prior to the heat source, we can use this to simultaneously record the ambient temperature during the reaction. 

The rexroth is placed on top of a Ohaus Explorer EX10202m scale capable of measuring masses up to 10.2kg 

with a readability of 0.01g. The Ohaus scale connects with the Ohaus SPDC Data Collection software to send 

mass recording at desired intervals during the charge cycle. The scale itself is only operational to temperatures 

of 40°C. To prevent any heat transfer between the RIG and scale, a thin insulating layer is placed between the 

scale and the rexroth stand. 
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Type K TCs with 310 stainless steel sheath and a maximum operating temperature of 1100°C are used for 

temperature measurements through the RIG. The first two TCs are placed in the reducer tube just prior to 

Hotwind nozzle. One of these feeds straight to the CSS temperature control and the other to the data logger. 

At the end of the flexi pipe, just before reactor, a TC is placed and selected as the inlet temperature. In both 

measurement adapters, two TCs are placed with the aim of one being at the pipe centre and second close to the 

pipe walls. These are our bulk temperature recordings. The last TC is placed above the exit stream of the RIG 

and is the outlet temperature recording. All these TCs are connected to a Pico logger TC-08 which transfers 

the live temperature recording to the Pico data collecting software. 

 

The CATS offers an ability to screen materials for use in THS. With this set-up an estimate a recharge 

efficiency is possible and any alterations to conditions and system design to best match the material under 

consideration can be done. Once operational windows are found, IWH sources can be targeted for capture 

within that range. 

3. Material Preparation 

Silica gel was chosen as the material for commissioning the CATS system as it is well understood from a mass 

loss perspective and the relative ease of material preparation. To add moisture evenly to the silcia gel, a 

Memmert constant climate chamber HPP110eco is used. Inital static vapor sorption (SVS) tests were first 

carried out at three different RH% values all at 25°C (Figure 3). 3 petri dishes, each containing 10g of Silica 

gel were located in a sealed chamber with controlled local relative humidity and left for 168 hours to assess 

the maximum water uptake. The maximum values were generally achieved within the first 24-48 hours 

showing no further uptake over the remaining test duration. The results show different maximum moisture 

uptake for different conditions and as such it is key to keep synthesis conditions the same if consistent 

discharged material is to me made. As the investigation will focus upon fully hydrated silica gel, 25°C and 

75% RH are the conditions choosen for material synthesis. 

  

 
Fig. 3: Static vapor sorption (SVS) of 10g of Silica gel at 25°C at 25%, 50%, and 75% relative humidity (Left). Moisture 

content after 7 days (Right).  

 
Fig. 4: Loading of Silica Gel in the Memmert constant climate chamber HPP110eco for large scale material preparation. 
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For bulk hydration, 300-400g of dry silica gel is loaded onto trays (32 x 23 cm) allowing for a thin layer of 

material to improve water uptake. Eight trays are then loaded into the climate chamber allowing for adequate 

air flow (Figure 4). At initial loading, the RH% of the oven drops due to rapid water uptake. Over the next 48 

hours, this value equilibriates towards the set value. Once this is achieved it is possible to spot test the material  

and assess the moisture content. To do this a Ohaus MB120 moisture analyser is used. 5g of silica gel is subject 

to 200°C static drying with switch off criteria set to 1mg change over 120 seconds. If the moisture content is 

>33%, hydration is considered complete and materials are stored for use in the CATS. 

4. Reactor Operation and Data 

Example data received from the CATS is shown in Figure 5. The key indicators for duration of reaction come 

from the mass and temperature data. There is a steady loss of mass over time that flattens out when the charge 

reaction is deemed complete. This generally coincides with the outlet temperature that plateaus around its 

maximum observed value. The average flow data is used to show if there is any sudden change in the fixed 

bed during reaction and this, combined with the total reaction time proposed by the mass and temperature 

value, can give an estimate of the total energy used during the charge reaction. Any alteration to the IWH 

conditions, reactor design, and quantities of material used will change the energy required to charge the 

material set. With this data an operational window for silica gel to be used as an industrial waste heat storage 

material is defined 

 

Fig. 5: Example data received from the CATS for silica gel at 200C set temperature and flow 7 set fan speed (Left). Data to be 

collected from the CATS (Right). 

 

4.1. Air Speed to Mass Flow 

 

As mentioned above a single point of measurement will be used to record air speed during experimentation, 

however the flow of air in a circular duct is not evenly spread across the plane of the duct. This is because of 

the friction that occurs at the duct walls that ultimately reduces the flow compared to the centre, creating the 

parabolic profile shown in Figure 6. Any obstruction such as fans, corners, duct fittings, tees, and coils all 

create turbulence in the duct, further changing the velocity over the cross section. To reduce the amount of 

turbulence, readings should be taken 7 duct diameters downstream and 1 and ½ upstream of any flow 

disturbance. For a round duct, the equal-area method should be used, whereby the air speed is taken at the 

centre of equal concentric areas and averaged. Figure 6. shows this where by two entry points, perpendicular 
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to each other, allow reading points to be taken vertically and horizontally through the centreline. An alternative 

method of obtaining the average flow is to take a measurement at the centre and multiple this by 0.9 (TSI 

Airflow, 2014). This can achieve an accuracy of +/- 5%. As the Thermo-Anemometer will remain central in 

the duct during experimentation, a comparison on the data received from the central data point and the traverse 

method is required to decide a multiplication factor the CATS system going forward. 

 

 

Fig. 6: Graph showing Actual Flow Rate vs Flow Setting varying Position, Temperature & Material. 

Tab. 1: Results from air flow approximation experiment comparing central measurement point and traverse method at 
room temperature for flow setting 4 and 7. 

Flow Setting 4 Flow Setting 7 

Method Air Speed [m/s] Method  Air Speed [m/s] 

20 Point Traverse 

Method 

1.40 20 Point Traverse 

Method 

1.76 

0.9 x Central Method 1.37 0.9 x Central Method 1.77 

% Difference 1.68% % Difference 0.69% 

 

 

For each air speed measurement, the sensor was set in place and 30 data points were taken over 5 minutes (10s 

increments). The average of these values was then calculated as an input into table 1. The Traverse method 

was conducted over two different operational flow rates. For both sets of experiments the 0.9x Central Method 

was well within the quoted 5% difference of the 20 Point Traverse Method. This validates that a single point 

of flow measurement is sufficient to record during each experiment and a simple multiplication factor of 0.9 

can be used to correct this. 

 

To calculate the air mass flow (µav) the following equation can be used: 

 

𝜇𝑎𝑣 = 𝜈 ×  𝐶𝑆𝐴 ×  𝜌𝑎𝑖𝑟   × 3240          (eq. 1) 

 

• ν – Average Air Speed [m/s] 

• CSA – Cross-sectional Area [m2] 

• ρair – Air Density [kg/m3] 

• 3240 – Multiplication factor for speed variation over a circular duct and to convert from units of 

seconds to hours. 

 

 

Parabolic 
velocity 
profile
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4.2. Mass Measurement 

 

To validate the scale’s ability to record a mass change while connected to the flexi pipe, an experiment is set 

up to record the mass value of known weights. Four weights were chosen for this spread over a typical range 

expected from TCM mass losses. These are 74.80g, 118.9g, 125.27g & 191.32g. Each weight was placed on 

the scale 3 times at two different locations (Top and Base) and an average of the values calculated. The results 

from this are shown in Table 2. For all the results, the mass recorded was within 1% difference to the actual 

value. There is no significant trend suggesting this % difference changes when the mass of the object is 

changing. However, there is a difference in values from the mass measured at the base of reactor as opposed 

to the top of the reactor. All values at the base show a decrease in mass from the actual value, whereas all value 

at the top show an increase in mass from the actual value. This is considered to be an effect of the position of 

the weight in respect to the flexi pipe connection. 

 

Tab. 2: Results from Scale Sensitivity Measurements 

Mass at Base Mass at Top 

Standard Mass Mass [g] Av % 

Difference 

Standard Mass Mass [g] Av % 

Difference 

1 74.8 0.77 1 74.8 -0.61 

2 118.8 0.75 2 118.8 -0.57 

3 125.3 0.77 3 125.3 -0.69 

4 191.3 0.59 4 191.3 -0.33 

 

 

The mass measurement is the first indicator of charge completion that results in a value of resident time (trM) 

used for total charge energy. Figure 5 shows that the mass linearly decreases for most of the charge duration 

before plateauing at its final ‘dry’ state. To obtain a residence time from this data, the gradient change during 

the reaction must be calculated. Using a selected ‘end gradient’ criteria, an exact time when the mass has 

levelled out to an appropriate state can be collected. 

 

4.3. Temperature Measurement 

 

The temperature is monitored at the system inlet to initially understand the heat loss in the distance between 

the Hotwind and the reactor. With knowledge of this we can then adjust the Hotwind temperature to get a 

desired temperature going through the material. This temperature reading subsequently allows comparison to 

all the other locations (Bulk1, Bulk 2, Outlet), assisting in defining charge completion at each point. Finally, 

the inlet is used to calculate the energy of the flow from the difference in temperature to ambient (25°C).  

 

The loss of temperature in the flexi pipe between the heat source (Hotwind) and the reactor was investigated. 

The reactor was filled with a consistent amount of dry silica gel (1050g) and the Hotwind set at various flow 

settings and temperatures. The chosen flow settings were 4, 7, and 10. The chosen temperatures were 100°C, 

200°C, and 300°C. For each experimental condition, the system was allowed to equilibrate for 10 minutes. 30 

data points were subsequently recorded over 5 minutes and average values were calculated for the control and 

inlet TCs. The difference between these values is then labelled ΔT. The results are shown in Figure 7. 

Increasing the flow rate slightly decreases the loss of heat energy, however the largest losses occur through 

increases to the temperature. Generally, increasing the set temperature by 100°C increases the ΔT by around 

20°C. Following this trend, selecting the Hotwinds maximum temperatures (650°C) and a maximum flow 

setting, temperature losses around 120°C would be expected, resulting in a maximum inlet temperature of 

around 530°C and flow speeds around 0.77 m/s. This is important to know when choosing TCMs with high 

charge temperatures for future experiments. 
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Fig. 7: Temperature lost between the Hotwind and the reactor (ΔT) at varying temperatures and flow rates. 

 

The outlet TC is the second indicator of charge completion that results in a value of resident time (τrT) used for 

total charge energy. From Figure 5 it can be seen that the outlet TC values are the last to increase to values 

close to inlet temperature before equilibrating. However, unlike the mass data, the outlet temperature data has 

many points where the temperature has plateaued (ambient temperature, wet bulb temperature & final 

temperature). To work around this the ‘end point’ criteria is set to the last time gradient plateaus. 

4.4. Energy Calculation. 

 

Data collected from the CATS can now allow a calculation of charge energy for a material under the given 

drying conditions. Equation 2 highlights this: 

 

𝐶ℎ𝑎𝑟𝑔𝑒 𝐸𝑛𝑒𝑟𝑔𝑦 (𝑘𝐽) = 𝜇𝑎𝑣 × 𝐶𝑝 × 𝛥𝑇 × 𝜏𝑟          (eq. 2) 

 

• µav – Average Air Mass Flow [kg/s] 

• Cp – Heat Capacity of Air [kJ/KgK] 

• ΔT – Temperature Difference between Inlet and RT (25°C) [K] 

• τr – Resident Time (Either based on Mass or Outlet Temperature) [s] 

5. Results and Discussion 

To assess the charge performance of silica gel, 1400g of discharged material was subject to three different 

temperatures (100°C, 200°C and 300°C) and various flow rates. The data received from Figure 7 was used to 

predict the temperature set at the Hotwind control TC to gain the desired inlet temperatures. For each 

temperature, 3 flow rates were chosen according to flow setting (Flow 4, Flow 7, and Flow 10) and 3 flow 

rates were chosen matching air mass flow values (20kg/hr, 25kg/hr, and 30kg/hr). This resulted in a total of 18 

experiments shown in Figure 8.  
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Fig. 8: Total energy to charge 1400g of fully discharged silica gel. Total charge energy based of τrM (Left). Total charge energy 

based of τrT (Right). 

As mentioned above, there are two indicators of residence time (τr) which are mass and outlet temperature. 

The charge energy has therefore been calculated according to both values and presented on separate plots 

(Figure 8). Both sets of data show the same trends however the mass data generally gives slightly less energy 

values. This slight difference in τr values is due to fact that the mass data plateaus just before the outlet. 

Whereas the outlet temperature is a good indication of a complete reaction time, the mass data seems to slightly 

underestimate this. The rate of mass change towards the ends slows down before plateauing and exact final 

values is harder to identify. For this reason, outlet temperature can be considered a better indicator. Results 

show that an increase in flow rate and decrease in temperature leads to a reduced total charge energy and 

therefore a more efficient charge. The higher flow rates will allow easier removal of water vapor and the lower 

temperatures could suggest less heat energy is lost to the surroundings. If the reactor was better insulated this 

might improve the charge efficiency at elevated temperatures. This work suggests that if we have a waste heat 

source whereby we will capture that energy with silica gel, increasing the flow rate of that waste heat stream 

is more beneficial than maintaining higher temperatures. Additional fans or air supply could be considered for 

this. 

 

The effect of material quantity on charge energy was assessed. Based on the previous study, the temperature 

was set at 100°C and three flow rates were selected (20kg/hr, 25kg/hr, and 30kg/hr). For each condition 6 mass 

values were chosen totaling 18 experiments shown in Figure 9. 

 

 
Fig. 9: Charge energy per mass for fully discharged silica gel. Charge energy based of τrM (Left). Charge energy based of τrT 

(Right). 

Following the previous experiments, results are again presented on sperate plots whereby the charge energy 

per mass (kJ/g) was calculated based on τrM and τrT. As previously seen, the results based on mass data show 

slightly lower energy values. Whereas the trends observed are similar, the mass data is less consistent. The 
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data for outlet temperature is consistent between experiments (RT → Inlet Temp), whereas the mass change 

data varies due to there being varying mass changes. The mass gradient changes are less significant for the 

lower material quantities which might suggest the inaccuracy of this indicator at lower levels. However, the 

results show in both cases that there is an optimum material quantity around 1200g. Reduced efficiency before 

this value will be due to the energy lost in heating the reactor outweighing the energy used to charge to material. 

Reduced efficiency beyond this value would be due to reduced kinetics further up the reactor as more energy 

is being lost to the environment prior to the point. Figure 3 explains this by showing the reduced bulk 2 

temperatures in comparison to bulk 1 (after a section is considered charged) that is further along the reactor. 

Again, better insulation could alleviate this problem allowing for better efficiency for higher material 

quantities. For a real-case heat capture solution, reactor material should be kept to a minimum and should be 

insulated as much as possible. To predict the best material quantity for any real-case, computational modelling 

should be done alongside this work where up-scaling can be easily considered. 

6. Conclusion 

The CATS has been developed and successfully demonstrated using silica gel as the commissioning material. 

It is predicted that maximum inlet temperatures of 530°C can be achieved using the Hotwind air flow system. 

Two indicators of residence time (mass and outlet temperature) have been used to calculate the total charge 

energy. Of the two, the outlet temperature data shows more consistent values and results that are a more 

accurate representation of a fully charged state. Total charge energy of silica gel has shown to decrease with 

higher flow rates and lower temperatures. In this case, 100°C was the lowest temperature applied. However, if 

silica gel is to be considered as a TCM, more work should be carried out at temperatures <100°C. The effect 

of material quantity on charge energy shows that there is an optimum quantity for silica gel in the reactor. The 

decrease in efficiency above 1200g is down to radiative heat loss increasing further up the reactor. 

Improvements in insulation properties should be considered to maintain efficiency at higher quantities. To 

predict the optimum quantity in real-case scenarios, future work on computational modelling will assist the 

transition from lab-scale to a full-scale demonstration. The CATS can now screen materials for their charge 

performance and make decisions on what material is best for real-case scenarios. 

 

A synthesis protocol has also been developed for the consistent hydration of silica gel to hydration levels in 

the range of 33%, equivalent of a fully hydrated state. With use of the climate control oven, other materials 

that are capable of discharge within humid conditions (e.g. salt hydrates) could be successfully synthesized 

and analyzed for their charge performance in the CATS. Estimations of maximum inlet temperature indicate 

the possibility to study materials of higher charge temperature such magnesium hydroxide and calcium 

hydroxide.  
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Abstract 

Thermochemical heat storage composites based on hydrated salts enclosed within an expanded 

graphite/alginate polymer matrix are presented. The simple synthesis method offers flexibility in the size and 

shape of the composite material to best suit the application, with the option of easily being scaled up. The 

incorporated calcium chloride can release and store heat through the reversible hydration and dehydration 

reaction. The Dehydration of the reacting salt is appropriate for sources of heat ranging from transpired 

conventional solar collectors (<70°C) up to low grade waste heat sources (<150°). Salt loading values up to 

84% have been achieved while maintaining visible porosity. The charge reaction is studied via static heat, 

while the discharge reaction is studied by passing a flow of humid air through the materials. Both reactions are 

compared to previously studied Vermiculite/CaCl2. Further to this bulk density, surface area, and water vapor 

sorption are considered. 

Keywords: Thermochemical Heat Storage, Expanded Graphite, Alginate, Calcium Chloride 

1. Introduction 

With the exhaustion of our world’s main fossil-based energy resources and the continued worsening of our 

environmental conditions in the past decades, it is vital we look to change the way we generate, use, and store 

our energy. In 2017, almost half the energy consumed (760 TWh) in the UK was required for heating purposes, 

of which 57% was needed for domestic space heating (Ofgem, 2016). For the heating of the UK’s 29 million 

homes and non-residential buildings, only 4.5% of the energy was from a low carbon source, which needs to 

increase drastically if the UK is to meet its 2050 net carbon zero target (Ofgem, 2020; Climate Change Act 

2008). Two low carbon sources associated with an abundance of heat energy are solar heat and industrial waste 

heat (IWH), however both come with inherent problems. Solar heat has a timing mismatch between when heat 

is abundant and when heat is required (diurnally and seasonally), whereas IWH heat can be discontinuous and 

has a distance mismatch between the source and the necessity. The solution to both these problems is effective 

heat storage. 

 

Thermochemical heat storage (THS) provides a convenient way to overcome these mismatch issues by storing 

heat energy in a reversible endothermic reaction. The benefits of THS over sensible heat storage (SHS) and 

latent heat storage (LHS) is its superior theoretical energy density and its ability to store heat energy 

indefinitely, which the two latter options cannot (Jarimi et al, 2019). Sorption heat storage has been utilized 

for both mobile THS, transporting IWH to an off-site heat demand, and for inter-seasonal heat storage at the 

demand location (Krönauer et al, 2015; Krese et al, 2018). The most popular sorption TCS materials in 

literature are ‘Salt in Matrix’ or SIM (Casey et al, 2015; Mohapatra and Nandanavanam, 2022; Brancato et al, 

2021). Here, the enthalpy of the reversible hydration reaction of the salt is used to store energy within a physical 

scaffolding. The matrix provides a large surface (to aid the sorption kinetics) and high porosity while also 

acting as a protective structure to mitigate the problems of deliquescence and salt leakage (Sutton et al, 2018). 

Examples of typical materials used for this are vermiculite (Brancato et al, 2021), silica gel (Courbon et al, 

2017), activated alumina (Zhang et al, 2018), activated carbon (Casey et al, 2015) and expanded graphite 

(Salviati et al, 2019). The latter is used for its low price and density, high surface area and associated higher 

thermal conductivity compared to other options. While the results are promising, expectations for the resulting 

composites in terms of energy density and cycle stability are rarely met due to lower bulk densities, 

agglomeration, and salt leakage (Clark et al, 2020). Recently, hybrid salt/expanded graphite have been prepared 

in a pellet form with additions of an organic polyelectrolyte (Salviati et al, 2019) and ethyl cellulose (Gaeini 
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et al, 2018) to mitigate some of these problems. Both studies showed improvements in cycle stability in the 

presence of these additives due to the reduced leakage of salt and even a positive contribution to reaction 

kinetics. However, utilizing expanded graphite in pellet form would decrease its internal porosity thus 

preventing sufficient passage of air through the composite like vermiculite. A freeze-drying technique has been 

employed to create a porous structure to contain the salt hydrate, strontium bromide, using expanded graphite 

and nanocellulose (Salviati et al, 2020). Hydration kinetics were shown to improve by 54% compared to the 

stand-alone salt hydrate which was accredited to its highly porous structure. More recently there has been some 

work involving the use of sodium alginic acid as a host matrix due to its excellent features of microscopic 

shaping (Kallenberger and Fröba, 2018; Kallenberger et al, 2018). In the presence of a divalent cation such as 

Ca2+ or Sr2+, two Na+ cations already present are displaced and crosslinking in the polymer occurs (gelation). 

The divalent cations coordinate to oxygen atoms from different polymer chains resulting in the formation of a 

stable hydrogel. With this process it is possible to make controllable shapes such as spherical beads. High 

loading of thermochemically active salts within the matrix has been achieved with storage densities upwards 

of 417 kWh/m3 (Kallenberger et al, 2018). This alginate derived matrix is a passive host and does not comprise 

of any micro or mesoporosity unlike more the commonly utilized matrices. 

 

Here, we present a novel approach to combine expanded graphite, for its high surface area and thermal 

conductivity, with alginate-based polymers for their ease of microscopic shaping, to achieve a highly porous 

and stable network to hold thermochemically active salts. To best of our knowledge this is the first time that 

these two materials have been successfully combined and used as a matrix for thermochemical heat storage 

applications. CaCl2 has been chosen as the incorporated salt due to its ability to act as both the ‘gelation salt’ 

and the thermally active material, while also showing superior storage capabilities compared to other salt 

options. It also benefits from being low cost, appropriate for low and higher temperature charging, and readily 

reacts with moisture to release energy (Gaeini et al, 2018; Walsh et al, 2020). 

2. Materials and Methods 

2.1. Materials 

 

Calcium chloride was purchased from Sigma-Aldrich® in its dehydrated form and the saturated solution was 

made at room temperature. Sodium alginate in powder form was purchased from Sigma-Aldrich®. Expandable 

graphite grade BLG300L-LT, with an expansion start temperature of 140-160°C was purchased from RMC 

Reason GmbH (Bad Säckingen, Germany). To obtain expanded graphite (EG), flake samples were heated at 

>200°C for 1h. Expanded natural graphite (mEG) in milled form, with 25m2/g surface area (as reported in the 

material data sheet) was purchased from Imerys Graphite & Carbon (Bironico, Switzerland), commercial grade 

TIMREX® C-THERM012. 

 

2.2. Composite Synthesis 
 

Two different synthesis routes are depicted in Fig. 1. Alginate solution is formed using a ratio of 1g of alginate 

to 50ml of water. This is stirred at 80°C until fully dissolved. The graphite is then added to solution at varied 

ratios. Method 1 requires dropwise addition of the Alginate/EG solution into a saturated calcium chloride 

solution to allow cross-linkage between Ca2+ ions and the alginate polymer. This mixture is stirred until all 

solution is transferred. Once complete the formed beads are left in solution for >24h before being filtered and 

dried at 120°C for a further 24h. Method 2 allows more control over the size of the beads by transferring 

Alginate/EG solution to a mould of a specific size. This is the kept at -20°C for >2h to allow adequate 

solidification of the beads. These are then transferred to the saturated calcium chloride solution for cross-

linking and impregnation over a 24h period. Once complete these are filtered and dried at 120°C. The 3-4mm 

and 6mm diameter beads produced via method 1 and method 2 respectively are shown in Fig. 2. 
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Fig. 1: Schematic illustration of fabrication of CaCl2 impregnated Alg/EG beads 1) Dropwise method. 2) Freeze method 

The choice of expanded graphite (mEG or EG) used in SIM synthesis results in completely different bead 

structure. This is highlighted in the SEM images shown in Fig. 3. The mEG beads show a large quantity of 

small pores on the surface, whereas the EG beads show much larger features. These consist of a few large 

surface pores, mostly filled with the impregnated salt. Surface porosity can have a large effect on reaction 

kinetics and cyclic stability. This is based on the ease of the reacting air reaching the salt and the ability of the 

salt to leak from the matrix. The size of the bead is dictated by the method of synthesis. Method 1 form beads 

in the range of -4mm, whereas for Method 2 the synthesized beads are greater than 6mm. The size of the 

formed beads effects the packing density, bulk density, and flow of reacting air. Smaller beads will increase 

the bulk density in a packed bead however will restrict the flow of air through the material. Salt loading can 

be controlled by the concentration of CaCl2 in the gelation bath. All these parameters ultimately control the 

performance of the SIM during the charge and discharge cycles and the optimum synthesis parameters are to 

be found. 

Tab. 1: Summary of Synthesized Composites 

Sample Method Size Expanded 

Graphite 

EG:Alg 

mEG-D Drop Cast 3-4mm C-Therm012 3:1 

mEG-M Mould 6mm C-Therm012 6:1 

EG-M Mould 6mm BLG300-LT 6:1 

V-CaCl2 Incipient Wetness 2-7mm - - 

 

 

Fig. 2: Optical Images of synthesized beads. A) mEG-M. B) EG-M. C) mEG-D. 
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3. Characterization 

The composite beads internal morphology was examined with a Zeiss Evo LS25 scanning electron microscope 

(SEM) with a 15kV accelerating voltage. The salt loading of the composites was determined from the analysis 

of chloride ion concentration by titration (Mohr’s Method). The composite is washed in DI water for >1hour 

dissolving all the CaCl2 that is present. This solution is then titrated against silver nitrate solution in the 

presence of a potassium chromate indicator. The bulk density of the sample was calculated from their mass 

reading (measured on a Ohaus Scout STX223 with a readability of 0.001g) in a known volume of a cylindrical 

container. The volume of the container is calculated from the filled mass of water (1g=1cm3). The Micrometrics 

Tristar II 3020 is used to calculate the surface area of the of the porous structures by combining N2 

physisorption and BET analysis. Samples were dried prior to analysis using a micrometric VapPrep 061, which 

allowed samples to be degassed with nitrogen at 120°C for >12h. The charge performance was investigated 

using a Ohaus MB120 moisture analyser using a static drying profile. Prior to experiments, samples were 

subject to 30°C and 20%RH for >168h to achieve a uniform hexahydrate state. 5g of each sample were then 

subject to three different drying temperatures (120°C, 150°C & 200°C). To measure the discharge performance 

of the composites, a custom-built assembly is used (Fig.3). Prior to testing, materials are dried at 120°C for 

>24h to ensure the anhydrous state is achieved. Moist air is produced via a Cellkraft P-50 relative humidity 

generator. The flow of air is then fed into a reactor with a fixed volume of material. Temperature uplift and 

bulk temperature is calculated through a series of three thermocouples. Mass recordings are taken using three 

load cells situated at the base of the reactor. The water sorption kinetics of the composite beads were assessed 

via dynamic (water) vapor sorption (DVS) within the relative humidity range of 0 %–95 % at 25 °C, using the 

DVS Advantage instrument (Surface Measurement Systems). One bead was used for each test and the sample 

was stabilized at 0% RH before starting the water adsorption isotherm. For Static Vapor Sorption (SVS) tests, 

materials are dried at 120°C for >24h to ensure the anhydrous state is achieved. To add moisture evenly to the 

materails, a Memmert constant climate chamber HPP110eco is used. 3 petri dishes, each containing 10g of 

material, were subject to the three choosen relative humidity conditions (25%, 50% and 75% RH at 25°C) and 

left for 168 hours to assess the maximum water uptake. Mass recordings were taken every 24 hours. 

 

Fig. 3: Schematic of the experimental apparatus developed to investigate the discharge performance of typical thermochemical 

materials. 

4. Results & Discussion 

4.1. Morphological Analysis 

 

The morphology of the bead composites was investigated by means of SEM. Fig. 4 reports the representative 

micrographs highlighting the surface and internal structures. The samples prepared with mEG clearly show the 

formation of beads with smaller pores and a large network of graphite scaffolding. Fig. 4d-f highlights a clear 

difference in the structure of CaCl2 crystals inside the beads. The mEG samples form very small CaCl2 crystals, 
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whereas the much larger structures present in EG seem to be completely covered in uniform layers. The 

presence of smaller crystals structures is advantageous as it enhances the contact area between a carrier gas 

and the salt. On the contrary, the smaller network of pores could cause restrictions from removing/adding 

moisture in the beads, leading to lower reaction kinetics.  

As stated in previous work done by Sutton, N2 physisorption can be considered in-accurate for the analysis of 

macro-porous material, however it is still suitable for the comparison between microporous materials. The 

surface area results are shown in Table 2. All graphite/alginate-based composites show a larger surface area 

than the previously studied V-CaCl2. This indicates that these types of materials all form smaller crystal 

structures in their highly porous scaffolding, The two mEG samples have greatest surface area, which would 

be attributed to high surface area of the mEG giving a larger space for the salt to crystalize. Of these two 

samples the moulded beads show a higher surface area. This could be because of the larger mEG:Alginate 

ratio allowing more space for the salt to crystalise on the graphite surface. Alternatively, this could also be 

attributed to the freezing nature incorporated into the mould method. The freezing of solution may allow more 

time for the scaffolding to solidify before the melting, maintaining a larger network of pores. 

 

Fig. 4: SEM images showing the surface and internal structures of mEG-M (A,D), EG-M (B,E) and mEG-D (C,F) beads. A-C 

show surface structure. D-F show the bead cross-section. 

Results from the Bulk density tests are shown in Table 2. Here we can see that the graphite alginate beads 

have a higher bulk density that previously studied V-CaCl2. The highest of the three samples is the mEG-D 

beads which is expected due to the reduced diameter of the beads allowing the beads to fill more of the void 

fraction available in a given space. This could be beneficial to obtain more salt per unit of volume, however 

the resulting restriction of the carrier gas may have a negative impact on material performance. Of the two the 

mould samples, the mEG samples have a larger bulk density probably due to the higher surface area allowing 

more salt to be incorporated. This indicates a larger of amount of ‘Matrix’ material present per unit of volume. 

4.2. Salt Characterization 
 

Results from the Mohr’s titration (Table 2) indicate the salt loading values for the expanded graphite materials 

are all higher than the V-CaCl2 samples when salt content is based on the anhydrous state. Even with the 

addition of graphite, the composites can still achieve the high levels of salt loading which were observed with 

a pure alginate matrix (Kallenberger et al, 2018). Combining the Salt wt% and the bulk density values, we 

can estimate the salt volumetric density. From previous work on CaCl2, we know the value of density 

(1830kg/m3) and theoretical storage density (1.47 GJ/m3) for the anhydrous state (Barreneche et al, 2015). 

Combining these values with the salt volumetric density value of our materials we can estimate the maximum 

theoretical storage density. The results show that mEG-D and mEG-M have around 3.5 and 2.5 more energy 

storage capabilities than V-CaCl2.  
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Tab. 2: Physical characteristics of the Synthesized Materials. 

Sample Salt Loading 

[%] 

Bulk 

Density 

[g/cm3] 

Salt 

Volumetric 

Density 

[g/cm3] 

Theoretical 

Storage 

Density 

[MJ/m3] 

Surface 

Area [m2/g] 

mEG-D 78 0.777 0.606 486.8 4.02 

mEG-M 84 0.547 0.459 368.7 4.49 

EG-M 72 0.365 0.263 211.3 2.80 

V-CaCl2 66 0.263 0.174 139.7 1.59 

 

4.3. Water Sorption 

 

A DVS isotherm conducted on the mEG-M and EG-M samples is shown in Fig. 5. Both samples start to take 

up water from around 30-35%RH then following a similar trend up to the same mass gain of 120wt% at 

90%RH. This is characteristic of CaCl2 reaching its maximum hydrated state and slightly beyond. As the RH 

approaches 95% the materials begin to act differently. The EG-M sample rapidly increases to a 160wt% gain, 

whereas mEG-M sample flattens off. This suggests that the larger pores in the EG sample allow deliquescence 

to take place throughout the samples, whereas deliquescence occurring in the smaller pores at the surface of 

mEG may restrict this phenomenon throughout. As for the desorption cycle, the EG sample begins to lose 

water at 60% RH whereas the mEG sample doesn’t begin to lose water until below 15% RH. The significant 

desorption hysteresis observed from both samples suggest the presence of ink-bottle type pore structure 

(Morishige and Tateishi, 2003) in consistent with the results shown in the SEM images and surface 

topography images. This also suggests that the water is easier desorbed from the material with the largest 

pores. In the mEG sample, the small pores may become blocked from salt block-ages close to the edge of the 

beads. 

 

Fig. 5: DVS Isotherm of samples mEG-M and EG-M. 

The raw SVS results and water uptake per unit volume data is shown in Fig. 6. The relative humidity values 

chosen were 25%, 50% and 75%. All conditions were conducted at 25°C. Interrogating the raw data, all four 
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materials take up moisture at a very similar rate over 24hrs. This is because unreacted salt is more easily 

accessible during this time frame, being close or directly on the surface of the aggregates. Beyond 24hrs, 

either the quantity of salt available or the kinetics of moisture transfer through the aggregates differentiates 

their uptake. For the lower RH%, the vermiculite and mEG-D samples show superior water uptake. This is 

because more of the salt is considered surface salt in vermiculite and the bead diameter is much smaller for 

mEG-D, reducing the distance for moisture transport. The shape of mEG-M and EG-M curves at this RH and 

the known salt wt% values suggest water uptake is not complete after 7 days for these samples. For the 50% 

and 75% conditions, the quantity of salt dominates the performance of the materials after 24 hrs. This is 

because the kinetics of moisture transport are much higher under these conditions. In both cases the quantity 

of moisture uptake aligns with the salt wt% of the materials. When looking at moisture uptake per unit 

volume, by considering the bulk density, we can see that all EG/Alg materials take up more water than V-

CaCl2 on both the 24hr and 7-day period (Fig. 7). Interestingly, the mEG-M performs better than the mEG-

D even though the latter has a higher salt volumetric density. This suggests that more salt is accessible in the 

moulded sample due to a higher surface area or larger network of internal pores. 

 

Fig. 6: SVS Analysis of all four samples at 25% (1), 50% (2) & 75% (3) RH. 

 

Fig. 7: Water uptake per volume of material over 1 day and 7 days. 
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4.4. Thermal Properties 

 

To evaluate the thermal response of all the materials, each was placed inside the vertical cylindrical reactor 

with the air entering at the base (Fig.3). For each experiment, the reactor was loaded with 200cm3 of material. 

To create a flow of air with consistent and controllable parameters, a Cellkraft P-50 relative humidity 

generator is used. The chosen conditions for the experiments were 60%RH, 20 l/min, 25°C for a duration of 

3 hours. Fig. 8 shows the response of the materials to the given conditions. All four materials successfully 

release the chemically stored heat energy when subjected to moisture in the air flow. 

Although the initial temperature spike varies slightly between samples, all the material act very similar. This 

is because there is only a certain amount of moisture being delivered in the flow of air. The mass data shows 

that all four materials take up moisture at the same rate owing to the equivalent amount of CaCl2 being 

accessible for absorption over the 3-hour cycle. Knowing that, the energy output is expected to be similar. 

The initial spike in temperature for V-CaCl2 would be characteristic of more salt available on the surface of 

material. As for the mEG-M sample, it is believed that there is good air flow through the packed bed because 

of the uniform spherical shape. This postulated the lower peak in mEG-D, as the smaller beads lead to tighter 

packing restricting air flow.  

 

Fig. 8: Discharge results for each material. Temperature uplift from inlet to outlet (Left). Moisture uptake (Right). 

Tab. 3: Estimation of reaction progression of each material based on the mass of CaCl2 and water uptake. 

Sample Volume of 

Material [cm3] 

Mass of CaCl2 [g] Hexahydrate 

Mass Uptake [g] 

Reaction % 

mEG-D 200 121.2 118.0 21 

mEG-M 200 91.8 89.4 28 

EG-M 200 52.6 51.2 49 

V-CaCl2 200 34.8 33.9 74 

 

Thermal transfer will preferentially heat the localized walls of the reactor as opposed to quick initial heat 

release. The EG-M sample having the lowest peak maximum temperature is a consequence of lower salt, 

lower surface area, and harder to reach internal salt. All four materials gradually begin to reduce to a lower/ 

plateaued temperature uplift over time. This is expected because the energy associated with transitions from 

anhydrous to the dihydrate state is higher than the dihydrate/tetrahydrate to hexahydrate state. Over time, less 

anhydrous CaCl2 is available and so less heat will be evolved. On top of this the kinetics of moisture uptake 

will reduce as the moisture will now have to travel to harder to reach places in the aggregates. Lowering the 

kinetics will directly affect the temperature uplift. Even considering this the EG/Alg materials still maintain 
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a good uplift after three hours with no direct sign of decreasing. To understand the reaction progression, we 

can take the moisture uptake value and compare this to the theoretical mass uptake to achieve a uniform 

hexahydrate state. Table 3 highlights the amount of CaCl2 available for each experiment and the amount of 

water needed to reach the maximum hydrated state. To calculate to reaction %, a presumption that all 

materials have absorbed 25g of water is used. The results show that all EG/Alg materials have far more energy 

to release than V-CaCl2. On this calculation it can be estimated that CaCl2 has around 1hour left before 

reaction completion is achieved. As for mEG-D, mEG-M and EG-M, we can estimate they have around 12hrs, 

9hrs and 3hrs left respectively. 

Dehydration studies under static temperature conditions at 120°C, 150°C and 200°C are shown in Fig. 9. 

Mass data is logged until a variation of less than +/- 1mg change is observed for 120 seconds. In all three 

cases V-CaCl2 has a higher rate of dehydration which is characteristic of the salt being spread over a much 

larger volume. Of the three expanded graphite materials, mEG-M shows the slowest rate. This is due to the 

larger spherical shape (larger distance for moisture transport) than mEG-D, and smaller structural porosity 

than EG-M. This agrees with the results shown from the desorption curves of the DVS analysis.  

 

Fig. 9: Static Drying of 5g of material in the Ohaus MB120. 

5. Conclusion 

The successful synthesis of various EG/Alg based composites containing calcium chloride are presented. The 

synthesis method allows easy flexibility in size, shape, and material quantity to best suite the application at 

hand. Here we have used the Mould method to synthesis repeatable spherical beads of 6mm or the Drop-cast 

method to make beads between 3-4mm. Both methods offer a higher salt wt% than previously studied V-

CaCl2, achieving a maximum of 84% in the mEG-M sample. The spherical shape allows for good packing 

density achieving high salt volumetric densities. This is key when these materials are to be considered for 

transportation and storage at a domestic scale. The spherical nature also allows for good air flow through the 

packed bed during discharge reactions. Whereas V-CaCl2 tends to create a very moist bottom layer in a 

packed bed, the larger beads (mEG-M and EG-M) create a more homogenous uptake of water. The output of 

heat energy is very promising achieving results like that of V-CaCl2 while having a far superior amount of 

un-released energy at the point where V-CaCl2 is considered exhausted. As for the dehydration process V-

CaCl2 performs better at small scale (5g) which is a comparison in terms of mass. To further assess the charge 

performance materials should be analyzed at a larger scale in volumetric terms. The superior air flow and salt 

volumetric densities should lead to better charge efficiency in the beads. At a larger scale, charge reactions 

might only be possible using a heat exchanger where heat transport will be key. For this, thermal conductivity 

studies should be conducted on materials. The benefit of using EG/Alg materials is that size and shape can 

be altered to improve these results. 

Both synthesis methods can be easily upscaled to commercial use due to the simple and scalable synthesis 

routes. As well as this only cheap, abundant, and non-toxic materials are utilised. To further this work towards 

a point of real heat storage, larger scale tests should be conducted whereby sufficient cyclability should be 

significant goal. A common problem with salt hydrates is their ability to deliquesce. If this could be prevented 

or contained, material stability over time could be improved.  
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Abstract 

This study analyses zeolite adsorption- systems based on the recovery of the residual heat generated in different 

urban processes. The quality and thermal storage capacity of natural zeolites has been experimentally evaluated 

focusing on the discharge process. This material is characterized by high porosity and cation exchange capacity, 

selective absorption and reversible hydration. Numerical models of natural zeolites define the geometry, boundary 

conditions and inlet variables. A specific prototype of zeolite reactor has been designed based on these numerical 

results. Different lab- experiments have been carried out, to evaluate natural zeolites performance under different 

conditions of drying (muffle, stove and desiccator) and operation. The sample is encapsulated in a cell and located 

in the middle position of a tube of about two meters length and outside air is blown through it. The empirical 

results show that the use of natural zeolites up to 8 cm size provides an increase in the temperature of the reactor 

due to heat conduction. 

Keywords: Heat transfer, Building envelope, Thermal comfort, buildings, gaseous emissions, Physical-chemical 

characterization, Thermal, CAM 

 

1. Introduction 

Climate change mitigation needs to consider the design of sustainable urban areas, reducing the pollutant 

emissions and increasing the quality of life and the well-being of citizens (IPCC, 2022). To achieve these goals 

integrative energy systems should be implemented (UNEP 2015), connecting energy-efficient and energy-flexible 

buildings with global energy infrastructures, high renewable generation, low carbon emission systems and flexible 

management of the district's energy flows. Thus, European strategies are focused on the development of Positive 

Energy Districts and Neighborhoods, which aim to optimize the energy consumption through the active 

management and balance of demands, shaving peaks or/and shifting loads in mixed-use buildings and fostering 

sustainable energy sources (SET-Plan Working Group, 2018).  In this framework, the storage systems act as 

energy buffers between energy demand and supply side, providing flexibility to the global energy system and 

increasing the resilience to the effects of climate change. 

Storage systems are capable of effectively regulating energy from different urban sources (renewable energy, 

electricity grid, residual flows), through the modulation of its intensity in temporal and spatial terms. These 

elements store electrical and thermal energy according to the characteristics of the generation and consumption 

profiles (Kousksou et al., 2014), providing flexibility that allows urban flows to operate robustly and effectively. 

These solutions are especially valuable for covering peak energy demands or outages, which are becoming more 

frequent because of the extreme weather and disaster events as well as the energy market instability and 

uncertainties (Huang et al., 2021; De et al., 2020). 

Even it is shown that thermal energy store it is cheaper than electrical storage (Hennessy et al. 2019), these systems 

must be deeply analyzed optimizing their dimensions, materials and operation, and taking advantage of the energy 

market prices to reduce end users costs (Telaretti et al., 2016). 

Thermal storage systems play an important role balancing energy urban fluxes. These systems can be classified 

based on the state of the stored energy: sensible, latent and thermochemical (Guelpa and Vittorio, 2019). 

Currently, the use of thermochemical systems in cities are very innovative thanks to the high energy stored and 

low heat losses produced, nevertheless these technologies are mainly on the laboratory scale. The operating 
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principle of these systems takes advantage of chemical transformations produced when absorbing heat to excite a 

reaction. Stored heat can be recovered by reversing the reaction, sometimes adding a catalyst (Kousksou et al., 

2014). 

There are many classifications for the thermochemical storage systems, but one of the most usual is based on the 

creation of new materials when a gas binds to the surface of a solid. Two typologies are identified: chemical 

reversible reactions / absorptions processes and adsorption processes (Guelpa and Vittorio, 2019). Adsorption 

processes highlight by the creation of different types of materials such as zeolites, aluminophosphates composites 

and metal-organic frameworks (Henninger et al., 2017). The performance of these materials will regulate the 

applicability, efficiency and profitability of these adsorption processes. The use zeolites as storage systems has a 

great potential due to their catalytic properties, the permeability as well as the adsorption properties thanks to its 

microporous structure (Feng et al., 2021). Currently it is easy to find natural zeolite on the marketplace because 

is a product that comes directly from the stone quarry and it is very common for building and construction uses. 

Therefore, its use as a thermal storage element has great economic and energy potential. 

Previous studies reveal the high cationic exchange potential of zeolites (Seco et al. 2021). However, in order to 

deeply know the zeolites´ potential as an innovative thermal use storage, tailored experimental campaigns are 

needed. Thus, this study addresses a key issue in the development of sustainable cities quantifying the thermal 

storage capacity of thermochemical storage systems. Several configurations of natural zeolites have been 

evaluated with the aim of reducing the existing uncertainties in their operation. With this aim, numerical 

simulation models and laboratory experiments have been developed to quantify the thermal capacity of the studied 

zeolites. 

To this end, it is defined the following specific objectives: a) Design of a Zeolite prototype reactor based on 

Computational Fluid Dynamic (CFD) simulation models. b) Based on previous input and output values, execution 

of the physical reactor at lab conditions showing first empirical results of the zeolite thermal storage behaviour. 

Therefore, Section 2 and Section 3 show the method applied along the experimental camping and the study case, 

while Section 4 presents the simulated and empirical results. Finally, section 5 describes main conclusions of the 

work. 

 

2. Methodology 

To quantify the performance of some material as thermochemical storage systems, a step-by-step methodology 

has been developed, whose main phases are: 

 Selection of the studied samples: natural zeolites. 

 Development of the initial Computational Fluid Dynamic Models to provide first results that allow 

defining the pre-design of the experiments with the proposed zeolites. 

 Definition of the Zeolite Reactor built in the laboratory. 

 Laboratory experiments necessary to quantify the thermal performance of the studied zeolite. 

The application of these phases produces the experimental characterization of the thermal properties of natural 

zeolites, allowing the development of a more detailed CFD model that, once validated, will enable the study of 

different conditions and modes of operation. Furthermore, the systematization in the application of these phases 

will allow characterizing the thermal performance of other types of materials such as synthetic zeolites, giving 

rise to new reactors and new simulation models. 
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3. Case Study 

The methodology developed in this paper includes the CFD simulation to define a pre-design of the prototype, 

the construction of a reactor prototype and the execution of batteries of experiments, to quantify the thermal 

performance of natural zeolites. The study considers the quantification of their cationic exchanges in thermal 

storage analysis including different sieves at lab conditions.  

3.1. Selection of materials 

In this study, natural zeolites have been selected to be tested as thermal storage material in buildings (see Figure 

1).  The use of this type of zeolites in sectors such as agriculture or industry has been known for years, but these 

stones also have high potential as thermal storage materials for the use in buildings thanks to their catalytic and 

adsorption properties as well as their permeability (Feng et al., 2021). However, this last application is still in the 

research and development phase, and it is necessary to numerically quantify the thermal behavior of some of its 

properties under the operating conditions required in the thermal conditioning of buildings. 

Natural Zeolite selected is a natural rock with high porosity and cation exchange capacity, selective absorption 

and reversible hydration. For this study, the application of zeolites cationic exchanges in thermal storage has been 

assessed including different sieves. The cationic exchange produced by the selected zeolites is characterized by 

two phases: 

 Charge. 

 Discharge. 

The dry phase, named activated (charge phase), is the one used to extract the energy in heat form (Xu et al., 2019). 

For charging, high temperature heat is supplied to the adsorber desorbing all adsorbed water. To discharge the 

storage, outside air is blown through the zeolite and vapour molecules are adsorbed releasing the heat of adsorption 

at a high temperature level. 

  /  

Fig. 1: Natural zeolite sample: a) laboratory prototype and b) material sample 

 

This microporous material of volcanic origin presents a regular crystalline structure with unique characteristics. 

All types of zeolite have a very similar structure, as well as their physical and chemical properties. Table 1 shows 

the main properties provided by natural zeolites. Zeolites have specific densities in the range 1900-2800 Kg/m3 

and hardness between 3-6 on the Mohs scale. Its structure is based on a set of cuboctahedrons each made up of 24 

tetrahedrons. Zeolites have an unusual cage-like, three-dimensional crystal structure and extraordinary ion-

exchange capacity, both on the surface and within the mineral. This phenomenon is due to their size and the 

freedom of movement of the water molecules they contain. 

Its ordered structure presents a large number of channels and cavities with molecular diameters between 2.6 Å 

and 7.4 Å. This property is called micro-porosity because the dimensions are slightly larger than those of water 

molecules. The pores are the same, and therefore so are their size, shape and volume, giving zeolites the property 

a) b) 
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of molecular sieve with the capacity to retain cations and absorb water. 

Tab. 1: Characteristics of the 4-8cm rock mineral Zeolite 

Property Units Value 

Density Kg/m3 1900-2800 

Porosity -- 0.4 

Thermal conductivity W/m·K 2.0 

Specific heat capacity at constant pressure  J/kg·K 910-1180 

Dynamic viscosity Pa·s 50 

 

 

3.2. Development of Computational Fluid Dynamic Models 

Once the material is selected, 4-5 cm natural zeolite rocks, advanced fluid mechanics tools are used to support the 

design of the key laboratory experimental equipment: a Zeolite reactor. The characteristics of the selected natural 

zeolites are considered in order to ensure a sufficient ventilation flow providing proper conditions to enhance the 

cation exchange processes associated with thermal storage in the material. 

The numerical study has been focused on the discharging processes of these zeolites adsorbents. The developed 

numerical model simulates the ventilation airflow through the material, the natural zeolites, placed in the reactor 

vessel. This was done using the commercial computational fluid dynamics (CFD) code called FLUENT. The 

characterization of the airflow is relevant because it affects the thermal storage capacity of the natural zeolites in 

the reactor. 

The analysis of the fluid-dynamic problem has been done solving the Navier- Stokes equations with the finite 

volumes method. To this end, a three-dimensional CFD model has been developed. The geometry of the reactor 

model has been defined to facilitate the experimentation to be carried out in the laboratory, considering the 

physical properties of the natural zeolites. 

The resulting geometry of the Thermal Energy storage prototype is simple. It basically consists of a hollow 

cylindrical pipe with a cylindrical reservoir in the central inner part of the pipe. Zeolite sieves are introduced into 

the storage cylinder. Outside air is blown through the pipe along its length but the presence of the zeolite produces 

a fluid volume blockage inside the tube that is not physically represented in the geometry design. Then, the flow 

through the packed beds have been simulated by using a porous media model.  

 
Fig. 2: Geometry of the natural zeolite reactor model: (a) Main dimensions, (b) zeolite storage chamber view 
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As shown in Figure 2, the geometrical model is a hollow cylindrical PVC pipe with an outside diameter of 11.0cm, 

an inside diameter of 10.5cm and a length of 175cm. A 13cm length storage cylinder is placed in the centre of the 

pipe. The reservoir is filled with 4-5 cm natural zeolite rocks. 

The specific cells zone of the domain corresponding to the sample storage chamber is defined as “porous” and the 

flow resistance is determined in this volume by adding a momentum sink in the governing momentum equations 

composed of a viscous loss term and an inertial loss term. This momentum sink contributes to the pressure gradient 

in the porous media creating a pressure drop. This pressure loss in the flow is determined by using the superficial 

velocity porous formulation. The superficial velocity inside the storage cylinder is calculated based on the 

volumetric flow rate inside it and it is assumed that Zeolite reservoir is homogeneous and isotropic with reference 

to porosity. Then the resistance coefficients in all directions are the same. For deriving the appropriate coefficients, 

the semi-empirical correlation of the Ergun equation is applied and viscous (Eq. 1) and inertial loss (Eq. 2) 

constants are calculated. Turbulence is computed in the porous region just as in the bulk fluid flow. 

1

𝛼
=

150

𝐷𝑝
2

(1−ϵ)2

ϵ3    (eq. 1) 

𝑐2 =
3.5

𝐷𝑝

(1−ϵ)

ϵ3    (eq. 2) 

 
Where Dp is the mean particle diameter and ϵ is the void fraction. 

It is important to highlight that a proper definition of the boundary conditions in the simulation model leads to the 

best possible solution of equations system characterizing the behaviour of the zeolite reactor. The physical 

geometry and the expected pattern of the flow field solution has mirror symmetry so symmetry boundaries are 

applied in order to reduce the extent of the computational model. In this case the domain is reduced to a quarter 

pipe and two symmetry planes are defined (Figure 3). The exterior border, flow output, has a constant pressure 

and temperature condition equal to the atmospheric and ambient values. The velocity inlet conditions at the 

entrance of the fluid are fixed by the experimental conditions. 

 
Fig. 3: Boundary conditions schema of the zeolite reactors 

As regards the mesh, same type has been used in the domain: the unstructured one. The mesh has been refined in 

some parts of the geometry, such as the zones near the PVC pipe as shown in Figure 4. This increase in the cells 

density allows simulating accurately the airflow in the boundary layer close to the walls of the tube. A sensibility 

analysis of the mesh has been performed resulting in an optimized mesh with a total number of 0.4 million cells. 
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Fig. 4: Detail of the mesh in the inner volume of the tube 

With respect to the solution methodology, the turbulence effects, as the ventilation flow inside the pipe is 

characterized by its turbulent regime, the k-ε RNG 3D RANS model of two equations has been tested and 

compared.  

The porous zone is assessed by applying the Relative Velocity Resistance Formulation. A cylindrical coordinate 

system is used to define the loss coefficients. Porous model constants ie. viscous and inertial resistance 

coefficients, the Direction Vectors and the porosity, are calculated for the natural zeolite case of study. Viscous 

resistance coefficients (Direction X, Y, Z): 2.4*106, Inertial Resistance coefficients (Direction X, Y, Z): 2.7*103, 

and Direction Vectors (X,Y,Z): (1,0,0) and (0,1,0) are specified. Porosity of the porous medium is defined as the 

volume fraction of air within the zeolite region. 

The turbulence equations have been solved using a second order discretization scheme, and the momentum 

equations with a second order - pressure staggered one. The pressure-velocity coupling employs the SIMPLE 

algorithm. And regarding the convergence criterion, a sufficient number of iterations has been computed to ensure 

all the residuals were lower than 10-5. 

 

3.3. Definition of the Zeolite Reactor 

To check the thermal storage capacity of different types of zeolites, different reactor prototypes are needed. Given 

that natural zeolites have been selected in this study and based on the results obtained with the initial CDF models, 

a new Zeolite Reactor is designed and constructed in the laboratory scale at the CIEMAT facilities in Madrid 

(Spain). This reactor will allow testing the thermal storage capacity of the proposed natural zeolites under 

controlled laboratory conditions. 

The final design of this reactor includes three sections (Figure 5): 

 Hollow cylindrical pipe with a bazooka at the beginning. 

 Sample storage chamber. 

 Hollow cylindrical pipe. 
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Fig. 5: Prototype built Natural zeolite reactor on the laboratory prototype 

The hollow cylindrical pipe is made of PVC and has a global length of 175 cm divided in two sections: before 

and after the storage chamber. The pipe has an outside diameter of 11 cm and inside diameter of 10.5 cm. The 

storage chamber is a 13 cm long cylinder located in the center of the pipe. The interior of this chamber is used as 

a tank that is filled with 4-5 cm natural zeolite rocks. The air impeller located at the beginning of the tube allows 

controlled the entry of airflow into the reactor (see Figure 6). To regulate the flow of air circulating through the 

tube, a ventilation system is defined based on the diameter of the reactor. 

 

Fig. 6: Detail of the industrial air impeller located at the beginning of the tube 

To characterize the thermal performance of natural zeolites under different ambient conditions of outside 

temperature, pressure and humidity rates, it is necessary to install anemometers and temperature sensors, both at 

the inlet and outlet of the tube. This arrangement will allow the evolution of the air flow inside the tube to be 

quantified, measuring temperature and air speed values in both positions. With this aim, Kimo transmitters have 

been installed to measure air velocity and airflows, as well as multi-variable measurement Kester and Fluke IR 

thermometers have been used to monitor temperature and air velocities. In addition, a thermographic camera 

ThermaCAM has been used to control the temporal evolution inside the tube and take pictures of the inside of the 

tube. These records will allow detailed CFD models to be better adjusted to real conditions. Table 2 shows the 
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main characteristics of the measuring instruments used in this reactor: 

Tab. 2: Characteristics of the measuring instruments used in the new Zeolite reactor constructed 

Equipment Variables Accuracy 

“ThermaCAM SC660 Wes 

(TC)” 

Temperature and photos  ±1°C or ±1% of reading for limited 

temperature range; 

±2°C or ±2% of reading with Thermal 

sensitivity NETD <30 mK @ +30°C 

Kimo instrument CTV 200 Air velocity and airflows Accuracy air velocity from 0 to 3 m/s : ±3% 

of reading ±0,03 m/s; 

Accuracy temperature ±0,5% of reading 

±0,3°C 

Kestrel 3000 

Environmental meter and 

Fluke IR thermometer  

Temperature and velocity ±3% of reading or ±0.1 m/s / ±1ºC 

 

3.4. Laboratory experiments 

Before running the experiments with natural zeolites in the new reactor, it is necessary to prepare these materials 

to operate in good conditions. The laboratory process to prepare the material has been done in four steps:  

 Sample heating and dehydration 

 Storage in a desiccator 

 Encapsulation  

 Sample hydration 

The first step consists on using the powerful laboratory muffle furnaces to dehydrate the sample (see Figure 7). 

This process has been carried out with muffle furnaces available for temperatures up to 500°C in a small cell. The 

second step involves placing the sample in an oven at 110°C for one day in order to heat the material. Based on 

the numerical results obtained in the simulations, the natural zeolite cell reactor requires an internal capacity to 

storage 1 kg. The third step is to store the heated sample in a vacuum desiccator for further analysis. The most 

important consideration in this process is the absence of air or moisture in the room. At this time, the sample is 

ready for thermal heat capacity assessments in the reactor prototype. Finally to test the thermal performance of 

these natural zeolites in the reactor, it is necessary to encapsulate the prepared material in a cell located in the 

middle position of the tube. In this way, the samples are ready to be hydrated in the development of the experiment. 

  

Fig. 7: Laboratory muffle furnace to dehydrate the Natural zeolite sample 

Once both the samples and the measurement equipment have been prepared, the experimental batteries are carried 

out in the Zeolite Reactor. These campaigns allow different experimental conditions to be tested by controlling, 

in real time, the variables of ambient temperature and air humidity. This is achieved by regulating the entry of 

airflow through the first section of the reactor. The thermographic camera has been used to regulate the boundary 
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conditions and the thermal evolution of the ambient variables.  

4. Results 

The adsorption process has been modeled considering a hollow cylindrical tube, a cylindrical storage chamber 

located in the centre of the pipe, natural zeolites as storage elements and an air impeller that defines the boundary 

conditions of the study volume. The initial characteristics of this geometrical model are defined in table 3. 

Tab. 3: Geometric and initial conditions defined for the natural zeolite reactor 

Element  Characteristics and values 

Cylindrical pipe Outside diameter of 11 cm, inside diameter of 10.5cm and total 

length of 175cm 

Air impeller Inlet air velocity of 2 m/s 

Storage cylinder  Length of 13cm and porosity value of 0.4 

Reservoir Filled with 4-5 cm natural zeolite rocks 

 

Computational fluid dynamics simulations have been executed with Fluent in order to characterize the thermal 

performance of natural zeolites inside the pipe. Three-dimensional velocity (m/s) is obtained and showed in pipe 

section (Figure 8). With these conditions, the fluid flow is accelerated at the exit of the pipe up to a value of 

2.5m/s.  The velocity profile shows a maximum value at the center of the pipe. 

 

Fig. 8: Numerical results: air velocity inside the Zeolite reactor 

 

To characterize the cationic capacity of the zeolite reactor, the thermographic camera TC has been used during 

the first experiments (Figure 9). These photos reveal high cationic exchange capacity for all types of zeolites (Seco 

et al., 2020)., where drying and cooling conditions in the absence of humidity have been seen to influence results 

in a high extent, as well as the adequate design of the reactor, to provide effective air friction with the zeolite 

sample.  
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Fig. 9: Thermography done to characterize the cationic exchange of natural zeolites during the experiments 

 

Under the internal storage capacity of 1 kg no thermal storage is achieved because outside air has almost the same 

temperature than the incoming ambient air. Process to dry the material uses laboratory muffle furnaces with 

temperatures up to 1.000°C in small cell. After different tests to check the necessary strength to apply in any 

zeolites tested, it has been observed that in any case with 1 kg of sample, 60 minutes at 465°C is enough energy 

to dehydrate completely the zeolite. At this moment, the sample is ready for thermal heat capacity analysis in the 

reactor prototype. 

Figure 10 represent the evolution between incoming ambient air (blue lines) and the outlet air (green lines) once 

it passed through zeolite chamber. Two variables are represented: temperature (left side) and air velocity (right 

side) along the time. The outlet temperature presents higher value than ambient air, assuring the thermal store 

capacity of the zeolites. 

 

Fig. 10: Experimental results obtained using mineral zeolites: a) air temperature and b) velocity inside the Zeolite reactor 
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5. Conclusions 

Thermal storage systems allow matching district energy consumption with energy generation depending on the 

urban requirements. There are several types of thermal storage available, but one of the most promising 

technologies uses natural zeolites. These storage systems take advantage of chemical processes by absorbing heat 

to excite a reaction and recovering heat reversing the reaction. These processes have been assessed through the 

use of fluid dynamic simulation models, which results made it possible to define and build a laboratory-scale 

zeolite reactor. The numerical results identify the main characteristics that are experimentally implemented in the 

zeolite reactor for the analysis under laboratory conditions. The experimental results indicate that the mineral 

zeolite does not obtain a regular cooling process throughout the study time. This fact highlights the importance of 

knowing how the zeolite gives the energy, since their characteristics define the type of storage application that 

can be applied. 

Zeolite storage shows a very potential technology thanks to high energy storage and low heat losses. Nevertheless, 

it needs further development on a laboratory scale to be able to analyze different compositions, configurations 

and structures. With this aim, new models and new experimental developments will be made where different 

samples (synthetic zeolites) will be included for the new prototypes. 
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Abstract 

Pit thermal energy storage (PTES) systems have been developed as a low-cost, water-based storage technology for 
district heating networks. While annual efficiencies greater than 90% have been realized, many existing storages 
have suffered from high heat losses and poor stratification. Thus, research is still necessary for identifying and 
optimizing the parameters that affect the operation and performance of PTES. This study investigated the effect of 
design characteristics and ambient temperature on PTES heat loss and efficiency. More specifically, the influence of 
aspect ratio and slope of the storage sides were investigated for three locations (Denmark, Finland, and Greece) using 
the software ANSYS Fluent. It was found that the slope of the PTES sides had a larger impact on the storage 
efficiency than the aspect ratio. The investigated PTES with steeper side-wall slopes had a 12% higher efficiency 
than one with a gradual slope, while the PTES with a rectangular shape had a 3% lower efficiency than a square one. 
Regarding different locations, a PTES in Greece would have 5% higher efficiency than one in Finland due to higher 
ambient temperatures that reduce heat losses. 

Keywords: Heat storage, design optimization, heat loss, heat transfer, PTES 

 

1. Introduction 
Many different heat sources can be utilized in the district heating (DH) networks, such as waste incineration, biomass, 
wind, solar, geothermal energy, natural gas, oil, coal, and surplus heat from industry (Danish District Heating 
Association, 2021). In Denmark, where DH covers 64% of the country's residential heat demand, there is an effort 
to increase the share of renewables in the DH sector in order to be carbon neutral by 2050 (Ministry of Foreign 
Affairs of Denmark, 2020). To achieve this, energy storage has to be utilized due to the intermittent nature of 
renewable energy sources like solar and wind. For example, typical DH networks can achieve a solar fraction of 
20%, whereas DH networks with seasonal energy storage systems can achieve solar fractions higher than 40% 
(Sveinbjörnsson et al., 2017). 

One of the most promising storage technologies in the district heating sector is pit thermal energy storage (PTES), 
which is a low-cost technology that utilizes water as the storage medium. Several PTES systems have been 
demonstrated in Denmark and connected to large-scale solar collector fields (Soerensen and From, 2011). The current 
state-of-the-art PTES has an efficiency greater than 90% (Winterscheid and Schmidt, 2017), demonstrating that 
PTES can be a cost-effective heat storage technology with a large potential. 

At the time of writing, there are five storages in operation in Denmark, namely in Dronninglund (60,000 m3) (Schmidt 
and Sørensen, 2018), Marstal (75,000 m3) (Jensen, 2014) , Vojens (200,000 m3) (Rambøll, 2015), Toftlund 
(70,000 m3) (Rambøll, 2016), and Gram (122,000 m3) (PlanEnergi, 2015). Additionally, there is one PTES under 
construction in Høje Taastrup (70,000 m3) (Aalborg CSP, 2020) and one in the planning stage in Odense 
(1,000,000 m3). Outside of Denmark there is only one operational PTES, which is in Lagkazi, Tibet (15,000 m3) 
(Aalborg CSP, 2019). 

All the existing PTES systems were constructed after 2012, and the technology has mainly been developed by making 
minor changes to existing designs based on previous practical experience. For this reason, research is necessary on 
topics of major importance to their operation and performance, e.g., their design. 

This paper investigated the effect of two key design characteristics of PTES; the slope of the storage sides and the 
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aspect ratio (AR). Steeper side walls reduce the surface area of a storage, thus reducing heat losses. Similarly, an 
aspect ratio equal to one is desired from a heat loss perspective as it reduces the surface area of the storage. The effect 
of these parameters on heat loss and energy efficiency was investigated using a numerical simulation model in the 
software ANSYS Fluent. Last, the effect of ambient temperature on heat loss and efficiency was investigated using 
the same method. 

2. Methods 
The heat loss from a PTES can be divided into heat loss from the water through the insulated lid and the uninsulated 
side walls. The heat loss through the lid can be estimated as one-dimensional with high accuracy if the insulation 
properties are known. However, the heat loss to the soil is complex as it has to be modeled in 3D, and the soil's 
thermal capacity must be considered. 

In order to investigate the effect of the design characteristics on the PTES performance, a model of the soil domain 
around the PTES was developed in ANSYS Fluent. Fluent is a computational fluid dynamics (CFD) software that 
uses the Green-Gauss Finite Volume Method (FVM) to discretize the conservation form of the partial differential 
equations.  

The heat loss from the water to the soil was simulated by applying the water temperature (varying with height) to the 
soil boundary. This simplification is valid under the assumption that the convection coefficient between the water-
soil interface is negligible relative to the conduction in the soil. By not including the PTES water in the model, only 
heat conduction in the soil had to be simulated instead of a fluid dynamics study; thus, the computation time was 
dramatically reduced. 

2.1 Simulated PTES designs 
The annual heat loss to the ground was calculated for five different storage configurations. The geometry of the 
reference case was modeled after the PTES in Marstal, and the water-soil interface was simulated using 16 vertical 
layers, each having a height of 1 m and a constant temperature for each time step. 

 
Fig. 1: Investigated PTES configurations. 

The slope of the storage sides and the storage aspect ratio (AR) were investigated. The aspect ratio is the ratio of the 
long edge of the storage relative to the short edge, i.e., a square storage has an aspect ratio of 1, and a rectangular 
storage has an aspect ratio greater than 1. The five storage configurations are illustrated in Fig. 1, and their key 
characteristics are listed in Tab. 1. All the investigated storage configurations had the same storage volume, height, 
number of vertical layers, and volume per layer across PTES. Consequently, the area of the lid, side walls, and bottom 
walls varied greatly for the different designs. Also, it should be noted that the layers in each storage had different 
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heights for them to have the same water volume. 

Tab. 1: Dimensions of the investigated scenarios. 

Parameter Reference 
case 

Different slope tilt Different aspect ratio 
Units Steep 

slope 
Gradual 

slope High AR Low AR 

Side slope 25.8 43.6 18.3 25.8 25.8 ° 
Lid aspect ratio 1.28 1.28 1.28 2.3 1 - 
Bottom side length (a) 47.6 63.4 30.3 92 34.1 m 
Bottom side width (b) 22.6 42 2 3.2 34.1 m 
Top side length (A) 113.1 97 127.9 157.2 99.3 m 
Top side width (B) 88.1 75.6 99.6 68.4 99.3 m 
Sides and bottom area 11,022 9,110 13,396 11,971 10,886 m2 
Lid area 9,972 7,331 12,732 10,745 9,868 m2 
Storage height 16 m 
Storage volume 76,929 m3 

 

From Tab. 1, it can be observed that the different slope tilts have a larger effect on the surface area of the storage. 
For example, the Steep slope case has 22% less surface area overall than the reference case, whereas the Gradual 
slope case has a 24% larger surface area compared to the reference case. On the other hand, the High AR case has 
an overall 8% larger area than the reference case, and the Low AR case has only a 1% smaller surface area than the 
reference case. These differences in the surface area are expected to impact the heat losses and efficiency of the PTES 
significantly. 

2.2 Thermal properties of the ground and lid 
It must be noted that the selected ground thermal properties are not necessarily exact for the PTES in Marstal. Instead, 
the selected values are indicative of the general soil conditions in eastern and central Denmark, which have moraine 
landforms with loamy soils rich in silt, clay, and sand (Adhikari et al., 2014). Typical values for moraine soil were 
taken from (Ditlefsen et al., 2012): 

• Density: 2200 kg m-3 

• Specific heat: 1700 J kg-1 K-1 

• Thermal conductivity: 2 W m-1 K-1 

These values were used for the entire soil domain, which was initialized having a uniform temperature of 8 °C. The 
bottom of the soil domain (50 m below the bottom of the PTES) was simulated to have a fixed boundary temperature 
of 8 °C. The side walls of the soil domain were modeled using adiabatic boundary conditions. The top of the soil 
domain (which was in contact with the ambient air) was simulated to have a forced convection coefficient of 30 W 
m-2 K-1, indicative of an average airflow velocity of 5 m/s according to Laloui and Rotta Loria (2020). 

Regarding the lid, the thermal properties used in the calculations were chosen based on values of the original 
Nomalén (NMC Termonova, 2011) lid, which was initially installed in Marstal and Dronninglund. For calculating 
the heat loss through the lid, the following equation was used: 

𝐸𝐸𝑙𝑙𝑙𝑙𝑙𝑙 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = 𝐴𝐴𝑙𝑙𝑙𝑙𝑙𝑙 ∙ 𝑘𝑘𝑙𝑙𝑙𝑙𝑙𝑙 ∙ ℎ𝑙𝑙𝑙𝑙𝑙𝑙 ∙ (𝑇𝑇𝑡𝑡𝑙𝑙𝑡𝑡 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 − 𝑇𝑇𝑙𝑙𝑎𝑎𝑎𝑎) (eq. 1) 

where 𝐴𝐴𝑙𝑙𝑙𝑙𝑙𝑙 is the surface area of the lid, 𝑘𝑘𝑙𝑙𝑙𝑙𝑙𝑙  is the effective thermal conductivity of the lid structure (0.06 W m-1 K-

1), ℎ𝑙𝑙𝑙𝑙𝑙𝑙  is the thickness of the lid (0.24 m), 𝑇𝑇𝑡𝑡𝑙𝑙𝑡𝑡 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙  is the temperature of the storage's top layer, and 𝑇𝑇𝑙𝑙𝑎𝑎𝑎𝑎  is the 
ambient air temperature. 

2.3 PTES and ambient temperature 
The water temperatures from the Marstal PTES were used to simulate a seasonal heat storage operation from January 
2013 to December 2015. The reference case (located in Denmark) was used for comparison, and with the same water-
temperature profile, the storage was simulated for two additional locations, namely Finland and Greece. Regarding 
the ambient temperatures, Typical Meteorological Year (TMY) temperatures were used for Copenhagen (Denmark), 
Helsinki (Finland), and Athens (Greece). The data used in the simulations are presented in Fig. 2. 
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Fig. 2: PTES and ambient temperatures used in the simulations. 

2.4 Efficiency calculation 
The energy balance of a thermal storage system can be expressed as follows: 

𝐸𝐸𝑙𝑙𝑜𝑜𝑡𝑡 =  𝐸𝐸𝑙𝑙𝑖𝑖 −  𝐸𝐸𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙  −  ∆𝐸𝐸  (eq. 2) 

where 𝐸𝐸𝑙𝑙𝑜𝑜𝑡𝑡  is the energy discharged from the storage, 𝐸𝐸𝑙𝑙𝑖𝑖  is the charged energy, and 𝐸𝐸𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙  is the energy lost due to 
heat losses. ∆𝐸𝐸 is the internal energy change of the storage, i.e., the difference between the internal energy at the 
start and end of the period of consideration. 

Since all simulated PTES have the same volume and temperature per storage layer, they all have the same internal 
energy change. Assuming that they all have the same charged energy (𝐸𝐸𝑙𝑙𝑖𝑖) and that the heat loss is calculated by the 
heat transfer CFD simulation, the discharged energy (𝐸𝐸𝑙𝑙𝑜𝑜𝑡𝑡) can be calculated using Equation 2. Then the PTES 
energy efficiency can be calculated using Equation 3, as explained in (Sifnaios et al., 2022). 

𝜂𝜂𝐸𝐸 =
𝐸𝐸𝑙𝑙𝑜𝑜𝑡𝑡

𝐸𝐸𝑙𝑙𝑖𝑖 −  ∆𝐸𝐸
 =  

𝐸𝐸𝑙𝑙𝑜𝑜𝑡𝑡
𝐸𝐸𝑙𝑙𝑜𝑜𝑡𝑡 + 𝐸𝐸𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙

 (eq. 3) 

3. Results 
So far, in all the constructed PTES, only the lid area has been insulated, whereas the sides and bottom have had no 
insulation. This decision was made for two main reasons: 

1. It was difficult and expensive to find an insulation material that could withstand the weight of the water 
without collapsing. 

2. It was not considered important due to most heat loss occurring through the lid's surface. 

This last statement can be observed in Fig. 3, where the annual heat loss for the investigated PTES is presented. After 
three years of operation, for all cases, approximately 55% of the heat loss comes from the lid, while 42% from the 
sides and 3% from the bottom. However, it must be noted that the heat loss from the sides and bottom of the PTES 
decreases with time as the ground temperature stabilizes and that three years of operation are insufficient for a 
seasonal storage to stabilize the ground temperature. 

In Fig. 3, it can be observed that the storage sides' slope considerably impacts the annual heat loss toward the ground. 
The main reason is that a steeper slope leads to a smaller surface area, thus leading to lower heat losses. The Steep 
slope case had 21% lower total heat loss overall and 16% lower heat loss toward the ground compared to the reference 
case. On the other hand, in the Gradual slope case, where the slope of the sides was less steep than in the reference 
case, the total heat loss was 22% higher, and the heat loss toward the ground was 17% higher. The Gradual slope 
case had lower bottom heat losses than the Steep slope case, but overall, the Steep slope had 35% lower heat losses. 
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Comparing the cases with the same slope (i.e., High AR and Low AR cases), it was found that a square PTES shape 
(aspect ratio=1) can decrease the lid heat loss by 9% and the loss toward the ground by also 9%. 

 
Fig. 3: Annual heat loss for the investigated PTES configurations. 

The heat loss values for the last year of the simulation (2015) are reported in Tab. 2. The reason for showing only 
the values for 2015 is that, since there was preheating of the ground during the previous two years, the values for 
2015 are considered more representative of the long-term operation of the PTES. The PTES energy efficiency was 
also calculated for 2015 for the different PTES configurations. It may be observed that the Steep slope had 6% higher 
efficiency than the reference case, while there was a 12% difference between the Steep and Gradual slope cases. 
Last, the square-shaped PTES of the Low AR case had 3% higher efficiency than the rectangular one of the High 
AR case. Although it is evident that the PTES design has a big impact on its performance, it has to be noted that, in 
many cases, its aspect ratio is dictated by the shape of the available plot of land. In addition, the side-wall slope is 
dictated by ground stability and, thus, the soil properties. 

Tab. 2: Heat loss and efficiency for 2015 for the investigated PTES configurations. 

Case 
Bottom heat loss 

[MWh] 
Side heat loss 

[MWh] 
Lid heat loss 

[MWh] 
Efficiency [%] 

Reference case 63 957 1274 72 
Steep slope 150 751 936 78 

Gradual slope 4 1167 1626 66 
High AR 17 1068 1373 70 
Low AR 50 933 1261 73 

 

The annual PTES heat loss for the different simulated countries is presented in Fig. 4. As expected, the storage in 
Finland had the highest heat loss as Finland had the lowest ambient temperature of the investigated countries. On the 
contrary, the lowest heat loss occurred in Greece, which had the highest ambient temperature. The PTES in Finland 
had, on average, 5% higher total heat losses compared to Denmark, while the one in Greece had 8% lower. 
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Fig. 4: Annual heat losses for Denmark, Finland, and Greece. 

Table 3 presents the heat losses and efficiency for 2015 for the reference case for the three locations. The results 
show that the bottom heat loss is primarily affected by the storage temperature since all locations had the same bottom 
heat loss each year. The side heat losses were also comparable for the three locations, having a variation of 
approximately 9%. In contrast, the variation was much larger for the lid heat losses, namely 22%. Thus, the different 
ambient temperatures primarily affect the heat loss from the lid and, to a lesser extent, the heat loss from the sides. 
Last, a 5% variation in efficiency was calculated for the same storage water temperatures. 

Tab. 3: Heat losses and efficiency for 2015 for Denmark, Finland, and Greece. 

Country 
Bottom heat loss 

[MWh] 
Side heat loss 

[MWh] 
Lid heat loss 

[MWh] 
Efficiency [%] 

Denmark 63 957 1274 72 
Finland 63 1007 1373 70 
Greece 63 923 1095 75 

4. Conclusions 
This study investigated the effect of two key design characteristics of pit thermal energy storage systems (the slope 
of the storage sides and the aspect ratio) and the effect of ambient temperature on storage heat loss and efficiency. A 
numerical simulation model was created in ANSYS Fluent that considered the soil domain around the PTES for 
investigating the heat loss from the water to the soil. Temperature data from the Marstal PTES were used to simulate 
the water domain from 2013 to 2015, and the design of the Marstal storage was used as the reference case. It was 
found that, due to a smaller surface area, a PTES with a steeper side slope had 21% lower total heat loss and 16% 
lower heat loss toward the ground compared to the reference one. Additionally, the square PTES design (aspect 
ratio=1) was shown to have a 9% lower total heat loss than the rectangular one. Furthermore, the slope of the PTES 
sides had a larger impact on the storage's efficiency than the aspect ratio; the variation in efficiency due to different 
side slopes was 12%, while the efficiency only varied by 3% due to different aspect ratios. Regarding different 
locations, a PTES in Greece was found to have 5% higher efficiency than one in Finland due to the higher ambient 
temperature that decreases the lid and side heat losses. Last, the heat losses through the bottom of a PTES were 
primarily affected by the storage temperature and not the ambient temperature since all simulated locations had the 
same bottom heat loss for each year. 
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Abstract 

A thermal accumulator system for concentrated solar power is modeled to perform a parametric study. The thermal 

accumulation system is a type of structured thermocline where there is a solid filler material with some channels 

where the heat transfer fluid (HTF) circulates. The energy is accumulated in both the HFT (a molten salt) and the 

solid (a ceramic material). The model considers a simplified 3D domain for the solid, considering a single channel 

and taking advantage of the symmetries of the problem. For the fluid, a 1D step-by-step discretization is used, and 

the solid and fluid are coupled using a conjugate heat transfer (CHT) approach. The studied parameters are 

geometrical parameters (tank diameter, tank height, channel diameter, distance between channels, and channels 

arrangement) and operational parameters (charge and discharge cycles criteria, mass flow rates). 

Keywords: Concentrated Solar Power, Thermal Energy Storage, Thermocline, CFD 

1.   Introduction 

Solar towers are a type of solar renewable energy that consists of redirecting the direct solar energy from a set of 

mirrors, heliostats, to a small region, the receiver. These elements make up the solar field. The receiver has a 

circulating heat transfer fluid (HTF), generally a molten salt, that transports some of the thermal energy to a power 

block to generate vapor. The remaining thermal energy is stored in a thermal energy storage (TES) tank. The 

energy from this storage tank is used to power the turbine when needed (e.g., at night). 

The traditional thermal storage consists of a two-tank system (Pelay et. al., 2017), where the high-temperature 

molten salt is stored in one tank, and the low-temperature molten salt is stored in the other one. An alternative 

storage system is using a single thermocline tank. Thermocline systems work with a porous filler material where 

the fluid can freely move, and the energy is stored on the solid filler material and the fluid. More information on 

these types of systems can be seen in (Galione et. al., 2015) and (Gonzalez et. al., 2016). A variant of this type of 

system is to consider that the filler material is arranged in a structured pattern, where the solid is a continuous 

material with some channels or tubes where the HTF can circulate. In this work, the structured variant will be 

studied. 

2.   Case geometry and operation conditions 

A schematic representation of the studied storage tank is shown in Figure 1. It consists of a solid material called 

the bed, which has some drilled or manufactured channels inside. A molten salt flows inside the channels. To give 

an idea of the orders of magnitude of the studied case, the diameter of the tank is at the order of 𝐷𝑡𝑎𝑛𝑘 ∼ 45 𝑚, 

its height is at the order of 𝐻 ∼ 13 𝑚, and the channels have a diameter of approximately 1 cm. In this particular 

case, the number of channels in the tank is greater than 4 million. 

These channels/holes can be arranged in different geometrical patterns. One parameter that can be modified is the 

diameter of the channels, another parameter is the distance between channels, and finally how these channels are 

arranged. In the studied case, two channel arrangement are considered, one where all the tubes are in line (square 

arrangement) and another one where the tubes are staggered (triangular arrangement, as seen in Figure 1).  

In addition to the HTF inside the channels, the tank has also bottom and top buffer zones with the HTF. The 

bottom part of the tank has molten salt at a low temperature (𝑇𝑑 ∼ 300 º𝐶) while the top of the tank has hot molten 

salt at a high temperature (𝑇𝑐 ∼ 565 º𝐶). The physical and thermal properties of the molten salt are taken from 

(Bonk et. al., 2018) and are temperature dependent. Therefore, this has to be considered in the analysis. The 

studied molten salt can have up to 10% variation in density due to temperature changes, so for a fixed mass, the 

volume will change. This change of volume occurs at the top buffer zone, where its free surface can move up and 

down to compensate for these changes in density. 
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Fig. 1: Geometry of the filler bed (left) and the overall tank (right). 

The working regime of the tank consists of two operational modes, one of charging (Figure 2, left) and the other 

of discharging (Figure 2, right). In the charging operation regime, the energy from the solar field heats the fluid 

(molten salt) that circulates downwards the storage tank, increasing the temperature of the solid filler material. In 

the discharging process, the molten salt circulates upwards and the energy stored is delivered to the fluid that goes 

to the power block to generate vapor. 

 

Fig. 2: Operation regimes of the tank. Charging process (left) and discharging process (right). Source: (Vera et. al., 2022). 

In the case of our study, the behavior of the system over different cycles is evaluated, with particular emphasis on 

the case where it has reached a stationary cycling condition (once there is no significant difference between 

consecutive charging and discharging cycles). A cycle (shown in Figure 3) starts with the charging process. The 

solar field provides heated HTF from the top, and this HTF circulates from top to bottom heating the solid bed. 

Once the bottom buffer zone of the tank reaches a certain cutoff temperature increment Δ𝑇𝑐𝑜
(𝑐)

, the HTF stops 

circulating and the tank enters an idle mode over some prescribed time 𝑡𝑖𝑑
(𝑐𝑑)

 (in the evaluated cases of this work 

this idle time is zero for both charging and discharging modes). After this idle period, the tank starts the 

discharging mode. The “cold” HTF circulates from bottom to top, and it gets heated with the energy from the 

solid bed of the tank. The HTF at high temperature of the top is then used to supply the power block. The process 

continues until the top buffer zone reaches a temperature drop greater than the cutoff temperature Δ𝑇𝑐𝑜
(𝑑)

, then the 

mass flow stops, the tank enters some idle cycle for some time 𝑡𝑖𝑑
(𝑑𝑐)

 and then the charging process starts again 

and the cycle is repeated. In the simulation, several cycles are simulated until a cycling steady condition is reached. 
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Fig, 3: Charging and discharging cycles for the thermocline. Source: (Vera et. al., 2022). 

3.   Methodology 

The study of heat transfer is done using a conjugate heat transfer (CHT) approach. Assuming uniform flow 

distribution and negligible heat losses to the ambient, a basic cell of the domain is fully modeled. The selected 

region of the solid and fluid is shown in Figure 4. The computational domain is then chosen considering the planes 

of symmetry, and assuming that the inner tubes behave equally due to this symmetry.  

   

Fig. 4: Domain and meshing of the solid (left) and fluid (right). 

The solid is discretized with a 3D extruded mesh. The conduction heat transfer equation (eq. 1) is solved by 

employing a finite volume approach, considering adiabatic boundary conditions for the walls at the symmetry 

planes, and a coupled convection boundary condition for the tube walls in contact with the fluid. 

𝜌𝑠𝑐𝑝𝑠
𝜕𝑇

𝜕𝑡
= ∇ · (𝑘𝑠∇T) (eq. 1) 

In the periodic faces, an adiabatic boundary condition �̇� = 0 is imposed. 

The fluid is discretized using a 1D mesh. The continuity (eq. 2) and energy (eq. 3) equations are numerically 

solved with the Finite Volume Method (FVM). 

𝜕𝜌𝑓

𝜕𝑡
+ ∇ · 𝒗 = 0  (eq. 2) 

𝜌𝑓𝑐𝑝𝑓 (
𝜕𝑇

𝜕𝑡
+ 𝒗 · ∇𝑇) = ∇ · (𝑘𝑓∇T)  (eq. 3) 

For the continuity equation, the mass that enters and exits the domain are equal and imposed as boundary 
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conditions, and the height of the buffer zone at the top is calculated at each time iteration. 

For the energy equation, the temperature is imposed at the top (for the charge cycle) or bottom (for the discharge 

cycle). For the charge cycle, the temperature is imposed at the top with 𝑇𝑐, while for the discharge cycle the 

temperature is imposed at the bottom with 𝑇𝑑. 

The momentum equation is also solved to evaluate the pressure losses over the tubes, however, given the low 

speed and Reynolds number of the HTF inside the channels (order of magnitude of 𝑣 ~ 2 mm/s and 𝑅𝑒 ∼ 18), 

the pressure losses were shown to be mainly due to the change of potential energy of the HTF from bottom to top 

(𝜌𝑔Δℎ), while the other terms were negligible. 

The time scale of the case is in the order of hours or even days, so a large timestep is needed to compute the case 

with affordable computational resources. Therefore, the solid and the fluid are discretized using an implicit 

approach to allow large timesteps. The CHT coupling between the solid and the fluid is done using a semi-implicit 

approach. More information on the model is shown in (Vera et. al., 2022) 

A reference case with fixed parameters is defined (see Table 1). Then a parameter is chosen and this parameter is 

changed keeping the other parameters equal to the reference case. The studied parameters can be either 

geometrical changes (channel diameter, distance between channels, channel arrangement, tank diameter/height) 

or operational changes (mass flow rate, cutoff temperature).  

Regarding the channel’s geometry and arrangement, the influence of changing the diameter 𝑑, the distance 

between tubes 𝐿𝑡𝑝, and their arrangement (either an inline arrangement or a staggered one) are studied. Figure 5 

shows a schematic of the variation of the geometry of the channel. 

 

   

a) Channel diameters of 5mm, 10mm, and 15mm (from left to right). 

   

b) Distance between channels of 25mm, 20mm, and 15mm (from left to right). 

   

c) Channel arrangement, triangular 30º (left) and square 90º (right). 

Fig. 5: Changes in the distribution and geometry of the channels . 

 

The influence of the overall geometry of the tank is also studied. Figure 6 shows the variations in the tank 
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dimensions. The objective is to change the dimensions maintaining the bed volume constant, meaning that a 

change in the diameter will result in a change in the bed height. Given that the change in diameter influences the 

quantity of molten salt at the buffer zones (bottom and top), two ramifications of the cases are considered; maintain 

the top and bottom height, meaning that the volume of molten salt will change (see left Figure 6) or maintain the 

volume of molten salt and change the height (see right of Figure 6).   

   

Fig. 6: Changes in the diameter and height of the tanks keeping the buffer zones height constant (left) and keeping the buffer zone 

volume constant (right). 

The operational parameters that are studied are the cutoff temperature and the charge/discharge mass flow rate. 

The larger the cutoff temperature variation, the longer the duration of the cycle, so more energy is accumulated. 

For the mass flow, it would be expected that a high mass flow (maintaining the same geometry) increments the 

velocity of the molten salt, reducing the time cycle. 

A summary table of all the cases and changed parameters are shown in Table 1. 

Tab. 1: Summary of the values used for the parametric study (reference case in bold) 

Parameter Value 

Tank Diameter | Bed height (𝐷𝑡𝑎𝑛𝑘  | ℎ𝑏𝑒𝑑) with 

constant bed volume and constant buffer zones height 

39.40 m | 15.0 m  

45.00 m | 11.5 m 

48.25 m | 10.0 m 

53.95 m | 8.0 m  

Tank Diameter | Bed height (𝐷𝑡𝑎𝑛𝑘  | ℎ𝑏𝑒𝑑) with 

constant bed volume and constant buffer zones 

volume, variable ( ℎ𝑡𝑜𝑝 | ℎ𝑏𝑜𝑡𝑡𝑜𝑚 ) 

39.40 m | 15.0 m  

45.00 m | 11.5 m 

48.25 m | 10.0 m 

53.95 m | 8.0 m 

1.30 m | 0.65 m 

1.00 m | 0.50 m 

0.87 m | 0.43 m 

0.70 m | 0.35 m 

Tube diameter 𝑑 

5 mm 

10 mm 

15 mm 

Distance between tubes 𝐿𝑡𝑝 

15 mm 

20 mm 

25 mm 

Hole arrangement (constant 𝑑 and void fraction) 
30º (Triangular) 

90º (Square) 

Cutoff temperature Δ𝑇𝑐𝑜 

15 ºC 

30 ºC 

45ºC 

Charge/Discharge mass flow  (�̇�𝑐ℎ𝑎𝑟𝑔𝑒  | �̇�𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒)  

(Constant geometry) 

744 kg/s | 307 kg/s 

1488 kg/s | 615 kg/s 

2976 kg/s | 1230 kg/s 
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4.   Reference case results 

For the reference case, the accumulated energy is 1311 MWh, with a charge cycle of 2.1 h of duration, and a 

discharge cycle of 5.1 h. It should be noted that the accumulation capacity of the thermocline storage tank is not 

the same at the first cycle as once it has performed multiple cycles. This behavior is shown in Figure 7. The 

thermocline solid bed starts all at 300 ºC and has greater accumulation capacity, and with each cycle, it loses some 

storage capacity until a steady state of accumulation capacity is reached. 

 

Fig. 7: Evolution of overall accumulated energy as a function of the cycle (left) and detailed temperature distribution on a region 

of the solid (right). 

The solid bed can be studied in detail with the presented model. Figure 7 shows the instantaneous temperature 

distribution of the solid at some height of the channel in the cycle of charging. It can be seen that the difference 

between the hottest and coldest part of the solid in that section is less than 2 ºC. The solid accounts for 77% of the 

energy accumulation while the molten salt accounts for the remaining 23%. 

The temperature distribution of the fluid over time can also be studied with the presented model. Figure 8 shows 

the temperature distribution of the HTF on different time instants for the charge and discharge cycles. The profiles 

are quite similar despite having different durations due to the difference in mass flow rates for the charge and 

discharge. 

 

Fig. 8: Axial temperature distribution of the HTF for charging (left) and discharging (right) cycles over time. 

For a fixed time instant, the HTF temperature could be approximated to a linear profile. In order to understand the 

duration of a cycle and the strong influence of the different parameters, let’s introduce a simplified case. A perfect 

temperature linear profile is assumed, where the mass flow transport of the HTF is much greater than its heat 

convective losses. Another assumption is that there is no top or bottom buffer zone, so the cutoff criteria will be 

evaluated when the HTF is exiting the channels. The fluid temperature profile in this case would be similar to the 

one shown in Figure 9. 
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Fig. 9: Evolution of a linear fluid temperature profile over time. 

The linear temperature distribution makes a translation over time. The temperature at the top has a fixed value (so 

a constant temperature is transported in this case). It can be seen that the velocity at which the plotted line moves 

is the speed of the fluid in the tubes. There is a strong dependence on the velocity of the HTF and the duration of 

the cycle, which affects the accumulation of energy. Furthermore, the power of the cycle seems to significantly 

change only with the mass flow rate. 

If the buffer zone is neglected, the mean power of a cycle can be calculated with eq.4. 

�̅� =
∫ �̇�𝑐𝑝(𝑇𝑖𝑛−𝑇𝑜𝑢𝑡(𝑡)) 𝑑𝑡

𝑡𝑐𝑦𝑐𝑙𝑒
0

∫ 𝑑𝑡
𝑡𝑐𝑦𝑐𝑙𝑒

0

 (eq. 4) 

Considering a linear profile behavior for 𝑇𝑜𝑢𝑡(𝑡), eq. 5 expression is obtained. 

�̅� = �̇�𝑐𝑝 ((𝑇𝑐 − 𝑇𝑑) −
Δ𝑇𝑐𝑜

2
) (eq. 5) 

Although in reality the temperature profile is not exactly linear and the results might change a bit, this gives an 

idea of the parameters that have more influence over the charge and discharge power, which are the temperature 

differences, the mass flow rate, and the cutoff temperature (although this last one has less influence). 

The implication of this is that given a fixed mass flow rate, the accumulated energy will be almost proportional to 

the duration of the cycle. The duration is determined by how fast the outlet reaches an increment or decrease of 

the cutoff temperature. The worst-case scenario would be if the heat transfer from the fluid to the solid was very 

poor, so the fluid would not be able to transfer energy and the duration of the cycle would decrease, storing less 

energy. The ideal scenario would be that the heat transfer is very efficient, meaning that the fluid takes longer to 

reach the cutoff temperature because the heat gets dissipated to the solid, so the cycle is longer and the heat 

accumulated is increased. The two fluid temperature profiles of these hypothetical cases are shown in Figure 10. 

 

Fig. 10: Comparison of a case with low heat transfer to the solid (left) to one with high heat transfer (right). 
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5.   Parametric results 

The results of the parametric cases are shown in Table 2. The shown data correspond to a steady cycling condition, 

𝑡𝑐 and 𝑡𝑑 are the duration of the charge and discharge cycle respectively, 𝐸𝑎𝑐𝑐 is the accumulated (or discharged) 

energy over a charge (or discharge) cycle, and 𝑃𝑐 and 𝑃𝑑 are the charge and discharge power. 

 

Tab. 2: Results for the parametric study  

# Case 𝒕𝒄 [𝒉] 𝒕𝒅 [𝒉] 𝑬𝒂𝒄𝒄 [𝑴𝑾𝒉] 𝑷𝒄 [𝑴𝑾] 𝑷𝒅 [𝑴𝑾] 

1 Reference case 2.1 5.1 1311 621 257 

2 D=53.95m | hbed=8m (const. htop and hbot) 2.3 5.5 1411 619 256 

3 D=48.25m | hbed=10m (const. htop and hbot) 2.2 5.3 1349 619 256 

4 D=39.40m | hbed=15m (const. htop and hbot) 2.0 4.9 1248 621 257 

2b D=53.95m | hbed=8m (const. Vtop and Vbot) 2.0 4.8 1222 618 256 

3b D=48.25m | hbed=10m (const. Vtop and Vbot) 2.1 5.0 1279 619 256 

4b D=39.40 m | hbed=15m (const. Vtop and Vbot) 2.2 5.3 1362 620 256 

5 Tube diameter 𝑑 = 5𝑚𝑚 1.3 3.1 786 614 254 

6 Tube diameter 𝑑 = 15𝑚𝑚 3.2 7.6 1960 622 258 

7 Distance between tubes 𝐿𝑡𝑝 = 15𝑚𝑚 3.2 7.8 2005 623 258 

8 Distance between tubes 𝐿𝑡𝑝 = 25𝑚𝑚 1.3 3.2 804 614 255 

9 Square hole arrangement 90º 2.0 4.9 1264 620 256 

10 Cutoff temperature Δ𝑇𝑐𝑜 = 30 º𝐶 4.0 9.7 2479 619 256 

11 Cutoff temperature Δ𝑇𝑐𝑜 = 45 º𝐶 5.2 12.5 3187 616 255 

12 
Charge | discharge mass flow 

𝑚𝑐̇ = 744 𝑘𝑔/𝑠 | 𝑚𝑑̇ = 307 𝑘𝑔/𝑠 
6.1 14.8 1903 312 128 

13 
Charge | discharge mass flow 

𝑚𝑐̇ = 2976 𝑘𝑔/𝑠 | 𝑚𝑑̇ = 1230 𝑘𝑔/𝑠 
0.7 1.6 830 1230 509 

 

For cases with the same mass flow rate, the charging/discharging power does not variate significantly. The 

accumulation of energy is defined by the duration of the cycle, which is determined by the temperature of the HTF 

at the outlet of the tube and the prescribed cut-off temperature. 

It can also be observed that the influence of the geometrical parameters on the results is mainly due to the change 

in velocity. When the tube diameter increases and the mass flow is kept constant, the velocity of the fluid 

decreases. This means that the fluid takes longer to transport the temperature profile (while also it has more time 

to exchange energy with the solid), then, the cutoff temperature takes a longer time to be reached, increasing the 

duration of the cycle. The same effect is observed when the distance between tubes is reduced, meaning that the 

number of channels in the tank is greater, so the velocity decreases. 

In the case of the tank diameter, if both buffer zones’ heights are maintained constant, and the tank diameter 

increases, then the velocity will decrease and the duration of the cycle will be longer. However, if the volume of 

the buffer zones is kept constant, the height of these zones will change. For larger diameters, they will have less 

thermal inertia (than their constant height counterpart) decreasing the duration of the cycle, while for smaller 

diameters they will have more inertia, hence increasing the duration of the cycle. 

The dependency of the accumulated energy on the velocity through a channel for the studied cases is shown in 
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Figure 11. In this plot, the cases for the different cutoff temperatures were neglected. 

 

Fig. 11: Plot of the influence of velocity for the studied parametric cases (cases with different cutoff temperatures not included). 

The accumulated energy trend can be modeled with an offset of some function of type 𝐸 ∝ (𝜌𝑣)−1 (dashed line), 

although the fit is not entirely accurate for some cases, for example 𝐿𝑡𝑝 = 25 𝑚𝑚.  

   6.   Conclusions 

A model was used to evaluate the performance of a structured type of thermocline storage tank for the 

accumulation of thermal energy in CSP plants. The model considers a coupled region of the fluid molten salt (1D 

discretization) and solid bed material (3D discretization). First, a case for a reference tank geometry was evaluated. 

It is observed that the capacity of thermal storage at the first cycles was greater and that is progressively reduced 

until it reaches the cycling periodic conditions of 1311 MWh with a charge cycle duration of 2,1h and a discharge 

cycle of 5,1h. Most of the energy (77%) is stored in the solid material. After that, the influence of several 

geometrical and operational parameters was studied. It is observed that the main difference between case results 

was due to the difference in fluid velocity, where this velocity is conditioned by the mass flow rate and the 

geometry of the tank or channels. For small velocities, the cycle is longer and the energy accumulated is greater, 

while for large velocities, the opposite is obtained.  

Changing the diameter and height of the tank had some influence on the overall accumulation of energy, however, 

this influence was weak when compared to other parameters. The change in diameter and distance between tubes 

had a strong influence on the accumulated energy and cycle duration. If the void fraction (relation between the 

local volume occupied by the fluid and the total volume) increases, the energy accumulated is higher. However, 

more HTF is needed. In the case of the comparison of the arrangement of channels, the staggered (triangular) 

arrangement performed a bit better than the inline (square) arrangement, but with small differences. The increase 

of the buffer zone volume increases the duration of the cycles, as the HTF takes longer to reach the cutoff 

temperature. Also, if the cutoff temperature is increased, the system can accumulate more heat and the cycles are 

longer. Finally, charging and discharging power showed to be almost proportional to the mass flow rate. However, 

the duration of the cycles was also dependent on this mass flow rate. Even if the case of double mass flow rate 

had more charge/discharge power, the cycle was shorter and ended with less overall accumulated energy. 
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Abstract 

In this work, the numerical study of a 10kW thermal energy storage (TES) system is conducted in order to facilitate 

the solar drying unit and to evaluate its potential. A drying chamber, a solar air collector, and a thermal energy storage 

system utilizing Phase Change Material (PCM) as a storage medium built up the investigated solar drying unit (SDU).  

The numerical model of the thermal energy storage system integrated with the drying unit is used to evaluate the 

potential of the solar dryer. The medium-range commercial-grade PCM X-180 is used for thermal energy storage 

purposes. The effect of various parameters on thermal energy storage (TES) and drying performance at various mass 

flow rates is evaluated. The results of this analysis show that the proposed design of SDU is worthy and promising 

since it utilizes renewable energy and reports savings between 30 to 70 % in operating cost for varying TES capacities 

and unit configuration.  

 

Keywords: Thermal energy storage, phase change material, solar drying unit, renewable energy  

 

1. Introduction 

The drying process of agricultural commodities is essential for their preservation. Especially the drying process of 

pulses and grains requires a flow of hot air inside the dryer within the temperature range of 70-75oC.  To ensure the 

quality of the product while storage it is required to reduce the moisture content below 15oC. A survey has been 

conducted for the collection of data from various food processing industries and the essential input and operational 

parameters of conventional grain/pulses dryer are used in this work. The conventional dryers used in process industries 

operate on electricity, fossil fuels, or biomass which in turn produces toxic gasses. Many of the researchers conducted 

an experimental study on the solar air dryer integrated with thermal energy storage (TES) for improving its efficiency, 

cost-effectiveness, and reducing carbon emission.  Saeed Mehrana et.al [1] conducted an experimental study on a 

fluidized-bed dryer assisted with a solar water heater and solar powdered infrared lamp. The gas water heater used in 

the absence of solar energy produces a uniform drying temperature of 35 oC and 45 oC. The maximum energy required 

for the drying of rice paddy grains is 1.163kWh at the air velocity of 9m/s and drying temperature of 55oC and 

0.314kWh and air velocity of 7m/s and drying temperature of 45 oC. The limitations with such types of dryers are less 

energy storage capacity due to sensible heat storage and reduced drying operation time in the absence of sunlight. 

However, the use of sensible storage maintains the moderate drying temperature which is the essential requirement 

for a quality outcome. Halil [2] conducted an experiment on the solar dryer equipped with packed bed TES used for 

the drying of 5 mm thick orange slices, reduces the moisture content from 93.5% to 10.28%.  The exergy assessment 

reports the improvement of thermal efficiency of dryer, in case of using TES from 58.7% to 68.4% by the author. The 

average value of useful energy consumed during two set of experiments are 89.8MJ and 88.1 MJ respectively. The 

unavailability of solar energy in night and variation in solar radiations in day time promotes the use of TES to maintain 

the thermal stability and improve the drying performance and dryer efficiency. The Bilal et.al [3] conduct the 

numerical investigation on hybrid electric-solar dryer for food integrated with TES. These studies mostly involve the 

use of phase change material (PCM) suitable for sensible heat storage and low temperature latent heat storage materials 

with low melting point. The use of medium high temperature PCM in TES technology is the gap in literature. The 

present work is the theoretical model and its numerical simulation for the use of medium range PCMs in solar energy 

storage technologies used for drying grains/pulses.  
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2. Material and method 

The thermal performance and drying quality of the theoretically designed solar-drying unit (SDU) integrated with 

thermal energy storage (TES) have been examined in this study. Fig. 1 shows the schematic layout of the SDU and its 

main components (Solar collector, solar receiver, solar thermal energy storage, and air-drying chamber integrated with 

radiator type heat exchanger).  

 

Fig. 1: Schematic layout of the solar drying unit 

The solar radiation collected at the collector of 16m2 of Scheffler dish is focused on the receiver, and transferred to 

the HTF passes through it. Operational parameters of the experimental investigation conducted by 

Dnyaneshwar Malwad [4] with the improved design of convex receiver with 68.4% of energy efficiency have been 

used under this study. Considering the solar radiation collected from three scheffler dishes this study is being carried 

out further for charging TES and drying pluses/grains. Thermophysical properties of heat transfer fluid (HTF) 

Thermenol 66 [5] and commercial grade PCM X-180 is used for this study, reported in table 1. The system is designed 

to operate in the dual-mode, wherein daytime direct drying allows the SDU to operate independently, while the TES 

supplies the essential energy during sunset (night). The pulses dryer facilitated with the radiator allows exchanging 

heat from the HTF to air, the working fluid in the pulse’s dryer. The air coming from the outside passes through the 

radiator heat exchanger, where it heats up and then leads the drying unit to dry pulses. The thermic fluid pump of 0.75 

kW and 0.5 kW air blower of calculated capacity are utilized to circulate HTF in closed-loop and air inside solar dryer, 

respectively.  The thermophysical properties of commercial grade PCM X180 of company EPL ltd are used for this 

study[6] reported in Tab. 1.  

Tab. 1: Thermophysical properties of PCM and encapsulation material 

Material  Density 

(kg/m3) 

K 

(W/m-K) 

Temperature (oC) Latent heat 

(kJ/kg) 

Specific heat 

(kJ/kg-K) 

PCM X180  

1330 

 

0.36 

Solid 179  

280 

 

1.4 
Liquid 180 

Aluminum 2719 202.4 -- -- 8.71 
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3. System Design 
3.1 Thermal Energy Storage (TES) 

The availability of thermal energy storage of parabolic solar concentrators is the most distinctive, cost-effective, 

and resilient in the area of solar grain drying. The effective usage of a PCM depends on designing a device that 

offers adequate encapsulation for the PCM and a container for the heat transfer fluid (HTF). The geometric design 

of the storage system is critical for improving heat transfer rates and, as a result, for the improvement of latent 

heat thermal energy storage (LHTES) technology. A typical PCM-based TES device generally consists of 

components that can only work when incorporated into a system. Cascade arrangement of plates inside TES tanks 

for storing solar thermal energy utilizing PCM are technically and economically more advantageous[7]. Fig. 2 

shows the configuration of plates inside the TES tank.  Two distinct TES modules, one with fins and the other 

without fins, are used to examine the performance of the solar drying unit.  

 

Fig. 2: Plates arrangements inside thermal energy storage (TES) tank 

The hydrodynamic study is performed to determine, the gap of  2mm allow to flow HTF, between two slabs of 

thickness 50 mm.  The one-dimensional heat flow model is derived to calculate the optimum heat transfer area and, 

subsequently, the fins required for the heat transfer. 

  

3.2 Design of drying unit 

The operational parameters of a continuous batch dryer of a capacity 20kg/batch are used to investigate the drying 

performance. The radiator-type heat exchanger of 4 kW, 0.45 effectiveness, and 6.3 m2 of calculated area for 

exchanging heat from HTF to air is used[8]. The air blower of 0.75 kW forced the air at 0.21kg/s and temperature 

75oC inside the dryer, reducing the moisture content from 14 to 4% in 45 minutes. The energy required for drying can 

be calculated using eq. 1, where M is the mass of feed, Cp is the specific heat in kJ/kg-K, MR is moisture ratio, and λ 

is latent heat in kJ/kg.  

( ) .d p f iE Mc T T MR = − +  (eq. 1) 

 

Fig. 3: Isometric view of the drying unit 

4. Numerical approach 

A 2D CFD dynamic model for the TES module with fin is developed using ANSYS® Fluent shown in Fig. 4. The 

CFD model is used to investigate the impacts of various HTF flow rates on the melting and solidification processes 
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of the TES and drying performance of the system. The UDF is interrupt to define HTF and PCM properties and 

standard k-ε turbulence model with standard wall function is selected. For the coupling of pressure and velocity, the 

Semi-Implicit Method for Pressure Linked Equations (SIMPLE) is used. The momentum and energy equations of the 

model are discretized using a second-order upwind method. The pressure staggering option (PRESTO) scheme used 

for the pressure correction equation. For pressure, density, body forces, momentum, liquid fraction, and energy, the 

relaxation factors are 0.3, 1.0, 1.0, 0.7, 0.9, and 1.0, respectively. To confirm convergence at each time step, the 

residual requirements are set to 106 for the continuity and momentum equations, and 109 for the energy equation.  

 

Fig. 4: 2D model for the numerical study 

4.1 Governing Equation 

To conduct the computation of three physical processes has been considered i.e. 

I. Fluid flow modeling. 

II. Conductive heat transfer.  

III. Convective heat transfer. 

 

4.2 Fluid flow modeling 

The continuity equation along with Navier–Stokes equation need to be solved concurrently to mathematically model 

the dynamic behavior of the HTF flowing inside channel. The continuity equation is written as eq. 2: 

( ) 0
f

f v
t


 


+  =  (eq. 2) 

                                                           

Where v is the velocity and 
f is the density of the HTF. The N-S equation in cartesian coordinates, which accounts 

for momentum conservation, is given as eq. 3. 

2 0
f

f

D
P v

Dt


  = − + =  (eq. 3) 

                                                                                                                  

Where,  P is the dynamic pressure term of the fluid field and µ is the dynamic viscosity of the HTF. 

 

4.3 Conductive heat transfer: solid region  
Conduction heat transfers from the HTF channel side walls to PCM must be solved using  heat conduction eq. 4.  

2

s ps s

T
C k T

t


 


=  (eq. 4) 

                                                                                        

4.4 Convective heat transfer: solid to fluid region 

Convective heat transfer from the HTF to the channel wall must be obtained solving energy equation using the 

velocities obtained from the answers of eq. 5. The following is the energy equation for the convective heat transfer 

process: 
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2

f pf s

DT
C k T

Dt
 =  (eq. 5) 

                                                                                                                       

Where Cpf is the HTF specific heat, ks is the thermal conductivity of solid, and T is the temperature. DT/D is the 

material derivative term in Eq(5). governs the transient response during heat transfer process.  

 

5. Model validation and numerical simulation 

Larrinaga et.al. [7]  provides a detailed description of the TES design employed in this investigation. The TES module, 

Case A is validated using same design parameters, material properties, boundary conditions and solver parameters 

used in authors experimental study.  The energy accumulated and released in TES during charging and discharging 

process is validated with the experimental data reported in their study. The solution domain after validation is further 

scaled to increase the energy storage capacity for case A and in case B, fins are added to acquire the calculated heat 

transfer area. The time for discharging and charging of TES module for case A and case B is also calculated 

analytically using Eq. 8 which proves the validation of CFD results.  Fig. 5 shows the energy accumulated and 

discharge from TES for the parameter used in Larrinaga et.al. [7]  study.  

 
Fig. 5: Energy stored and released for the temperature range (60 - 65oC) 

 

6. Grid independence test 

A hybrid mesh is used for the discretization of the domain with an average aspect ratio of 1.1 and skewness of order 

10-3. Discharge of TES is computed for four different mesh for the same parameters to determine the optimal size of 

the element, as shown in Fig.6.  

 
Fig. 6: Solidification Vs. Flow time at mass flow rate 0.11 kg/s 

 

To save the computation time, medium 1 mesh is selected with 234521 elements from Tab. 2. For the optimal mesh 

size, the influence of the time step was investigated using three different values of 1, 0.1, and 0.5 seconds. The average 

 
A. Verma et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1478



PCM liquid fraction changed very slightly when the time step was reduced from 0.5  to 1 second; consequently, the 

time step of 1 s was considered. 

Tab. 2: Mesh details 

Mesh Type No of Elements  No of Nodes  

Coarse Mesh  42000 43529 

Medium Mesh 1 103500 105797 

Medium Mesh 2 216000 219073 

Fine Mesh 288000 291097 

 

7. Results and discussion 

For the both charging and discharging process the analysis of temperature distribution throughout domain, TES 

thermal efficiency, energy storage rate and the dryer performance is investigated and reported under this study. The 

drying quality from SDU integrated with TES is analyzed by comparing the performance assessment parameters for 

different mass flow rates. Fig. 7 shows the charging and discharging profile of TES system at different mass flow rate.  

Fig. 8 shows, the temperature contour and the high-temperature HFT near the tube wall in contact with the PCM 

resulting the phase transition and development of interface separating solid and liquid region separated by mushy 

zone. The interface propagates in the direction of negative temperature gradient resulting to the generation of 

wavefront of larger width near the inlet and subsequently shorter away from inlet. Due to addition of fins and large 

heat transfer area the charging and subsequent discharging is faster as compared to normal case.  

 

Fig. 7: Melting and solidification profile for Case A 

The rate index and the efficiency index are the two most important metrics for evaluating the TES system's 

performance. Any TES system's efficiency must be calculated using the energy storage rate and discharge rate. The 

rate of energy storage in TES is computed using equation 4 and shown in figures 8 and the energy discharge and 

supplied to the dryer can be observed in figure 9. Assuming that the system is started at 150oC, and that the HTF enters 

the TES unit at 200oC, the higher initial energy transfer rate in figures 8 and figure 9 is due to the large temperature 

differential which is later steady. 

As observed from the Fig 9 and 10, the energy difference gradually decreases and approaches to steady value, due to 

latent heat absorption of PCM and average temperature of the PCM reaches to its, melting point.  
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Charging 

  

 
Discharging 

Fig. 8:  Temperature contour in case of charging and discharging  

It is clear from the observation that latent heat, which is directly related to the liquid volume fraction, dominates the 

heat storage and release processes due to presence of fin.  The results of Fig. 8 shows temperature contour of the TES 

module with fin have a substantial impact on charging and discharging.  
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                    Fig. 9: Energy storage rate charging                              Fig. 10: Ennergy suppied to dryer 

The following eq .6 is used to determine the time-averaged Nusselt number. 

0 0

1 1
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= =

−   
(eq. 6)  

The creation of a thin liquid PCM layer near the outside wall of the heat transfer tube causes the Nusselt number to be 

higher at the beginning of the charging process. The Nusselt number then drops significantly once the heat resistance 

increases resulting to the growth of the liquid PCM layer. It's also worth noting that around t=0.4, for both the cases 

the Nusselt number steadily increases, showing that natural convection dominates heat transfer due to the creation of 

liquid PCM. The Nusselt number begins to rapidly decrease after around t= 0.8, until the charging process is 

completed. Because most solid PCM is entirely melted to the liquid, the heat transfer method is dominated by 

conduction, lowering the temperature field variation of the liquid PCM in the TES unit. 

  

Fig. 11: Nusselt Number Charging                                  Fig. 12: Nusselt Number Discharging 

The average value of Nusselt number observed over the total time duration during discharging is lower than the 

charging as reported in Fig. 11. The elevation in the Nusselt number curve for different mass flow rate in Fig. 11 and 

Fig. 12 for charging and discharging respectively is limited due to conduction is dominating and the length of heat 

transfer process is also greater. The typical charging and discharging inlet temperatures indicate the temperature range 

in which the TES system will operate. According to the experimental studies[9] conducted earlier the temperature 

range play a significant role in the thermodynamics and heat transport mechanisms.  Fig. 13, shows the temperature 

profile during charging and discharging for both the case. After gaining sensible heat response of the system is more 
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stable in comparison during both charging and discharging, due to high uniformity index. However, the rating index 

and efficiency index is higher.  

 
Fig. 13(a): PCM Temperature charging  

 
Fig. 13(b): PCM Temperature discharging  

  
Fig. 13: Temperature profile for case A and case B 

8. Conclusions 

The SDU design integrated with TES for direct drying during sunshine hours and drying in off sunshine hour is 

proposed in this work. The performance of TES design, is numerically investigated for the different values of mass 

flow rate. At the lowest value of mass flow rate 0.15 kg/s the SDU performance is comparatively better. The gradient 

of energy supplied to the drier is less steep provides less variation in supplied energy, as observed from Fig. 9, and 

the time period of discharge is also increased. During discharge, the high mass flow rates reduce the unit's operational 

time and dried product quantity due to a sharp increase/decrease in a temperature gradient. The conventional dryer 

used at a commercial scale consumes either electric energy or energy released from burning fossil fuel or mass to heat 

air, utilized for drying. The proposed SDU unit for drying 20 kg/batch is worthy of replacing conventional dryers and 

utilizing renewable energy to reduce carbon and toxic gas emissions. 
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Abstract 

Sorption storage tanks for long-term heat storage have complex operating behavior that makes it difficult to 
determine the storage tank's state of charge. The approach of a virtual sensor is presented, which processes 
different measurement data and simulation data together in stages and thus helps to provide the process control 
with reliable and fail-safe data about the operating state of the memory. 

Keywords: sorption storage, state of charge, zeolite, thermochemical energy storage, capacitive sensor  

 

1. Introduction 

Thermal energy storages (TES) are believed to be appropriate candidates to play an important role in the future 
thermal management system. Broad deployment of energy storage technologies for an increased share of renewable 
energy is motivated by global climate action and the ambition of CO2 reduction. 

The ability of thermochemical materials (TCM) to store energy long-term with practically no losses during the 
conservation phase makes them promising candidates for seasonal storage applications. High energy densities 
using the zeolite-water couple have been demonstrated for some applications, exceeding those of water storage by 
a factor of 2-3 (Hauer, 2020) (Zettl, 2020). There are several process solutions for sorption technology, open and 
closed systems, as well as moving-bed and fixed-bed reactions, which have specific advantages.  

For all types of energy storage, the current state of charge (SOC) is an important parameter for operation and 
control. In contrast to sensible heat storage, the state of charge of thermochemical storage cannot be determined via 
the current discharge temperature. Rather, the current moisture content of the material and the moisture distribution 
over the entire storage system is a representative value for the state of charge. Since the material moisture balance 
is much more difficult to measure with “inline” methods (without taking probes) than the temperature, various 
physical measurement methods were tested in a preliminary project. One of the best ways is to utilize the dielectric 
conductivity, or permittivity, which correlates with the moisture content of the material. It can be detected, for 
example, by utilizing microwaves or by determining electrical capacitance (Zettl, 2022). However, the moisture 
measurement methods react sensitively to density fluctuations and temperature differences in the material, 
therefore comprehensive error correction and the combination of different measurement methods can improve 
accuracy here. For this purpose, a virtual sensor is being developed that eliminates various factors that interfere 
with the measurement and significantly increases the measurement quality. 

2. Methodology 

2.1 Sensor architecture 

There are currently no sensors available for directly measuring the state of charge of sorption materials storage 
systems. An indirect method relying on electrical capacitance measurement was shown to be feasible in a 
laboratory environment (Kirchsteiger and Kefer, 2020). However, the method suffers from calibration requirements 
which potentially restrict practical applications: Material density fluctuations in moving bed applications and 
temperature influences the signals widely. SOC determination can be significantly enhanced by combining 
hardware sensors with appropriate mathematical models for so-called virtual sensors.  
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Fig. 1: Principle of the operating levels of the virtual sensor 

 

From a systems-theory point of view, the SOC of the sorption storage is an internal state which is not accessible for 
direct measurement (orange elements in Fig.1). There is the possibility to estimate this internal state using 
sophisticated software tools such as dynamic state observers. A particular type of observer, known as Kalman-
filter, is implemented to take advantage of a combined model-based and real-time measurement strategy. 
Appropriately tuned, the filter assures a balanced SOC estimate which is not directly affected by short-time 
measurement errors (for example: temporary drops in a temperature measurement) since they are not plausible 
compared to the implemented model. At the same time, inevitable systematic model deviations are compensated 
with the aid of real-time measurements. 

 

2.2 Adsorption model 

The material adsorption model used in this work represents a sorption storage system of a zeolite bed. An axial 
humid airflow or vapor diffusion drives the sorption process and allows direct charging/discharging of the sorption 
material. The model implementation is done in Simulink, an additional package of MATLAB. To perform the 
numerical simulations, the model is based on the following assumptions (Daborer-Prado, et al., 2019): 

 a one-dimensional approach is assumed, where no radial influence is considered 

 a lumped element storage model is used for material and airflow, it is assumed that the air leaves each store 
node with the node temperature 

 the sorption equilibrium is modelled by the Dubinin-Astakhov-approach and the reaction kinetics is 
described by a linear driving force approach 

 the specific heat capacity of the air is not a function of the humidity or the temperature in the system; the 
specific heat capacity of the solid is only a function of humidity (water loading) but not of the temperature in the 
system. 

 

2.3 System simulation  

The system simulation is based on the specific procedural features of the open and closed sorption systems, which 
differ in their boundary conditions. The principle of operation of typical reactor elements is shown in Fig. 2. These 
elements can be enlarged and combined into a more complex system to represent the storage system. Specific 
operating situations such as partial loading, diffusion, external losses, and internal leveling processes within the 
system and material changes (degradation) must be represented separately from the typical cells. 

The SOC determination on the three levels, material properties, local SOC, and system SOC is intended to largely 
rule out errors: 

 The material calibration procedure determines the relationship between the physical sensor signal and 
material properties 

 The filter algorithm and the adsorption model verify the material property changes based on the process 
parameters and determine the (local) material loading, 

 The storage simulation model considers the process technology and operational management of the entire 
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system (the sum of all cells and boundary conditions) 

Using this step-by-step approach and with the help of an experimental setup and measured data for training and 
demonstrating the virtual sensor operation, a sophisticated approach to SOC determination for thermochemical 

storage is developed and a reliable metric for process control is developed. 

 

…….. 

Fig. 2: Operating principle of the closed and open sorption TES (above) and the boundary conditions of two typical reactor elements 

 

3. Experimental Results 

3.1. Open Sorption Reactor 

In an open moving bed reactor, a capacitive sensor is used between which electrodes the material is allowed to 
move freely (Fig. 3). Depending on the moisture content of the material, the electrical permittivity changes and 
with it the effective capacitance value of the capacitor.  

To record the signal, the capacitor is integrated into a parallel resonant circuit and the resonant frequency of the 
resonant circuit is reacting on the moisture content of the material. The resonant frequency is therefore used as a 
relatively sensitive but stable indicator of the material moisture. The resonant frequency of the oscillating circuit is 
around 196 kHz, the capacitance of the unfilled capacitor 8.8 pF. A turntable with a diameter of 100 cm and a 
material volume of 15 litres simulates the moving bed of a storage system. The rotating speed of the disk is about 5 
revolutions per minute. 

 

 
Fig. 3: Parallel plate capacitor placed in a moving bed of zeolite granules of 1.5-2.5mm diameter. 

 
The dehydrated zeolite (12h @ 250°C) is filled into the turntable and ventilated with moist air from an ultrasonic 
fogger. Samples are taken at periodic intervals and the material moisture is measured using the reference 
measurement (2 hours in a drying furnace @ 350°C). The measurement ends when no further moisture increase is 
recognized in the zeolite bed. The material moisture content achieved in the experiment is approx. 5-10% lower 
compared to the manufacturer's data sheet. 
The measurement result for two types of zeolite in four different varieties is shown in the figures below. 
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Fig. 4: Measured resonant frequency during the adsorption experiment at low temperature (25-40°C) in zeolite 13X (left) and 13X 

binder free (right), both 1.5-2.5 mm granules. 

 
 

Fig. 5: Measured resonant frequency during the adsorption experiment at low temperature (25-40°C) in zeolite 4A 1.5-2.5 mm 
granules (left) and 4A binder free, 3-5 mm granules (right). 

The results of the experiments show a clear influence of the material humidity on the resonant frequency. In 
general, the higher the humidity the lower the resonant frequency, but influence is non-linear: rate of frequency 
drop at the beginning of the experiment (dry material) is lower, for more humid material frequency drop is higher. 
For 4A-BF, no frequency change until approx. 13 wt.% of water was detected.  

The temperature also plays a certain role, in general, higher temperatures tend to lower the resonant frequency. For 
adsorption reactions in the range of 30-50°C, the temperature plays no important role for zeolite 13X since the 
humidity influence is dominant. For other zeolites such as 4A-BF further calibration measurements should lead to a 
kind of temperature correction term for the resonant frequency. For high temperature desorption application (150-
250°C) of the suggested measurement principle, separate calibration measurement would be necessary.  

As mentioned earlier the resonant frequency relies on the active capacity in the electronic oscillator, while the 
capacity value itself consist of the addition of several parts: the electronic capacity inside the electronic circuit (Cp), 
the capacity of the sensor cable (CC), and the sensor itself including the material (Cs). The built-in components of 
the oscillator are: Cp=470 pF and L=1.4 mH, the oscillator-print itself (without external components) exhibit an 
resonance frequency of 196.11 kHz.   

𝑓 =
√

  … . 𝑟𝑒𝑠𝑜𝑛𝑎𝑛𝑡 𝑓𝑟𝑒𝑞𝑢𝑛𝑒𝑐𝑦  (eq. 1) 

𝐶 = 𝐶 + 𝐶 + 𝐶 … . 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦   (eq. 2) 

𝐶 = 𝜀 ,    𝜀 = 𝜀 𝜀 ,    𝜀 = 8,845 10 𝐴𝑠/𝑉𝑚   (eq. 3) 

A certain drop of the resonant frequency indicates an increase of the sensor capacity Cs, according to eq.1 and 2 
due to an increase of relative permittivity r according to eq.3. After connecting sensor and cable to the oscillator 
resonance frequency decreases by 3.3 kHz, which corresponds to an additional capacity Cc+Cs= 16.5 pF while 
Cs= 8,9 pF (according to eq.3). By measuring the further frequency decrease after inserting into the zeolite bed the 
permittivity of the material while humidified can be calculated.   

𝜀 = − 𝐶 − 𝐶     (eq. 4) 

 
B. Zettl et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1487



 

Calculating the relative permittivity out of the recorded frequencies leads to the results shown in Fig.6. The 
permittivity of the dry zeolite is in the range of r =5….10, while in the hydrated material r rises to 15…20. For 
comparison, dielectric properties of various minerals can be found in the literature. The values for sand or clay with 
a material moisture content between 0…..20% are comparable, with measured values of r in the range of 5 to 20.  

 
Fig. 6: Calculated relative permittivity of different zeolites  

In literature the development of the dielectric constant is explained with the help of a multiphase model. In porous 
minerals and soils, water fraction below the point WP (Fig. 7) are addressed as “bound water”, above the porosity 
point P as “free water” and between as “mixed state”, producing a multi-phase signal (Park, C.-H., et.al., 2017). 
The so-called wilting point WP refers to a certain water fraction in a hydroscopic porous material, below which 
water is bound by adsorption (e.g., in clay and soil, plants are not able to benefit from it).  In adsorption process 
engineering, the multiphase model refers to the formation of layers of adsorbate in the pores of the adsorbent: the 
first layer is bound more strongly than the second and subsequent ones, which form capillary condensation.  

 
Fig. 7: Multiphase model of dielectric constant (permittivity) of humid minerals, redrawn from (Park, C.-H., et.al., 2017)   

 

3.1. Closed Sorption Reactor 

For the application in a closed sorption vessel, there are several challenges for the sensor technology, such as 
vacuum resistance, resistance to high temperatures (up to 200°C) during desorption, the influence of the 
measurement signal by the fixed-bed heat exchanger and by the locally different reaction states in the storage tank.  

As shown in Fig. 8, a sector cylinder condenser was developed, which contains in the inside the same sorption 
material as the rest of the storage tank. The water uptake of the internal sorption material inside the enclosure 
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influences the capacitor and the measurement, therefore. Due to the large dimension of closed sorption vessels 
several regions are covered by linked sectors of the cylindrical capacitor.Fig. Fig. 9 shows a picture of several 
coupled sectors, so that several areas in the fixed-bed storage tank can be measured simultaneously with one sensor 
installation. 

 

Fig. 8: Setup of the cylinder condenser 

 

Fig. 9: Coupling of several sector cylinder condensers 

Fig. 10 shows the characteristic frequency curves of the zeolite 13X BF as a function of the temperature and the 
degree of humidity in a fixed bet reactor. They act as the basis for programming a microprocessor when the 
measured frequencies and temperatures are interpreted as the degree of humidity in the measured sector. 

 

Fig. 10: Characteristic frequencies of zeolite 13X BF as a function of the temperature and the degree of humidity 
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The measurement results obtained by using an oscillator in the 2.5-5.0 GHz frequency range clearly show the 
combined humidity and temperature influence and are usable for calibration of the data controller, therefore. 

 

4. Filter Development 

4.1. General Function of Kalman Filter 

A Kalman Filter is a virtual dynamical system (a computer algorithm) which is generating an estimate 𝑥 of the 
current state 𝑥 of a real dynamical system based on the history of input (𝑢) and output (𝑦) measurement data from 
the real system and a mathematical model of the system (Grewal and Andrews 2001). There are numerous 
applications of Kalman filters as real-time estimators, for example SOC and state of health estimation in battery 
cells, estimation of position and orientation of moving objects such as quadcopters for example, based on easily 
available accelerometer measurements. In general, it enables to estimate an internal quantity of a process which is 
otherwise not accessible through direct measurement, hence the alias “virtual sensor”. Since the filter works with 
real-time measurement data, its results are affected by the corresponding measurement noise. However, under 
certain statistical assumptions (Simon 2006) it can be guaranteed that the Kalman Filter is a mathematically 
optimal estimator for linear systems in the sense that the covariance of the state estimation error is minimized. 

4.2. Adsorption Model Adaption 

The concept of the Kalman Filter is applied to the problem of determining the current state of charge of a sorption 
storage system. Here, we are considering a fixed-bed sorption storage using zeolite as sorption material as it was 
presented and mathematically modelled in Daborer-Prado, N., et.al. (2020). This model forms the basis for the 
model development required for the Kalman Filter. We are considering the 1-node model (the entire longitudinal 
direction of the storage is considered as one element with one lumped parameter for the water load) which uses as 
internal states to describe the dynamics 

𝑥 = [𝑥 𝑥 𝑇 𝑇 ]   (eq. 5) 

where 𝑥  is the water load of the sorptive material, 𝑥  is the water load of the gas flowing through the storage, 𝑇  is 
the temperature of the sorptive material, and 𝑇  is the temperature on the storage exterior. The model inputs are 

𝑢 = [𝑚 𝑥 𝑇 ]   (eq. 6) 

where 𝑚  is the mass flow of the gas through the storage, 𝑥  is the absolute humidity of the gas flow with 
respect to dry air, and 𝑇  is the temperature of the inflow gas. For details of the model development, we refer to 
the paper Daborer-Prado, N., et.al. (2020). The mathematical model to be used in the design phase of the Kalman 
Filter differs from the described simulation model. One central difference is the way how the water load 𝑥  is 
treated: in the simulation model a spatial differential equation describes its behaviour with respect to the 
longitudinal direction, while temporal differential equations describe the outcome of the outflow water load 𝑥  
at the point where gas leaves the storage, depending on the other state variables 𝑥. A standard Kalman Filter 
requires a system of ordinary differential equations, therefore model adaptations were made in the following way.  

A data-driven state space model of second order was developed which approximatively provides the quantity 𝑥  
as output and uses the quantities (𝑥 , 𝑇 ) as input. To estimate this model, data sequences at various stationary 
choices of the inputs 𝑢 were generated using the simulation model. The estimated model obtained fit-values (a 
measure of the coincidence of model output and data sequences) of more than 90% on all datasets. This model 
contains two new state variables 𝑥  and 𝑥 . The overall mathematical model for the Kalman Filter combines those 
two states with the ones from the simulation model described above to the augmented state vector 
 

𝑥 = [𝑥 𝑥 𝑥 𝑇 𝑇 ]   (eq. 7) 

 
Further assumptions were made in the development process of the Kalman Filter 

 The input 𝑥  was assumed to be constant throughout an experiment 

 The input 𝑇  was assumed to be constant throughout an experiment 

 The states 𝑇  and 𝑇  are assumed to be accessible through measurement on the device 

Altogether, the mathematical model can be described in the general form of a continuous time nonlinear state-space 
model with the state 𝑥  and the input 𝑚 : 
 

�̇� = 𝑓(𝑥 , 𝑚 )  (eq. 8) 
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As a next step, the model needs to be transferred into discrete-time. For this purpose, a simple Euler approximation 
with a sample time Δ𝑇 is utilized and given in the general formulation:  
 

𝑥 = 𝑥 + Δ𝑇 𝑓(𝑥 , 𝑢 )  (eq. 9) 

 
Note that this model is non-linear since the dynamics of the original simulation model are also nonlinear. 
Therefore, a standard linear Kalman Filter is not applicable and the extension of an extended Kalman Filter (EKF), 
see e.g. (Grewal and Andrews 2001) capable of dealing with nonlinearities could be used instead. A natural 
approach would also be to linearize the model around one stationary operating point and assume “small” deviations 
from this point during operation. There is, however, no stationary operating point in the considered application 
since the load 𝑥  will continue to rise (in adsorption mode) even if all the input quantities are fixed to constant 
values inside the operating conditions. Therefore, an EKF was developed and implemented in the MATLAB® 
/SimulinkTM environment using the built-in EKF functionality. The general overview of the system can be seen in 
Figure 11. 
 

 
Fig. 11: Overview of the MATLAB® /SimulinkTM simulation model 

To demonstrate the quality of the state estimation, a simulation where the input was chosen to 𝑚 = 300 kg/h and 
the sorption material had an initial humidity of 𝑥 (𝑡 = 0) = 0.1 was performed. The results are graphically shown 
in Figure 12, where the blue lines represent the quantities derived from the simulation model and the red lines are 
the state estimates from the EKF. Since the initialization of the EKF does not match precisely the initial conditions 
of the simulation model (which is a realistic assumption), there are minor deviations between the two lines in the 
beginning of the experiment. This is an expected behaviour of virtually any Kalman Filter application unless initial 
states are perfectly known. As the experiment continues, the lines begin to coincide, especially the two 
temperatures shown in the bottom two panels. This is because those temperatures are directly measured and the 
tuning of the EKF was done in such a way that the errors introduced in those measurements are assumed to be 
small in comparison to the errors introduced in the modelling of the states 𝑥  and 𝑥 . In other words, the 
measurement covariance was chosen much smaller than the covariance of the additive process noise affecting the 
model states. With respect to the actual variable of interest, the water load 𝑥 , shown in the top panel, the EKF can 
reproduce its trajectory in a sufficient way and only introduces a minor offset.   
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Fig. 12: Comparison of the EKF-estimated states with the simulation model 

5. Summary 

In order to develop a new State-of-Charge (SOC) sensor, the concept of a virtual sensor concept was applied, 
combining physical measurements, adsorption model, and system simulation. 

 Calibration data is used to exhibit the material relative permittivity dependence to the material humidity.  

 In the 200 kHz frequency range, material water content is the dominant factor that influences the relative 
permittivity of 13X-BF zeolite, other materials like zeolite 4A show little changes likewise.  

 In the 2 MHz frequency range, a pronounced influence of both, temperature and humidity was measured.  

 The Kalman-filter is suitable to repress sensor failures by estimating the material characteristics based on 
a modified adsorption model. The model allows the fast in-line prediction of the future material humidity 
load based on the current state, sensor signals and the modified adsorption model.  

 A system simulation will be used to integrate the virtual sensor into a SOC determination of the entire 
storage system.  
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Abstract 

The behavior of ceramic materials exposed to high solar energy fluxes is of great interest for the study of the 

durability of materials, especially in Concentrated Solar Thermal (CST)technologies. A new accelerated ageing 

test bench has been developed at the SF40 Solar Furnace for the evaluation of advanced ceramic materials in 

operation solar conditions. 

The description of this device, as well as the keys to its operation and testing of ceramic components under 

controlled and extreme CST conditions is shown in the present work. 

Keywords: Accelerated solar ageing, durability, CST, solar furnace, focal point receivers, advanced ceramics 

 

1. Introduction 

The study of accelerated solar ageing of advanced ceramic materials that can be used as solar receivers in CST 

facilities is of great relevance for an industry that is set to replace fossil fuels in the global energy landscape.  

Volumetric receiver technology has been developed since the early 1990s in various research and development 

projects (Avila, 2011). Due to their characteristics, ceramic materials are very attractive for use as volumetric 

absorbers in point focus solar thermal technologies. For the development of a new system and methodology to 

reproduce real test conditions, it is necessary to reproduce the same ageing mechanisms in accelerated ageing 

testing as in real CST conditions.  

The use of point focus CST technologies is recommended in order to obtain the highest solar fluxes, being the 

solar furnaces and parabolic dishes the most suitable facilities to control the solar parameter in a small-scale solar 

test. Some previous test methods for solar furnaces are included in Table 1. 

In recent years, different methods and test benches have been developed at Plataforma Solar de Almería for the 

accelerated ageing of metallic and ceramic materials, as well as reflectors, in solar furnaces. Thus, in projects such 

as Sfera III project, a test bench has been developed for tubular metal alloy receivers; in Raiselife project, a test 

bench for secondary reflectors in central receiver facilities, and in Nextower project, two test benches for the study 

and ageing of materials for volumetric absorbers, one of which is described in this work. 

Among the ceramic materials, porous SiC is therefore a promising material to be used, which allows testing and 

evaluating ceramic samples under high solar energy fluxes, but the confidence in the reliability of innovative 

materials and components could still be checked and improved. Thus, in order to check its durability under 

extreme solar conditions, flat advanced slab based on SiC has been produced and a new accelerated ageing test 

bench (AATB) for advanced ceramic slabs subjected to high solar energy flux densities has been developed within 

the European NEXTOWER research project. 
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Tab. 1: Different test methods for materials or components tested in solar furnaces (Cañadas, 2021). 

Material 

or  

component 

tested 

Project/ 

Receiver 
Facility Conditions 

Variables  

measured 
Reference 

SIRCON 
Foam 

absorber 

made of 
SIRCON 

(Si3N4) 

PLVCR-5 
Solar furnace 

of Sandia 

(SNLA) 

T average outlet air: 625°C 

T max outlet air: up to 1000°C 

Power: 5 kW 
P: 10 barFlux max.: 2 MW/m2 

Testing in solar conditions 
(Pritzkow, W. 

1991) 

INCONEL 
with 

Pyromak 

2500 layer 

PROMES-

CNRS 

PROMES-

CNRS 
SAAF 

Samples: 1 mm Inconel (after 
spray-gun application of paint 

coating).  

Mean irradiance: 104 kW/m2 - 
173kW/m2, 346 kW/m2 

Period: 10s,30s, 

Exposure time: 1000 s, 3000 s 

Normal solar absorptance, 

thermal effusivity 
Thermal conductivity, 

thermal contact resistance 

between coating and 

substrate. 

(Boubault A., 

et al. 2014) 

Ceramic 

foams (SiC 

and ZrB2) 
as high 

temperature 

volumetric 
solar 

absorber 

OPTISOL 
project,   

SFERA 

project, 
and 

STAGE-

STE 

CNRS–
PROMES  

6 kW solar 

furnace. 
Kaleidoscope 

solar flux 

homogenizer 

Tout: 833 to -998°C 

Mass flow rate: 1 g/s. 

α-SiC, Si-SiC, SiC, SiC + Al2O3, 
SiC + SiO2 + Al2O3, ZrB2. 

SiC range of porosity (72–92%) 

Calorimetry and fluxmetry 

(Mey-

Cloutier, S. et 
al. 2016) 

Mullite 

STAGE-

STE. 
SFERA II  

H2CORK 

project 
 

PSA-SF40 

Tmax: average value of 

1180 ± 35°C 
T differences ranging: 

- 200°C (700–900°C); 

- 400°C (700–1100°C)  
- 600°C (700–1300°C) 

Mechanical properties: 
Typical strength, strain, 

microscopic techniques 
(SEM and optical 

microscopy). 

(Oliveira, 

F.A.C., et al. 
2019) 

 

2. Materials and Methods 

2.1. Materials 

Among the most suitable ceramic materials as absorbers in point focus solar systems, porous SiC is one of the 

best candidates due to its thermal, optical and mechanical properties, as well as its chemical stability.   

Porous SiC slabs, of 50x50x5 mm3 have been produced by extrusion and partially sintered by LiqTech Ceramics 

using two granulometry of SiC powders and fired under argon atmosphere, at temperatures between 2100 and 

2300ºC for 1.5 h, in a graphite furnace. 

In order to demonstrate their durability, it is necessary to test these materials under real concentrated solar extreme 

and controlled thermal conditions, up to their working temperature. In this work, maximum temperatures of 800 

to 1100ºC are studied and some of their optical properties. 

2.2. Emittance test bench 

Previously to accelerated ageing tests campaigns, the emittance at high temperature has been be estimated using 

a new method developed by CIEMAT. An adiabatic test bench has been developed, where the slabs are embedded 

in an alumina block (200×200mm2, 100mm height) to achieve stationarity in thermodynamic variables. A group 

of first class type K thermocouples, 1.5mm diameter × 500mm long metallic sheath, allow measuring temperatures 

of alumina block and sample with an accuracy of σI =±0.004 T (375 °C≤T≤1000 °C). (Ballestrín et al., 2019), 

working under similar solar conditions than using the AATB at SF40. This procedure was based in Ballestrín et 

al. (2016)  

2.3. Accelerated ageing test bench 

Based on solar central receivers (SCR) technology, a new Accelerated Ageing Test Bench (AATB) has been 

designed and developed to be installed and tested at PSA-SF40 Solar Furnace for the evaluation of individual 

receiver ceramic components.  
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The test bench includes a support able to hold the samples. A porous support made of a material compatible with 

the SiC slabs has been chosen, as it allows a more homogeneous forced cooling of the slabs than if they were 

deposited on a continuous support. 

Thus, the AATB consists of a 120x120x90 mm3 SiC honeycomb module, inserted in a 130x130x93 mm3 steel 

box, opened at its front side (Cañadas et al., 2021), developed to be tested at PSA-CIEMAT SF40 Solar Furnace 

(Rodriguez et al., 2016). As the durability tests of ceramic specimens are conducted in air, under solar central 

receiver conditions, the samples are directly exposed to concentrated solar radiation. 

 
Fig. 1. Schematic draw of solar ageing test bench at PSA SF40 (CWA 17726, Cañadas et al. 2021). 

 

A blind solar IR camera (Ballestrin, 2009) and a solar pyrometer (Ballestrin, 2010) are located in front of the 

samples in order to estimate the surface temperature, taking into account the emittance of the slabs at high 

temperature. Slabs are in contact with the front side of the honeycomb support. A solar homogenizer is placed in 

front of the samples to improve the solar flux on the ceramic samples (fig. 1). A flux shutter controls the power 

supply to the samples, and a double forced cooling system is implemented to complete the AATB and cool down 

the ceramic titles quickly. The forced cooling down system includes:  

- A fast shutter closes instantaneously the flux on the samples (fig. 2). 

- An inverted air blower, connected to the back side of the steel box, sucking the air and forcing to cool 

down the samples. 

 

Fig. 2. a) Samples placed in solar focus with flux homogenizer, b) Fast shutter open, c) fast shutter closing under high solar flux 

conditions.  
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As the maximum temperature is reached, the cooling system starts, the forced cooling system is turned on to cool 

down the ceramic samples, and the flux shutter starts to closed. Depending of the desired cooling conditions, fast 

shutter is closed automatically, or depending of the thermal gradient, for controlling conditions.  Please include 

acknowledgments here, before the references. 

3. Accelerated solar ageing tests 

The solar testing of advanced ceramics materials in the AATB, under high solar flux density (Figure 3), and 

correct operation and control of different SF40 parameters, allows to aged materials under extreme conditions as 

well as controlled CST conditions. 

 
Figure 3. Accelerated ageing tests bench in solar operation at SF40. 

 

Figure 4. Preliminary test at temperatures up to 1150ºC 

A preliminary test campaign was carried out to validate the test bench, and the behaviour of the materials under 

the solar accelerated ageing cycles (Figure 4). It shows a wide range of temperatures can be reached in accelerated 

conditions, controlling the maximum temperature and heating and cooling rates. Several K thermocouples 
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measure the temperature on the back side of the samples. A solarblind IR camera and a solar pyrometer show the 

temperature of the exposed surface. 

Two groups of ceramic slabs were tested at PSA-SF during the initial period. Group 1 was tested in the initial 

configuration, as a vertical solar test bench (fig. 5.a). As far as some samples cracked due to the fixing system, 

the slabs were changed to the horizontal plane (fig. 5.b), in order not to limit no one of their freedom grade. So  

Group 2 slabs were aged using an optimized horizontal solar test bench. 

 

Figure 5. Comparative between a) vertical and b) horizontal plane test benches 

Accelerated ageing tests are carried out by high frequency solar cycling on the ceramic tittles, as is showed in 

figure 6.  

 

Fig. 6. Accelerated solar ageing test up to 900ºC  

The solar testing of advanced ceramics materials in the AATB at SF40 Solar Furnace, under high solar flux 

density, controlling different operational parameters, allows to aged materials under extreme as well as controlled 

CST conditions. An experimental method to estimate the thermal gradient across the samples has been defined 

for the AATB under concentrated solar radiation. It includes two thermocouples, introduced in blind holes drilled 

in the samples, at different depths, in order to obtaining real thermal gradients across the sample. It is necessary 

to control the thermal gradient so as not to exceed the maximum allowed as it contributes to crack the slabs. 

Cycles frequencies between 30 seconds per cycle up to more than 5 minutes per cycle have been studied in 

different groups of SiC samples. The control of heating and cooling rates and the inner thermal gradients is 
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necessary in order to avoid the cracking of the slabs. For these porous SiC slabs, maximum thermal gradients 

around 70ºC/cm are allowed in order to aged them in safe conditions.   

4. Results 

Different accelerated ageing campaigns, from 500 up to 10,000 solar cycles was carried out at SF40 in order to 

achieve up to 25 years of ageing in ceramic samples using accelerated ageing under real conditions of concentrated 

solar radiation. 

Preliminary optical analysis shows the oxidation of the ceramics materials after the solar ageing testing.  The 

hemispherical absorptance was measured by a Perkin Elmer Lambda spectrophotometer located at the Advanced 

Optical Coatings Laboratory – OCTLAB at room temperature. Emittance was estimated up to 1200ºC. Figure 7 

compares the optical analysis of new samples with samples aged for 10,000 solar cycles. As figure 7 shows, the 

emittance has increased after the solar ageing tests, for all the samples and all the temperatures. 

Fig 8 shows the preliminary absorbance αAM1.5D results of three different slabs at room temperature. This 

preliminary values shows absorbance increases after the solar ageing tests, for all the samples compositions, being 

the samples 1,3 and 5 the exposed side, and 2, 4, 6, the back side. The absorptance, as well as the maximum 

temperature, is higher in the exposed side, due to inner thermal gradients reached in the SiC slabs during the 

accelerated solar ageing test. 

 

 

Fig 7. Comparative emittance results between different advanced slabs before solar ageing test, and after 10.000 ageing cycle. 

Discontinuous line (different composition new slabs); continuous line (aged slabs) 
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Fig. 8. αAM1.5D comparative as prepared (blue) and after 10,000 solar ageing cycles (orange) 

5. Conclusions  

Different ageing test campaigns have been developed during using the new AAATB, designed for the evaluation 

of individual plain receiver ceramic components. Experimental methods to measure the thermal gradient inside 

the samples and in the cups are carried out been developed, and control parameters have been improved in order 

to minimized the thermal gradient in slabs. Preliminary results show the emissivity increases at high temperatures. 

Some additional thermal and mechanical properties are described in Cañadas et al. 2021. 

The results of their development and applications have been included as part of a CEN Workshop Agreement, 

CWA 17726 on "High temperature accelerated ageing of advanced ceramic specimens for solar receivers and 

other applications under concentrated solar radiation ", and their application continues in different projects such 

as CERAMITEC and HIDROFERR projects. 
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Abstract 

Based the loads and degradation observed on flat plate collectors exposed in the period from 2012 to 2020 at 
different locations (Kochi (India), Negev (Israel), Gran Canaria (Spain), Beijing (China), Zugspitze (Germany), 
Freiburg (Germany) and Stuttgart (Germany)) accelerated aging tests were developed and carried out on identical 
solar collectors to simulate the degradation that occurred at the exposure sites and thus estimate the service life of 
the solar collectors. 

After and during the multi-year exposure of 7 to 8 years, the performance of the solar collectors was tested 
according to ISO 9806 to determine the performance degradation caused by the loads. Based on these 
measurements and the loads measured at the exposure sites, a model for service life estimation of flat-plate 
collectors was developed. 

Keywords: Accelerated aging test, service life prediction, solar thermal collector 

1. Introduction 
In the SpeedColl (www.speedcoll.de) and SpeedColl2 (www.speedcoll2.de) projects, a consortium consisting of 
Fraunhofer ISE, the Institute for Building Energy, Thermotechnology and Energy Storage at the University of 
Stuttgart (IGTE) and representatives from industry investigated the loads and developed tests to simulate the loads 
for solar thermal collectors and their components. For this purpose, first test specimens were exposed outdoors 
for a long time at various locations (Kochi (India), Negev (Israel), Gran Canaria (Spain), Beijing (China), 
Zugspitze (Germany), Freiburg (Germany) and Stuttgart (Germany)). Next accelerated ageing tests were 
developed and carried out in the laboratory on solar collectors of identical construction to simulate the degradation 
that occurred at the exposure sites and thus estimate the service life of the solar collectors. Figure 1 shows an 
overview of the different test locations. 

Fig. 1: Overview of the different exposure sites 

The paper presents the performance degradation and degradation phenomena of the investigated collectors at the 
different locations. Furthermore, the revisions of the accelerated aging test procedures already defined in the 
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SpeedColl project (Fischer, 2017) and their effect on the thermal performance of the solar collectors are presented 
and the service life of the solar collectors is estimated with the help of the results. 

2. Performance degradation and degradation phenomena 
All investigations and results presented in the following refer to the collectors of the 3 collector manufacturers 
involved in the project described in Table 1. These were exposed uncooled at the different locations for a period 
of 7 to 8 years. 

Tab. 1: Brief description of the collector types investigated in the project 

Collector Description 

Type I 

Aluminium absorber, selective coating by means of Physical Vapour Deposition (PVD), copper 
absorber tubes, ultrasonically welded, aluminium casing, "floating" bearing of the glass cover 
with EPDM seal, solar glass, thermal insulation made of mineral wool (glass wool) on the rear 
wall and the side frame profiles. 

Type II 
Aluminium absorber, selective PVD coating, copper absorber tubes, laser-welded, aluminium 
casing, silicone bonding of frame and glass, solar glass, thermal insulation made of mineral wool 
(rock wool) on the rear wall. 

Type III 
Aluminium absorber, selective PVD coating, copper absorber tubes, laser-welded, aluminium 
casing and rear wall made of sheet steel, silicone bonding of frame and glass, solar glass with 
anti-reflective coating, thermal insulation made of melamine resin on rear wall and frame 

After several years of exposure, the collectors were subjected to a performance test according to ISO 9806 and 
then opened. The main findings for the different collectors are summarised in Table 2. 

Tab. 2: Damage of the different collectors 

Collector Damage 

Type I - Location-dependent dust and sand deposits on the absorber 
- Heavy corrosion on the collector frame and the absorber piping at the Gran Canaria site 

Type II 

- Location-dependent dust and sand deposits on the absorber 
- Heavy corrosion on the collector frame and the absorber at the Gran Canaria site 
- Contact glass absorber in the edge area 
- Fogging on the inside of the glass 
- Welding on collector pipes loosened 

Type III 

- Location-dependent dust and sand deposits on the absorber 
- Abrasion marks on absorber 
- Fogging on the inside of the glass 
- Welding on collector pipes loosened 

Figure 2 to Figure 4 show examples of the performance curves and the difference to the new condition of the 3 
collectors after 1 year, 3 years and 7.5 years of uncooled exposure at the Stuttgart site. 

 
Fig. 1: Comparison of the power curves of collector type I in new condition after 1 year, 3 years, and 7.5 years of uncooled 

exposure at the Stuttgart site. 
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Collector type I shows a small performance degradation in the range of measurement uncertainty after 1 year, 
3 years and 7.5 years of uncooled exposure at the Stuttgart site (see Figure 2). 

 
Fig. 3: Comparison of the power curves of collector type II in new condition after 1 year, 3 years, and 7.5 years of uncooled 

exposure at the Stuttgart site. 

Collector type II shows a slight performance degradation within the measurement accuracy after 1 and 3 years of 
uncooled exposure at the Stuttgart site and a significant performance degradation after 7.5 years of uncooled 
exposure at the Stuttgart site (see Figure 3). 

 
Fig. 4: Comparison of the power curves of collector type III in new condition after 1 year, 3 years, and 7.5 years of uncooled 

exposure at the Stuttgart site. 

Collector type III shows no performance degradation after 1 year of uncooled exposure at the Stuttgart site, a 
slight one after 3 years (within the measurement accuracy) and a moderate one after 7.5 years (see Figure 4). 

The power curves as shown above are suitable for an initial assessment of the performance degradation, but not 
for its quantification. A suitable measure for quantification is the change in energy savings in reference systems. 
To determine the influence of the collector performance degradation on the energy savings in a solar thermal 
system, system simulations were carried out with the simulation software TRNSYS using the reference system 
for domestic hot water heating (Bachmann et. al., 2018a) and reference combi system (Bachmann et. al., 2018b) 
defined in the IEA SHC TASK 54. The energy savings Qsav achieved with the degraded collectors after the 
respective exposure in the corresponding system were determined. 

Table 3 shows the ratio of the energy savings after exposure to the energy savings in new condition for the 
collectors in the combined system. 

Tab. 1: Energy saving after exposure related to energy saving in new condition 

 Typ I Typ II Typ III 
Collector new 100.0 % 100% 100% 
1 year uncooled (Stuttgart) 102.7 % 97.4 % 99.9 % 
3 years uncooled (Stuttgart) 97.5 % 97.7 % 97.6 % 
7.5 years uncooled (Stuttgart) 97.9 % 92.2 % 93.8 % 
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3 years cooled (Stuttgart) 100.5 % 98.1 % 98.9 % 
7.5 years cooled (Stuttgart) 99.4 % 96.1 % 96.9 % 
6.4 years (1.2 years cooled + 5.2 years uncooled) (Stuttgart) 102.7 % - 92.0 % 
5.4 years (1.2 years cooled + 4.2 years uncooled) (Stuttgart) - 90.1 % - 
7.3 years uncooled (Freiburg) 93.0 % 89.4 % 90.8 % 
3 years uncooled (Zugspitze) 94.7 % 93.7 % 97.8 % 
8.1 years uncooled (Zugspitze) 94.1 % 83.9 % - 
2.5 years uncooled (Gran Canaria) 98.8 % 94.2 % 97.9 % 
8.3 years uncooled (Gran Canaria) - 84.8 % 95.1 % 
3 years uncooled (Negev) 95.9 % 91.6 % 97.5 % 
8.1 years uncooled (Negev) - 85.7 % 90.2 % 
2.5 years uncooled (Kochi) 100.1% 94.8 % 94.0 % 
7.3 years uncooled (Kochi) 89.9 % 87.8 % 89.8 % 

The results after 7.3 years of exposure in Kochi are not used in the rest of the paper due to the flooding that 
occurred at the Kochi site and the associated damage to the collectors. 

The collector type I shows a low performance degradation at all locations. The maximum difference to the new 
condition is -7% of the energy saving. Values above 100% result from the measurement uncertainty in the 
measurement of the thermal performance. The collector type II shows a maximum difference in energy savings 
of -16 % at the Zugspitze site compared to the new condition. A moderate performance degradation of a maximum 
of -10 % of the energy saving compared to the new condition at the Negev site can be observed for collector type 
III. An overview of the damage patterns and their assessment based on exemplary measurements of the optical 
properties of the absorber layers from the collectors opened after exposure and the measurement of the thermal 
conductivity from the opened collectors are summarised in Table 4. 

Tab. 4: Overview of the damage patterns of the different collectors 

Damage Type I Type II Type III 
Dust and sand deposition on Absorber yes yes yes 
Salt deposition on absorber yes yes yes 
degradation optical properties of absorber small small small 
Welt seam detachment No small small 
Absorber deformation with contact to glass 
cover No small small 

Increase in thermal conductivity of insulation 
material No small No 

Fogging on glass cover No all over partly 
Loss of anti-reflective coating glass cover not existent not existent not investigated 

The assessment of the damage patterns listed in Table 4 leads to the following results: 

1. Dust and salt deposits are present in all collector types and are more or less pronounced depending on 
the location and type. These lead to a performance degradation of 0 to approx. 2% related to the maximum 
collector performance. 

2. The degradation of the optical properties of the absorber coating was determined by Fraunhofer ISE. It 
can be assumed that this can lead to a performance degradation of 0 to approx. 2% in relation to the 
maximum collector power. The performance degradation here depends, among other things, on the 
absorber temperature during exposure. 

3. Weld seam detachment only occurs at collector type II and type III. However, the effect on the 
performance degradation is far below 1% in relation to the maximum collector performance. 

4. Absorber deformation with contact to the glass cover in stagnation only occurs with collector type II and 
type III. However, the effect on the performance degradation is far below 1% in relation to the maximum 
collector performance. 

5. An increase in the thermal conductivity of the thermal insulation can only be observed with collector 
type II (see IGTE measurements). However, the effect on the performance degradation is far less than 
1% in relation to the power curve. 
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6. Fogging on the inside of the glass cover occurs over the entire surface of collector type II and over a 
large area of collector type III. The effect on the performance degradation is estimated at 2 to 4 % in 
relation to the maximum collector performance. 

7. In case of collector type III, there may also be a loss or partial loss of the AR coating in addition to the 
reduction in transmission caused by the fogging, which would lead to a further reduction in transmission. 

3. Accelerated aging tests 
In the SpeedColl2 project, the accelerated aging tests developed in the previous SpeedColl project were revised 
and supplemented by the staff of IGTE and Fraunhofer ISE and the industrial partners. At the end of the project, 
the following service life tests were available, which are briefly explained below: 

1. UV test 
2. Internal thermal cycling test 
3. External thermal cycling test 
4. High temperature test 
5. Condensation test 
6. Salt spray test 

3.1. UV test 
The collector is placed in a climate chamber with a tilt angle of at least 60° and parallel to the light source. The 
light source is switched on and the climate chamber is set to 15 % ±5 % relative humidity. The temperature in the 
climatic chamber is then adjusted so that the surface temperature of the collector frame at the top of the collector 
reaches 80 °C ± 2 °C in an area that is not directly irradiated. When this temperature is reached, the test begins. 
During the test, ambient temperature, frame temperature and UV irradiance (280 nm - 400 nm) are measured and 
recorded. The test is finished when a UV irradiation of 280 kWh/m² (corresponding to approx. 5 years of exposure 
in Freiburg) is reached. 

3.2. Internal thermal cycling test 

During the internal thermal cycling test, the absorber of the collectors is subjected to thermal cycles of ± 75 K. 
During heating, the collector is operated with an inlet temperature of 95 °C until an outlet temperature of 90 °C is 
reached. During subsequent cooling, the collector is operated with an inlet temperature of 10 °C until an outlet 
temperature of 15 °C is reached. A total of 2000 cycles is carried out. This corresponds to the load that can be 
expected in real time operation within 25 years in a combi system. In addition, 4 thermal shocks are carried out 
according to ISO 9806. The number of 4 thermal shocks was determined on the basis of the assumption that this 
operating case can occur during the service life of a solar collector 1 time during commissioning and 1 time during 
each of the three service intervals during the service life, even though this should not occur if the collector is filled 
properly. 

3.3 External thermal cycling test 
The collector is placed in the climate chamber at ambient conditions (room temperature and appropriate relative 
humidity). The air in the climate chamber is cooled to a temperature that results in a temperature at the surface of 
the frame at the top of the collector of -40 °C ± 2 °C and kept at this temperature for 1 h. The climatic chamber is 
then adjusted to a temperature that results in a temperature on the surface of the frame at the top of the collector 
of +90 °C ± 2 °C and held for 1 h, see Figure 5. Throughout the test, the temperature and relative humidity inside 
the climatic chamber and the frame temperature at the top of the collector are measured and recorded. The test is 
completed when a total of 200 temperature cycles have been completed. 
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Fig. 5: Schematic test cycle of temperature cycle test 

3.4 High temperature test 
In the high-temperature test, the collector is exposed, unfilled and uncooled, to an irradiance of G = 1100 W/m2 
and an ambient temperature ϑamb = 40 °C for 8 hours. Alternatively, this operating condition can be achieved with 
a heat carrier flowing through the collector at the temperature resulting in the absorber temperature reached under 
the above mentioned operating conditions. After that the collector is exposed to an ambient temperature of 25 °C 
for 4 h without irradiation. The entire test consists of 15 cycles as described above. If necessary, the number of 
cycles can be increased. 

3.5 Condensation test 
The formation of condensation on the inside of the glass cover is a realistic scenario due to the cooling of the glass 
cover from the outside, e.g. by snow or radiation cooling. Condensation can be particularly harmful for solar 
glasses, especially for those with coatings (e.g. AR coating), and can lead to degradation. Furthermore, this test is 
intended to investigate whether the condensate drips onto the absorber and thus damages the selective layer of the 
absorber. 

The collector to be tested is installed in a climate chamber at an angle of 30° to the horizontal. A condensate trap 
with thermal insulation above it is placed and fixed on the lower half of the collector. 

During the test, the absorber of the collector is heated with an inlet temperature of 100°C. At the same time the 
climate chamber is operated at a temperature of 80°C and a relative humidity of 80%. In this way, the highest 
possible water loading of the air is generated for the greatest possible amount of condensate produced. Due to the 
difference between absorber and ambient temperature, a convection flow is forced inside the collector even 
without hemispherical irradiance. This ensures that there is an air exchange between the collector and the 
environment and that the humid air flows into the collector. 

The condensate trap cools the transparent cover of the collector with a temperature of 50°C. Thus, a large amount 
of water in the air inside the collector will condense on the inside of the transparent cover. 

3.6 Salt spry test 
The salt spray test was developed on the basis of the main factors influencing the severity of the corrosive effect 
(presence of an oxygen-containing salt solution on the test specimen, temperature of the test specimen, 
temperature of the environment, relative humidity of the environment), following DIN EN 60068-2-52, severity 
level 3. The test procedure according to this standard is divided into three alternating phases: Salt spray phase, 
moisture phase and drying phase, which better reflects reality compared to continuous salt spray tests. In 
continuous salt spray tests, for example, a solid, constantly growing salt crust can form on the collector, which 
inhibits the oxygen supply to the collector and thus corrosion. The combination with humidity and drying phases 
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both prevents the formation of a constantly growing salt crust on the collector and supports the formation of an 
electrolyte (salt solution containing oxygen) on the collector. The test conditions according to DIN EN 60068-2-
52 are shown in Table 5. 

Tab. 5: Test conditions according to DIN EN 60068-2-52 

 Salt spray phase Moisture phase Drying phase 
Ambient temperature (35 ± 2) °C (40 ± 2) °C (23 ± 2) °C 
Relative humidity ca. 100 % 93 (+ 2 - 3) % 50 (± 5) % 

Furthermore, the following specifications were made: 

• The salt content during the salt spray phase is fixed at 3 (± 0.5) % (reduction by 2 % compared to DIN 
EN 60068-2-52). 

• The pH value of the brine should be between 6.5 and 7.2 at 20 °C (analogous to DIN EN 60068-2-52) 
• The precipitation during the salt spray cycle on 80 cm² should be 1-2 ml/h (analogue DIN EN 60068-2-

52) 

With the boundary conditions mentioned, the test cycle was determined as follows: 

1. humidity phase (5 h), collector flow at 60 °C, test room temperature (40 ± 2) °C  
2. salt spray (2 h), 60 °C flow through the collector, test room temperature (35 ± 2) °C  
3. humidity phase (10 h), collector not flowed through, test room temperature (40 ± 2) °C  
4. salt spray (2 h), collector not flowed through, test room temperature (35 ± 2) °C  
5. humidity phase (5 h), collector not flowed through, test room temperature (40 ± 2) °C  
6. drying phase 24 h, 60 °C flow through collector, test room temperature (23 ± 2) °C 

The flow through the collector at 60 °C stimulates the exchange of air between the test chamber and the inside of 
the collector. This supports the entry of salt into the collector. The collectors are to be tilted 30° to the horizontal 
during the test. 

The corrosion test chamber of the ITGE does not have a climate control system that allows the regulation of the 
relative humidity during the humidity and drying phases as well as the temperature regulation during the drying 
phase. The relative humidity is 100 % during the entire humidity phase. During the drying phase, ambient air is 
fed into the test chamber by a fan. Since the corrosion chamber at IGTE is located in the basement, a relatively 
constant ambient climate is ensured throughout the year, so that reproducible test conditions can still be expected. 
Figure 6 shows an example of the course of the relative humidity and the temperature inside the test chamber of 
the corrosion test chamber (test room temperature) during a test cycle in the corrosion test chamber. 

 

Fig 2: Test room conditions during a 48-hour test cycle in the corrosion test chamber 
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4. Thermal performance degradation after accelerated aging tests 
Four of the accelerated aging tests described in section 3 were carried out on the collector type I, type II and type 
III in the following order: 

• 1. UV test 
• 2. internal temperature cycling 
• 3. external temperature cycling 
• 4. high temperature test 

The results are shown in Figure 7 to Figure 9 in the form of power curves before and after the accelerated aging 
tests. After the accelerated aging tests, collector type I shows a very low performance degradation in the range of 
the measurement uncertainty (see Figure 7), collector type II a moderate one (see Figure 8) and collector type III 
a low performance degradation which, as with type I, is still in the range of the measurement uncertainty (see. 
Figure 9). Even though the performance degradation after the exemplary implementation is not as great as after 
the 7.5-year exposure, the collectors behave in a similar way to each other. This means that the developed 
accelerated aging tests are suitable for estimating the service life. 

 

Fig 7: Comparison of the performance curves of collector type I in new condition, after the UV test, the internal and external 
thermal cycling test and the high-temperature test 

 

Fig 8: Comparison of the performance curves of collector type II in new condition, after the UV test, the internal and external 
thermal cycling test and the high-temperature test 
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Fig 9: Comparison of the performance curves of collector type III in new condition, after the UV test, the internal and external 
thermal cycling test and the high-temperature test 

Here, too, a system simulation was carried out for the reference combi system to quantify the change in energy 
savings. Table 6 shows the ratio of the energy savings after exposure to the energy savings in the new state for 
the collectors in the combined system. 

Tab. 6: Energy savings after the exemplary service life tests in relation to the energy savings in new condition 

 Type I Type II Type III 
Collector new 100.0 % 100% 100% 
After UV test 101.9 % 102.1 % 101.5 % 
After internal temperature cycle test 99.9 % 98.3 % 101.0 % 
After external temperature cycle test 99.8 % 97.6 % 98.5 % 
After high temperature test 98.9 % 94.0 % 98.1 % 

Both in the power curves shown and in the energy savings shown in the table above, a similar picture as after 
exposure to the extreme locations can be observed, albeit less pronounced.  

The results presented in the following section give an indication of how many years of exposure and operation 
can be mapped with the accelerated aging tests carried out here. 

5. Modelling of yield degradation and service life estimation 
The load collectives and the absorber temperatures measured during exposure as well as the resulting reduction 
in energy savings in a typical combined system (see Table 3) were used to model the yield degradation.  

The following influencing variables were determined to be significant for the performance degradation: 

7. 1. the exposure duration texpo  
8. 2. the exposure time at an absorber temperature of 160 °C < t160-200 < 200 °C 
9. 3. the exposure duration at an absorber temperature of 200 °C > t>200 
10. 4. the exposure duration under salt load tSalt 
11. 5. the exposure duration under sand and/or dust load tSand 

The degradation in the thermal performance was modelled as followed: 

sandsalzotsavtsav etdtctbtatQQ
oo

++++=− >−= 200200160exp,0, expexp
    (eq. 1) 

For the Sede Boqer (Negev) site 

 sando tt =exp           (eq. 2) 

was chosen and for the Gran Canaria site 
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sandsalto ttt ==exp          (eq. 3) 

was chosen. 

The model applies to "clean" collectors, i.e. any soiling of the transparent cover is not taken into account. Table 7 
shows the model parameters determined for collector type I, type II and type III according to equation (1). 

Tab. 7: Parameters for modelling yield degradation 

Parameter Type I Type II Type III 
a [1/h] 2.02E-05 6.00E-05 4.21E-05 
b [1/h] 2.45E-03 2.42E-03 7.62E-04 
c [1/h] 1.68E-03 1.42E-02 2.64E-03 
d [1/h] 0 1.62E-04 0 
e [1/h] 0 1.29E-05 0 

No significant dependence on the salt and sand load could be identified for the type I and type III collectors. The 
reason for this is the relatively tight housing of collector type III. The salt and sand load of the entering ambient 
air is largely separated in the lateral edge insulation of the collector, so that only small amounts reach the absorber. 
For the collector type I the amount of data was not sufficient to determine any significance, as the collector from 
Sede Boqer was already brought back for investigation purposes after the end of the previous project and the 
thermal performance of the collector from Gran Canaria could not be carried out due to a leak in the absorber. 

Figure 10 shows an example of the agreement between the measured and the model-calculated reduction in energy 
savings in the reference combined system for the measured values and the values calculated for collector type II 
using the parameters shown in Table 7. The accuracy of the model here, as well as for collectors type I and type 
III, is ±2% points. 

 
Fig. 3: Measured and calculated reduction in energy savings in the reference combi system for collector type II 

Figure 11 shows the annual energy savings in relation to the energy savings in new condition in a typical combi 
system at the Würzburg site for an operating period of 30 years.  

With the help of the yield degradation model, the service life can now be estimated depending on the user 
requirements. If, for example, a yield degradation of up to 20 % is accepted, this results in a service life of approx. 
30 years for collector type II, and even significantly longer for type I and type III. However, if the yield 
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degradation is only allowed to be 10 %, the service life for collector type II is 15 years, for collector type III 23 
years and for collector type I still more than 30 years. 

If the model according to equation (eq. 1) is applied to the results in Table 6, it results that the proposed test cycle 
corresponds to an exposure time of 4 years in Stuttgart or 9 years of operation in a typical combi system at the 
Würzburg site. With this knowledge, the length or number of repetitions of the proposed accelerated aging tests 
can be adapted to the requirements of the collector manufacturers. 

 
Fig 4: Annual energy savings related to the energy savings in new condition in a typical combined plant at the Würzburg site 

6. Summary and outlook 
In the SpeedColl and SpeedColl2 projects, a consortium consisting of the Institute of Building Energetics, 
Thermotechnology and Energy Storage at the University of Stuttgart (IGTE), Fraunhofer ISE and representatives 
from solar thermal industry examined the loads on solar thermal collectors in the period from 2011 to 2020. For 
this purpose, test specimens were exposed outdoors at various locations (Kochi (India), Sede Boker (Israel), Gran 
Canaria (Spain), Beijing (China), Zugspitze (Germany), Freiburg (Germany) and Stuttgart (Germany)). Based on 
the loads and degradation observed at the exposure sites, accelerated aging tests were developed and carried out 
on identical solar collectors to simulate the degradation that occurred at the exposure sites and thus estimate the 
service life of the solar collectors. After and during the multi-year exposure of 7 to 8 years, the solar collectors 
were subjected to a performance test according to ISO 9806 to determine the performance degradation caused by 
the loads. Based on these measurements and the loads measured at the exposure sites, a model for service life 
estimation of flat-plate collectors was developed. 

The SpeedColl and SpeedColl2 projects have shown on the one hand that the collectors of German manufacturers 
are of high quality, but on the other hand they have also revealed weaknesses in individual designs. With the 
developed accelerated aging tests and the service life estimation, useful tools were created for the solar thermal 
industry to examine and estimate the quality and service life of their products and new developments. The 
developed accelerated aging tests can be incorporated into European or international standardisation if required. 
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Abstract 

Thermal stratification of hot water storage is known to have a positive impact on the efficiency of systems for 

heat supply. An existing method for determining the thermal stratification of combi-storage tanks, based on the 

second law of thermodynamics, i.e. on the entropy balance of the storage system, was adapted for measuring 

domestic hot water storage tanks. The updated method uses tapping profiles from EN 16147 to test the 

stratification efficiency of different sized storage tanks, matching the size of the collector array to the tapping 

profiles when using solar thermal systems. The resulting test procedure was applied to several tanks and the results 

were evaluated. It is shown that the efficiency of the storage tanks and their influence on the operation mode of 

the charging varies considerably. A very well stratified storage tank concept not only achieved higher comfort 

and created better hygienic conditions, but in combination with a heat pump saved up to 40 % electrical energy 

compared to another storage tank. These results underline the need for an evaluation of the stratification efficiency 

of domestic hot water storage tanks, which can be done with the method presented here. 

Keywords: Domestic Hot Water, Stratification efficiency, Measurement, Hardware-in-the-Loop, Dynamic 

operation, Entropy production, Exergetic efficiency 

 

1. Introduction 

Stratified water storage tanks are used for storing heat as hot water. When this kind of storage is used in 

combination with a heat pump, the temperature stratification of the storage is a decisive factor for the overall 

efficiency and thus for the consumed end energy of the system (Haller et al., 2019). 

The temperature stratification of the water storage tanks is automatically established due to gravity and the 

temperature-dependent density of the water. However, this natural process is counteracted by processes, which 

can essentially be attributed to three causes: 

•  Heat conduction and diffusion in the water and in the storage tank internals. 

•  Plume entrainment caused by buoyant fluid movements. 

•  Mixing of the inlet jet due to kinetic energy and turbulence during direct storage charging. 

Since mixing of fluids with different temperatures (de-stratification) and heat exchanging processes of any kind - 

and thus all of the effects described above - always result in entropy production (exergy loss), stratification indices 

can be determined based on the measurement and calculation of entropy and exergy balances. 

(Haller et al., 2018) introduced a test method for the evaluation of stratification efficiency of combined storage 

tanks that store heat for domestic hot water and for space heating in one thermally stratified water storage tank. 

This method for the determination of stratification efficiency as a key performance indicator is based on the second 

law of thermodynamics, i.e. on the entropy balance of the storage system. The corresponding laboratory test is 

based on a 24 hour cycle where realistic and dynamic charging and discharging is applied according to boundary 

conditions of real weather data of a day in the year. The particular day of the year was chosen because of its 

representativeness for the effect of stratification on the system performance, such that the annual performance can 

be derived directly from the performance shown in the 24 h test cycle. The test method was developed in a research 

project funded by the Swiss Federal Office of Energy entitled "StorEx" (Haller et al., 2015). 
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The results showed that the new KPI correlates well with the electricity demand of a heat pump that is charging 

the storage. While the stratification efficiency was the decisive factor for the energetic performance of the system, 

i.e. for the electric energy consumption of the heat pump, the determined heat losses of the storage system showed 

no correlation with the overall energetic performance of the system. However, no information has been available 

so far for similar kinds of tests for pure DHW storage tanks. Therefore, in this contribution, the existing method 

is extended to the evaluation of storage tanks for domestic hot water (without space heating), and results are 

presented for four DHW storage systems. 

2. Test Method 

2.1 Procedure 

The general procedure for measuring the stratification efficiency of combistores is as follows: 

• The storage tank is installed on the test bench, including the necessary hydraulics for charging and 

discharging. 

• The test bench simulates and emulates a complete building during the 24-h test cycle, the heat demand 

of which must be covered. Based on the (real) temperatures measured in the storage tank and the specified 

test cycle, charging and discharging are started and controlled. 

• Based on the measurements, the entropy balance of the storage system is determined.  

• The stratification efficiency is determined based on a comparison of the measured entropy production of 

the storage system with the hypothetical entropy production of a completely mixed reference system. 

This general procedure was adopted unchanged for DHW storage tanks. Of course, the emulation of space heating 

is in this case omitted. Furthermore, a new irradiance profile for the solar thermal collectors was defined and 

simplifications were made in the emulation of the auxiliary heating. 

2.2 Test setup and boundary conditions 

System boundaries 

DHW storage systems usually involve heat 

exchangers for the transfer of heat to the 

fresh water. These heat exchangers may 

influence stratification and the heat transfer 

process as such is a source of entropy 

generation. Entropy may also be produced in 

external valves of the overall hydraulics 

where hot and cold fluids are mixed. That’s 

why a complete storage system is evaluated 

instead of the bare storage tank. 

Fig. 1 shows the system boundaries, using 

the example of a storage tank with two 

internal heat exchangers: one each for heat 

input from solar thermal and from a heat 

pump. 

The parts outside the system boundaries, i.e. the collectors, the heat pump or other heat generators as well as a 

tapping profile, are simulated and emulated by the test bench.  

DHW tapping profile 

In the standard EN 16147: 2017 (European Committee for Standardization (CEN), 2017) 24-h load profiles are 

defined for the DHW demand. The energetic target value of the profiles varies from 0.345 kWh up to 93.52 kWh 

for one day, the highest target flow rate of a single tapping varies from 2 l/min up to 96 l/min. 

The profiles contain the time for the taps, the target flow rate, the usable water temperature and the maximum 

temperature (minimum water temperature to be reached during a draw-off), whereby the usable temperature lies 

 

Fig. 1: System boundary for the measurement of stratification efficiency 

of DHW storage tanks, including the necessary measurement equipment 

and the entropy terms, which are to be determined from the measured 

data. 
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in the range between 10 °C and 40 °C and the maximum temperature of 55 °C is only defined on a few taps per 

day. The set point of the incoming cold water is defined as 10 °C. 

For the measurement of stratification 

efficiency of DHW tanks, one of the 

profiles can be selected (depending on the 

volume/output capacity of the tested tank), 

with profile L with 11,655 kWh per day as 

the standard profile. During the 

measurement, according to the time and the 

selected tapping profile, the cold water is 

conditioned to a temperature of 10 °C at the 

required mass flow. From the difference 

with the outgoing hot water, the heat output 

is calculated, which is accumulated to the 

tapped energy from the moment the usable 

water temperature is reached. Tapping is 

stopped when the energy set point is 

reached. 

Heat generator 

In contrast to the predefined tapping profile, charging must be flexible. Two different heat sources can be used to 

charge the tested storage tank: Solar thermal collectors and a heat pump, respectively an auxiliary heater. 

For the simulation and emulation of the 

solar yield, the standard performance data 

for a flat plate collector from the IEA SHC 

Task 32 (Heimrath and Haller, 2007) are 

used, which were already applied in the 

StorEx project. The performance 

characteristics can be seen in Tab. 1. A 

south orientation with 45° inclination is 

assumed.  

The irradiance on the collector field 

(I = Ib + Id) was converted to heat produced 

within the collector (�̇�𝑟𝑎𝑑 ) before 

subtraction of heat losses according to (Eq. 

1). The resulting profile for heat generated 

within the collector according to the 

irradiance and the incident angle modifiers 

is presented in Fig. 3.  

In the simulation model used for the 

emulation of the solar yield, only the 

combination of the operating temperature 

and the power loss to the environment must 

then be calculated. The difference between 

the collector temperature and the storage 

temperature is used as a criterion for 

operating the collector circuit pump. The 

size of the collector array depends on the 

selected DHW tap profile of the test. Tab. 2 shows the aperture area for the different tapping profiles. 

 �̇�𝑟𝑎𝑑 = 𝐴𝑠𝑜𝑙 ∙ (𝜂0 ∙ 𝐾𝑏 ∙ 𝐼𝑏 + 𝜂0 ∙ 𝐾𝑑 ∙ 𝐼𝑑)  (Eq. 1) 

 

 

Fig. 2: Cumulated energy from the tapping profiles L, XL and 2XL. 

Tab. 1: Collector field characteristics. 

η0 a1 [Wm-1K-1] a2 [Wm-2K-2] ceff,spec [Jm-2K-1] 

0.8 3.5 0.015 7000 

 

Fig. 3: Generated heat production per m2 collector field before 

subtraction of thermal losses on the test day. 

Tab. 2: Aperture area of the emulated collector array for measurement 

with different DHW tap profiles. 

tapping profile [-] Aperture area [m2] 

L 5.0 

XL 8.2 

2XL 10.5 
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The simulation and emulation of an auxiliary heater is done with reference to a heat pump, meaning with a rather 

small temperature difference of 5 K. As a simplification, this temperature difference is assumed to be constant 

over the whole outlet-temperature range, which is limited to maximum 60 °C. The heat pump was chosen as the 

reference heat generator because, on the one hand, it reacts most sensitively to poor storage stratification and, on 

the other hand, it poses great challenges to the storage system due to the usually high mass flows at a small delta-

T. Moreover, within the framework of Switzerland's energy strategy, heat pumps are considered to play a far more 

important role in water heating than combustion heat generators. 

The temperature positions in the storage tank and on/off hysteresis for the pump are chosen by the manufacturer 

or commissioner of the storage system. 

2.3 Evaluation of test results 

Measured values and data acquisition 

Temperatures and volume flow rates are determined at the boundary between the tested storage tank and the test 

rig. The positions are marked in green in Fig. 1. In addition, the temperature of the storage tank is measured with 

eight contact sensors placed equidistant on the storage wall. 

At the limiting boundaries, the following quantities have to be determined based on appropriate measurement 

devices: 

 �̇� =  �̇� ∙ [ℎ(𝜗𝑖𝑛) − ℎ(𝜗𝑜𝑢𝑡 )]  (Eq. 2) 

 𝑄 =  ∑ �̇�𝑖 ∙ ∆𝑡𝑖   (Eq. 3) 

 �̇� =  �̇� ∙ [𝑠(𝜗𝑖𝑛) − 𝑠(𝜗𝑜𝑢𝑡 )]  (Eq. 4) 

 ∆𝑆 =  ∑ �̇�𝑖 ∙ ∆𝑡𝑖   (Eq. 5) 

 

Entropy balance 

With positive values for heat input into the system and negative values representing heat outputs (or heat losses), 

the entropy balance, meaning the irreversible entropy production inside the storage system, can be calculated as: 

 ∆𝑆𝑖𝑟𝑟,𝑒𝑥𝑝 =  −(∆𝑆𝑎𝑢𝑥 + ∆𝑆𝑠𝑜𝑙 + ∆𝑆𝐷𝐻𝑊 + ∆𝑆𝑙𝑜𝑠𝑠 + ∆𝑆𝑠𝑡𝑜𝑟𝑎𝑔𝑒 𝑐ℎ𝑎𝑛𝑔𝑒 )  (Eq. 6) 

With the measurements and calculations described above at the measuring points at the system boundaries, the 

following terms can be determined: ∆𝑆𝑎𝑢𝑥, ∆𝑆𝑠𝑜𝑙  and ∆𝑆𝐷𝐻𝑊. 

To calculate the entropy change due to the storage losses as well as the storage change, the losses themselves and 

also the storage temperature must be known. However, this temperature is neither constant over time nor over 

position. Therefore, the mean value over the height of the storage tank at the beginning and end of the 24-h test 

sequence 𝜗𝑇𝐸𝑆,𝑠𝑡𝑎𝑟𝑡  and 𝜗𝑇𝐸𝑆,𝑒𝑛𝑑  is calculated by means of the contact sensors on the storage tank, as well as the 

mean value over time 𝑇𝑇𝐸𝑆,24ℎ
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ . The calculation of the entropy is then done as: 

 ∆𝑆𝑙𝑜𝑠𝑠 =  
𝑄𝑙𝑜𝑠𝑠

𝑇𝑇𝐸𝑆,24ℎ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅+273.15𝐾
  (Eq. 7) 

 Δ𝑆𝑠𝑡𝑜𝑟𝑎𝑔𝑒 𝑐ℎ𝑎𝑛𝑔𝑒 =  𝑚𝑇𝐸𝑆 ∙ [𝑠(𝜗𝑇𝐸𝑆,𝑒𝑛𝑑 ) − 𝑠(𝜗𝑇𝐸𝑆,𝑠𝑡𝑎𝑟𝑡 )]  (Eq. 8) 

 

Stratification efficiency 

From the entropy production measured during the test cycle, the stratification efficiency is determined as a 

dimensionless quantity. For this purpose, the measured entropy production is set in relation to the entropy 

production of a completely mixed storage tank: 

 𝜁𝑠𝑡𝑟 = 1 −
Δ𝑆𝑖𝑟𝑟,𝑚𝑠

Δ𝑆𝑖𝑟𝑟,𝑚𝑖𝑥
  (Eq. 9) 

The entropy production of the completely mixed system depends on assumptions, such as the supply temperature 
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of the heat generator and also on the choice of the tapping profile used. Effectively, the entropy balance is simply 

the difference between charging and discharging: 

 𝛥𝑆𝑖𝑟𝑟,𝑚𝑖𝑥 =  𝛥𝑆𝑊𝑊 − 𝑆60°𝐶   (Eq. 10) 

For the charging of the completely mixed storage tank, it is assumed that the heat supply always corresponds to 

the highest temperature required to reach the set temperature of the storage tank, for which 60 °C is used in this 

case based on the specifications of SIA 385/1:2020. The amount of heat to be supplied corresponds to the load, 

i.e. the heat demand for hot water. In reality, the thermal losses of the storage tank must also be covered. However, 

since the entropy losses associated with heat losses are subtracted from the entropy production of the measured 

system, this entropy change is not shown in the reference system either. Thus applies: 

 𝑆60°𝐶 =  𝑄𝐷𝐻𝑊/(273.15𝐾 + 60𝐾)   

 

The dissipated entropy production via the DHW tapping is calculated with the specific entropy 𝑠(𝜗) between the 

entering cold water and the required DHW temperature of 50 °C: 

 ∆𝑆𝑊𝑊 = ∑ 𝑚𝑊𝑊,𝑖 ∙ [𝑠(𝑇𝐾𝑊) − 𝑠(𝑇𝑊𝑊)]𝑖   (Eq. 11) 

 

For the test method, tapping profiles from the EN 16147:2017 are used. The entropy production from charging 

and discharging as well as the balance or the resulting entropy production of the fully mixed storage tank is shown 

for different tapping profiles in Fig. 4 (left). In the same graphic is also the entropy production of some measured 

examples shown. 

  

Fig. 4: Reference entropy input and output (left) for different tap profiles and measured examples (right).  

 

Additional indicators 

A temperature weighted by power was determined from the temperatures for charging and discharging the storage 

tanks. The flow temperature of the solar thermal collectors is determined according to (Eq. 12. The determination 

of the temperatures for the auxiliary heater as well as for the DHW supply is done similarly. 

 𝑇𝐻𝑃,𝑓𝑙𝑜𝑤
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ =  

∑(𝑇𝑠𝑜𝑙,𝑓𝑙𝑜𝑤,𝑖 ∙ �̇�𝑠𝑜𝑙,𝑖)

∑ �̇�𝑠𝑜𝑙,𝑖
  (Eq. 12) 
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3. Test Results 

3.1 Tested tanks 

The test method was applied to four different storage tanks with different concepts and sizes for a variety of 

boundary conditions such as different mass flow rates on the heat generator. Fig. 5 gives an overview on the 

schemes and the integration of the tested storage systems. 

 

Fig. 5: Schemes and the integration of the tested systems. 

Tab. 3: Description of the tested systems and the basic conditions of the measurements. 

Tank  #1 #2 #3 #4 

Volume [l] 200 780 1000 200 

Heat 

exchangers 

DHW - - ext HX IHX 

aux IHX IHX - ext HX 

sol - IHX - - 

Test  I II III IV I II I I II 

Profile  L L L L XL XXL XL L L 

Solar  No No No No Yes Yes No No No 

Paux [kW] 10 10 6 6 10 10 15 6 10 

TW(A) [-] Yes No Yes No Yes No Yes No No 

(A) Time Window for the DHW heating by the aux. heater. 

3.2 Temperature curves 

Fig. 6 shows the daily trend of a measurement with tank #1. The 200 l tank was charged with a 10 kW heat 

generator via an internal heat exchanger (IHX). One can see that the temperature on top of the tank drops 

significantly during the charging process. That’s why the required DHW temperature of 50 °C could not be 

delivered while a charging process is ongoing. 

Fig. 7 shows the course of a measurement of the bivalent storage tank #2. The heat of the collectors and the 

additional heating was brought into the storage via IHX in each case. At the DHW charges by the additional 

heating at 6:00 o'clock and at 16:00 o'clock it can be seen that only the upper part of the storage tank is heated up. 

At the top sensor there is no drop in temperature (a positive finding). The solar heat is brought to the lower part 

of the storage tank. The heat output of the collectors on the test day is not sufficient to charge the storage tank to 

the temperature of 50°C required for DHW heating.  

HG

HG

HG

#1
#2

#3
#4

HG

 
R. Haberl et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1520



 

 

Fig. 6: Course of a measurement of a 200 l tank with IHX. 

 

Fig. 7: Course of a measurement of a 780 l bivalent storage tank with two IHX. 

 

Fig. 8: Course of the measurement of a 1000 l storage tank with external HX for DHW. 

 

Fig. 9: Course of the measurement of a 200 l DHW tank with external HX for charging via an aux. heater. 
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Fig. 8 shows the course of a measurement with the 1000 l storage tank #3 that was combined with an external HX 

for DHW preparation. In opposite to the other measurements, it can be seen that the temperature in the lower part 

of the storage tank never drops below 30 °C. This has an unfavorable influence on the overall system performance. 

On a positive note, there is a barely perceptible drop in temperature in the top of the storage tank during charging. 

Fig. 9 shows the course of a measurement with the 200 l tank #4 which is combined with an external HX for 

charging. Here you can see that the recharge is very late. Half of the storage volume is at just about 10°C when a 

recharge was triggered. During the recharge, the temperature at the top does not drop below 50°C. This means 

that the required comfort can be guaranteed at all times, despite the rather small storage volume. 

The energy-temperature diagram of a typical charging processes for each of the tested tanks can be seen in Fig. 

10. For this purpose, the energy from the aux. heating to the storage tank was sorted according to the flow 

temperature. In addition, the values were normalized for better comparison (in the figure on the right). 

 

Fig. 10: Energy temperature diagram of the charging process via the aux. heating of one measurement each of the tested tanks. On 

the left: energy; on the right: normalized values. 

The comparison of the charging of storage #1 and #4 at identical load clearly shows that the heat delivery with 

external HX and vertical stratifier in the storage was consistently at lower temperature level. For tank #1 with 

IHX, even a negative power of charging can be seen at the beginning of the loading (20 – 35 °C on the x-axis), 

which occurs due to the mixing processes in the storage. Also for the storage #3 that covers the energy demand 

for the XL-tap profile shows quite high flow temperatures. Approx. 60% of the energy was provided at over 50°C. 

The measurement of storage #2 shown was also carried out with the XL-tap profile. Here, however, only a part of 

the heat was supplied via the aux. heater, because low temperature heat was provided by solar thermal emulation.  

Hence, the part that was supplied by the aux. heater was in the range between 50°C and 60°C. 

3.3 Energy, entropy and exergy 

An example for a measured energy balance of a system over the 24-h test cycle is shown in Fig. 11 on the left. 

The main heat sources are the solar collectors and the auxiliary heater. The change in the net energy content of 

the storage over the test period is very small. The dominant heat sink is of course the DHW consumption, losses 

are minor in terms of the total energy turnover. Effects of mixing do not affect the thermal energy balance. 

 

Fig. 11: Energy, Entropy and Exergy balance of the test #2 / I. 
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The entropy balance shown in the middle part of the same figure. It has a similar distribution, but now the entropy 

production is visible as a source term. Compared to the total entropy turnover, this value is quite small. 

The total entropy production ΔSirr,exp was 7.86 kJ/K. The entropy production of the reference system ΔSirr,mix with 

the same DHW tapping profile is 20.86 kJ/K. The stratification efficiency of the shown example is: 

𝜁𝑠𝑡𝑟 = 1 −
7.86

kJ

K

20.86
kJ

K

= 0.623 (62.3%). In the exergy balance that is shown on the right side of the figure, exegetic 

losses due to mixing are visible on the right side since they are exergy sinks. Quite notably, those internal exergetic 

losses (reference temperature = 20 °C) are high in comparison with the exergy turnover and by far higher than 

exergy losses caused by heat losses from the system. 

3.4 Stratification efficiency 

Fig. 12 shows a summary of the main results of the tested storages. 

Storage #1 achieved stratification efficiencies between 52 % and 59 %. The fact that the internal heat exchanger 

reached almost to the top of the volume of the tank proved to be problematic. It leads to a significant mixing and 

temperature decrease at the top of the tank at the beginning of charging. As a result, the required DHW setpoint 

temperature of 50 °C cannot be guaranteed continuously. 

Storage tank #2 achieved a stratification efficiency of 62 % in the test with the tapping profile XL. The charging 

by solar heat via a heat exchanger in the lower part of the storage tank raises the temperature in the storage tank 

volume, but without guaranteeing the required setpoint temperature for DHW heating. Therefore, the HP has to 

load the upper part at a high temperature level, reaching the maximum flow temperature of the aux heater. 

Storage #3 achieves a stratification efficiency of only 45%. The reason for the low stratification efficiency is 

assumed to be, on the one hand, high return temperatures of the external HX used for short DHW taps and, on the 

other hand, circulation effects via the external hydraulics. The losses of the storage tank were with 5 kWh/d or 7.2 

W/K more than twice as high as for the other storage tanks with losses in the range of 2.1 to 3.2 W/K. 

Storage tank #4 showed very good stratification behavior upon charging by an external heat exchanger in 

combination with a vertical stratification device in the storage tank. Despite the small volume of 200 l, a 

consistently very high DHW temperature was ensured with simultaneous low average temperature of the charging. 

The stratification efficiency in the test with 6 kW and 10 kW HP was 83 % and 85 %, respectively, and thus far 

exceeded the results of all other tested tank configurations. 

 

 

Fig. 12: Results of four different storage tanks with different concepts and sizes for a variety of boundary conditions. 
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4. Discussion 

Based on the average flow temperature of the emulated HP from the individual measurements, weighted by power, 

an average COP of the heat pump for charging the storage tanks was calculated. Fig. 13 shows the COP of the 

assumed air-water heat pump as a function of flow temperature for an air inlet temperature of 12.9 °C (mean 

outdoor temperature of the test sequence). The triangles in the diagram represent the mean flow temperatures of 

the tested storage systems and their corresponding COPs illustrating the quite significant differences in 

performance that can be expected from the different storage tank configurations. 

Based on the determined coefficients of 

performance, a demand for electrical 

energy for the HP was estimated for each 

case. The resulting values are presented 

in Tab. 4 and Fig. 14. With an identical 

DHW profile, the measurements at 

storage #1 show a 15% higher electricity 

demand than the measurements at 

storage #4, bearing in mind that the 

delivered DHW temperature of the more 

efficient storage #4 was up to 3.5 K 

higher than in storage #1, which in some 

DHW taps could not reach the required 

flow temperature of 50 °C. Overall, it is 

quite remarkable that storage tank #4 

delivers the highest hot water 

temperatures overall, even though the 

lowest temperatures were measured for 

the storage tank charging. The system performance factor of 3.7 is also the highest of all the storage tanks, with 

exception of the solar thermal assisted system. The differences in the system performance factors suggest that the 

electrical savings of this storage tank compared to storage tank 1 (same tap profile) is 15%, and compared to a 

storage tank configuration like  #3 (that could have profited from a larger tap profile) is as high as 42%, while 

providing greater comfort. 

 

Fig. 14: Estimation of performance factors and el. energy demand. 

The estimated electrical energy demand of the HP and the actually delivered DHW were used to determine the 

coefficient of performance of the storage system. This value, unlike the performance factor of the HP itself, is 

naturally by far highest for the system with solar thermal assistance. Among the storage systems without solar 

thermal, the range of results goes from 2.6 (storage system #3) up to 3.7 (storage system #4). 
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Fig. 13: COP as a function of the flow temperature for different ambient 

temperatures. 
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Tab. 4: Estimation of performance factors and electricity demand. 

Tank  #1 #2 #3 #4 

Test  I II III IV I II I I II 

𝜻𝒔𝒕𝒓 [%] 56.0 52.3 58.6 54.9 62.3 54.4 44.9 83.0 84.8 

𝑇𝑎𝑢𝑥,𝑓𝑙𝑜𝑤  [°C] 46.4 47.6 45.4 47.1 56.3 57.1 50.2 41.8 41.9 

𝑇𝐷𝐻𝑊  [°C] 53.3 50.9 52.5 51.0 52.9 53.4 51.0 54.5 54.6 

PFHP [-] 3.7 3.6 3.8 3.6 2.6 2.5 3.3 4.2 4.2 

Wel,HP [kWh] 3.4 3.7 3.3 3.6 2.7 4.1 7.4 3.2 3.2 

QDHW [kWh] 11.7 11.7 11.7 11.7 19.1 24.4 19.1 11.7 11.7 

PFSys [-] 3.4 3.2 3.5 3.2 7.0 5.9 2.6 3.7 3.7 

5. Conclusions 

The method for measuring the stratification efficiency of combi-storage tanks was adapted and simplified for the 

measurement of hot water tanks with and without solar thermal. 

The test method was applied to four different storage tanks with different concepts and sizes. The results of the 

measurements show clear differences between the individual models and thus reveal weak points in the storage 

tank configurations that would otherwise remain undetected. The differences between the storages were 

significantly higher than anticipated by the project team.  

Based on the results, it can be assumed that a storage concept with a very good stratification efficiency (for 

example, storage #4) not only ensures greater comfort and safety (less water in a critical temperature range thanks 

to better stratification), but also leads to significant savings in final energy at the same time. In combination with 

a heat pump, this saving can be up to 40% of electrical energy. 

The measurements carried out prove the applicability of the method on the basis of a wide range of storage 

concepts and storage sizes. The assessment of the tested storages on the basis of stratification efficiency is 

consistent with the simulated electrical (final) energy demand for loading the storage by a heat pump. 

Thus, the method for determining stratification efficiency via entropy production can also be applied to hot water 

storage tanks in the future. 
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Abstract 

On December 1, 2019, the integraTE joint project of the three research institutes Fraunhofer ISE, the Institute for 

Building Energetics, Thermotechnology and Energy Storage of the University of Stuttgart and the Institute for 

Solar Energy Research Hameln started. The aim of the project is to achieve an increased market penetration with 

technically as well as economically attractive systems for thermal and electrical energy supply by means of PVT 

collectors and heat pumps in the building sector. Within the framework of the project, demonstration plants in 

single family buildings are examined metrologically.  

This conference paper presents the results of the metrological investigation of 5 demonstration plants over the 

period from June 2021 to July 2022. 

Keywords: WISC PVT-collector, heat pump, ground source, single family building, monitoring 

1. Introduction 

T Since the start of the project a comprehensive measurement recording has been started for 5 demonstration 

systems in single family buildings. The plants are very heterogeneous in their characteristics. While all systems 

work in single-family homes, different collector technologies are used. Three buildings were renovated (RE), two 

are new buildings (NB) With two systems, the PVT collector is the only source of heat for heat pump. In the other 

three plants, a geothermal source comes along additionally. The following Tab 1 lists the characteristics of the 

examined plants.  

Tab 1: characteristics of the demonstration plants, 
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PVT 
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-ing gas 

2 RE 246  100 

Integrated 

in roof 
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55 15.6 4.5 no 
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390 m 
20 4.4 electric 

3 RE 340 100 
PVT 

(WISC) 
30.6 19.2 14.4 no 

borehole 

170 m 
16 4.6 electric 

4 NB 190 40 

PVT 

(WISC) 

with air 

HEX 

15.8 10.7 12.3 7 - 4.7 4.3 electric 

5 NB 310 50 
PVT 

(WISC) 
56.1 38.4 7.2 11.4 

earth 

heat 

collector 

25 m 

12 4.8 electric 

 

The plants are equipped with heat meters and electricity meters to measure all relevant energy flows as well as 

International Solar Energy Society EuroSun2022 Proceedings

 

© 2022. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientiic Committee
doi:10.18086/eurosun.2022.14.04 Available at http://proceedings.ises.org1526



temperatures around heat pump, PVT collector and ground source. Ambient conditions such as temperature, 

humidity and global irradiation are measured additionally. 

The systems are first evaluated regarding the efficiency of the heat pump heating system. For this purpose, the 

system performance factor SPF defined in the following is used. 

2. Key performance indicators 

In the following the balance boundary and the system seasonal performance factor is being defined. Subsequently 

the KPIs of the five plants are discussed. 

Definition of the balance boundary and the system seasonal performance factor 

The plants are evaluated on the basis of the system performance factor SPF_bST (seasonal performance factor 

before storage). 

SPF_bST =
∫(�̇�𝐻𝑃 + �̇�𝑏𝑎𝑐𝑘𝑢𝑝 + �̇�𝑃𝑉𝑇,𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙) 𝑑𝑡

∫(�̇�𝑐𝑜𝑚𝑝 + �̇�𝐻𝑒𝑖𝑧𝑠𝑡𝑎𝑏 + �̇�𝑃𝑢𝑚𝑝𝑒𝑛,𝑝𝑟𝑖𝑚) 𝑑𝑡
 eq. 1 

with: 

�̇�𝐻𝑃: amount of heat delivered by the HP for space heating and domestic hot water 

[kWh]. 

�̇�𝑏𝑎𝑐𝑘𝑢𝑝: amount of heat emitted by the heating rod[kWh] 

�̇�𝑃𝑉𝑇,𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙  amount of heat supplied to and removed from the storage tank by the PVT 

collector [kWh]. 

�̇�𝑐𝑜𝑚𝑝 electrical energy consumed by the HP (compressor) [kWh]. 

�̇�𝑏𝑎𝑐𝑘𝑢𝑝: electrical energy consumed by the heating rod [kWh]. 

�̇�𝑃𝑢𝑚𝑝𝑒𝑛,𝑝𝑟𝑖𝑚 electrical energy consumed by heat source pump(s) [kWh]. 
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System seasonal performance factor and temperatures of heat source and heat sink 
 

The following Figure 1 shows the seasonal performance factor of the five examined plants sorted in descending 

order. 

 

Figure 1: SPF_bST from June 2021 to July 2022 

The SPF_bST is indicated as a green column. It reaches from 4.9 at plant 5 to 3.4 at plant 5 for the period under 

consideration. Next to the green column there is a stacked column. This column shows the share of the electrical 

energy demand of the compressor, the primary pump(s), and the backup heater in relation to the total electric 

energy consumption of the heat pump. The energy demand of the controller and the secondary pumps are not 

considered in this investigation.  

At plant 5 the share of the compressor is at 94 %, while the brine pump consumes 6 % of the electrical energy. At 

plant 4 the compressors energy demand is at 81 % and the brine pump at 11 %. Plant 4 is the only plant where the 

electrical backup heater was in operation. The share of the electrical energy demand is at 8 % during the considered 

period.  

At plant 1 and plant 5 the distribution of 94 % (93 %) and 6 % (7 %) corresponds to the usual values for those 

plants. At plant 3 there is a high share of the brine pump with 23 %. At this plant in summertime the PVT collector 

is used to recharge the borehole. For this reason, there is a high energy demand for the brine pump without the 

compressor being in operation. 

The next stacked column shows the share of thermal energy provided by the heat pump for domestic hot water in 

blue and the share of energy provided for space heating in red. At plant 5 and plant 3 the share of domestic hot 

water is with 7 %  (5 %) very low for a single-family house. At plant 4, plant 1 and plant 5 the share of domestic 

hot water ranges between 13 % and 18 %. 

 

Figure 1 furthermore shows the energetically weighted temperatures of the heat source, domestic hot water 

production and space heating. The graph shows the middle temperature of the respective circuit. It is calculated 

by the arithmetic mean temperature between supply and return line. At plant 5, plant 4 and plant 3 the middle 

temperature of the heat source circuit of the heat pump is at 3.1 °C, 3.0 °C and 2.4 °C with a spread of 3 K. At 

plant 5 the temperature is at 8.6 °C with a spread of 4.4 K. Due to a failure on the heat meter the temperatures at 

plant 1 could not be measured. 

The middle temperature of the domestic hot water production of the heat pump ranges between 46.3 °C with high 
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spread of 17 K and 53.6 °C with a spread of 2.8 K.  

The middle temperature of the HP while in space heating mode ranges from 23.6 °C with a spread of 3.2 K at 

plant 5 and 38.8 °C with a spread of 7 K at plant 1. 

The SPF_bSt of the plants is strongly influenced by the temperatures of the heat sink and heat source. Plant 5 has 

a temperature of the heat source of 3.1 K. The middle temperature of the space heating is at very low 23.6 °C. 

Furthermore, most of the heat (93 %) has been provided in the space heating mode. Plant 1 runs on a high 

temperature in the heating mode but has still a SPF_bST of 3.8. At this plant a large amount of heat in the heating 

mode is produced in summertime for heating the indoor swimming pool which is in the building. Thus, it is to be 

expected that the heat source temperature was very high at this time.  

The SPF of plant 3 is negatively influenced by the high energy demand of the brine pump in summertime. On the 

other hand, recharging the borehole in summertime results in a better performance of the PV in summertime and 

a higher temperature of the borehole and consequently of the heat pumps heat source in wintertime. 

 

Heat source PVT and borehole 

The following Figure 2 shows once more the SPF_bST as a green column. The next stacked column shows the 

distribution of the heat pumps source energy. This energy is provided by either the PVT collector indicated in 

orange or by the borehole which is indicated in brown.  

The middle temperature of PVT circuit is indicated in orange. The middle temperature of the borehole is indicated 

in brown, and the middle temperature of the heat pumps source circuit is indicated as a green dot. 

At plant 5 60 % of the energy which is provided as a heat source for the heat pump is delivered by the PVT 

collectors at a middle temperature of 5.4 °C with a spread of 4.8 K. 40 % of the source energy is provided by the 

ground collector at a middle temperature of 1.7 °C with a spread of 3.2 K. This results in an average middle 

Temperature of the heat source of 3.1 °C for this plant. 

At plant 4 the PVT collector is the only heat source for the heat pump. The middle temperature is at 3.0 °C with 

a spread of 3.6 K. 

Due to a failure on the heat meter the temperatures at plant 1 could not be measured. 

At plant 3, 43 % of the heat pumps source energy is directly provided by the PVT collector at a temperature of 

4.4 °C. The borehole provides 57 % of the energy. The middle temperature of the borehole is 0.9 °C with a spread 

of 1.8 °C. At this plant the PVT collectors are used to recharge the borehole in summertime. When this energy is 

considered, 71 % of the heat pumps source energy has been delivered by the PVT collector. On a yearly basis the 

PVT collector was delivering a middle temperature of 13.9 °C with a spread of 5.6 K. 
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Figure 2: temperatures and energy share of PVT and ground source 

At plant 2 22 % of the heat pumps source energy is directly provided by the PVT collector at a temperature of 

4.4 °C. The borehole provides 57 % of the energy. The middle temperature of the borehole is 0.9 °C with a spread 

of 1.8 °C. At this plant the PVT collectors are used to recharge the borehole in summertime. When this energy is 

considered 54 % of the heat pumps source energy has been delivered by the PVT collector. On a yearly basis the 

PVT collector was delivering a middle temperature of 21.9 °C with a spread of 6.2 K. 

 

Thermal Energy and temperatures provided by the PVT collector 

In the following the thermal energy delivered by the collector is shown exemplarily for plant 4 and plant 3 on a 

monthly basis. Plant 4 uses WISC collectors with fins to optimize the heat exchange with the ambient air. This 

plant has no additional heat source for the heat pump. Plant 3 uses standard WISC PVT collectors in combination 

with a borehole of 170 m depth. 

The following Figure 3 shows the amount of energy which is provided by the PVT for every month indicated as 

an orange column. The energy provided by the PVT collector reaches from 121 kWh in July to 1441 kWh in 

January. Since the PVT collector is the only heat source for the heat pump, the energy provided to the heat pump 

shows a direct dependence to the heating demand for domestic hot water and space heating. 
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Figure 3; monthly energy and temperatures plant 4 

The middle temperature of the PVT circuit is shown as a red dot. The middle temperature reaches from 14.5 °C 

with a spread of 5.2 K in July to – 1.5 °C with a spread of 3.4 K in December. The average monthly ambient 

temperature is shown as a green dot and reaches from 20.5 °C in July to 3.1 °C in January. The spread between 

middle temperature of the PVT circuit and average ambient temperature is at 6 K in July 21. Towards wintertime 

the spread decreases to its minimum value of 3.8 K in February. Towards summertime it increases again to 7.8 K. 

In summertime the spread between ambient temperature and middle temperature of the PVT collector is higher. 

This is caused by the ambient temperature and the solar irradiation at time of the day when the heat pump is in 

operation. 

 

 

Figure 4: power consumtion of the compressor, plant 4 

Figure 4 shows the power consumption  of the heat pumps compressor during the year on a minutely basis. 

In summertime the heat pump is mostly in operation in the morning. At this time the ambient temperature and 

the solar irradiation is lower than at noon or afternoon. In wintertime the heat pump runs almost all day long. 

Additionally the phases with the highest energy demand are later during the day. As a result, the collector 

benefits more from solar radiation and from higher temperatures during the day in wintertime. 

 

The following Figure 5 shows the amount of energy which is provided by the PVT for every month indicated for 

plant 3. The energy provided by the PVT collector reaches from 2722 kWh in July to 143 kWh in January. The 

PVT collector is used in summertime to recharge the borehole, which leads to the monthly energy distribution 

shown in the plot below. 
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Figure 5: monthly energy and temperatures Plant 3 

The middle temperature of the PVT reaches from 19.0 °C with a spread of 7.2 K in July to 3.7 °C with a spread 

of 1.4 K. The average monthly ambient temperature is shown as a green dot and reaches from 20.7 °C in July to 

-1.4 °C in January. The spread between middle temperature of the PVT circuit and average ambient temperature 

does not follow a trend. 

The following Figure 6 shows the thermal power provided by the PVT circuit during the year on a minutely basis. 

 

Figure 6: thermal power PVT circuit, plant 3 

The PVT circuit was in operation at almost every minute of the year. In summer the thermal power reaches its 

maximum at 12.7 kW in June. In the winter months the maximum power is at 1.5 kW at daytime an 0.1 kW in the 

night. 

 

3. Electrical energy demand and production of 
the plants 

The following Figure 7 shows the amount of electrical energy which has been provided by the PV indicated as an 

orange column. This includes the PVT collectors as well as the additional PV collectors some plants have besides 

the PVT collectors. The energy consumption of the heat pumps compressor is given in yellow, brine pump(s) in 

grey and electrical backup heater in black. The green column shows the amount of energy which has been used in 

the heat pump system for compressor, brine pump(s) and backup heater and which was provided by the PV and 

the battery. This energy has been calculated on a minutely basis. Furthermore, in addition, the assumption is made 

that the electricity from PV and battery is provided exclusively to the heating system and is not consumed in the 

household. 
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Figure 7: electrical energy PV(T) and heat pump 

At plant 5 the PV provides 11400 kWh. The heat pump consumes 2913 kWh. 1876 kWh of the energy provided 

by the PV has been used in the heating system. That means that 64 % of the heat pumps energy demand has been 

covered by the PV and battery system. 36 % of the electrical energy was provided by the grid. 

At plant 4 the PV provides 3981 kWh. The heat pump consumes 2944 kWh. 1876 kWh of the energy provided by 

the PV has been used in the heating system. That means that 29 % of the heat pumps energy demand has been 

covered by the PV and battery system. 71 % of the electrical energy was provided by the grid. 

At plant 1 the PV provides 21980 kWh. The heat pump consumes 9401 kWh. 4623 kWh of the energy provided 

by the PV has been used in the heating system. That means that 51 % of the heat pumps energy demand has been 

covered by the PV and battery system. 49 % of the electrical energy was provided by the grid. 

At plant 3 the PV provides 12408 kWh. The heat pump consumes 7789 kWh. 1533 kWh of the energy provided 

by the PV has been used in the heating system. That means that 80 % of the heat pumps energy demand has been 

covered by the PV and battery system. 20 % of the electrical energy was provided by the grid. 

At plant 2 the PV provides 3323 kWh. The heat pump consumes 6666 kWh. 777 kWh of the energy provided by 

the PV has been used in the heating system. That means that 88 % of the heat pumps energy demand has been 

covered by the PV and battery system. 12 % of the electrical energy was provided by the grid. 

 

In the following the coverage of the heat pumps energy demand by the PV and and the pv + the battery storage 

has been investigated on a monthly base. The following Figure 8 shows these values for plant 1. This plant is 

equipped with a battery with a capacity of 20 kWh. 
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Figure 8: monthly coverage pv (+ bat) electricity, plant 1 

In the summer months the heat pumps electricity demand can be covered up to 73 % by the PV. With the help of 

the battery this value can be raised to 89 %. In the winter months when the electricity demand of the heat pump 

system is high and the solar irradiation low, the coverage decreases to 12 %. During this time the self-sufficiency 

level of the system cannot be increased by the battery. During the entire period under consideration from July 21 

to June 22, the PV coverage is 39 %. With the help of the battery, it can be raised up to 49 %. It has to be stated 

that this plant has a high thermal energy demand in summertime which is caused by an indoor swimming pool. 

This raises the PV coverage in the summer months in comparison to a normal single-family house. 

 

The following Figure 9 shows the coverage of the heat pumps energy demand by the PV and and the pv + the 

battery storage at plant 4. This plant is equipped with a battery with a capacity of 7 kWh. It was not possible to 

measure the PV and the battery separately. For that reason, the following plot considers the electrical energy which 

has been delivered by the PV and the battery. 

 

Figure 9: monthly coverage pv (+ bat) electricity, plant 4 

In the summer months the heat pumps electricity demand can be covered up to 80 % by the PV and the battery. 

In the winter months when the electricity demand of the heat pump system is high and the solar irradiation low, 

the coverage decreases to 7 %. During the entire period under consideration from July 21 to June 22, the PV+BAT 

coverage is at 29 %. 

4. Summary 

PVT collectors are suitable as a heat source for building heating systems with heat pumps. The SPF of the five 

plants range between 3.4 and 4.9. As usual for heat pumps the SPF depends mostly on the heat sink temperatures. 

systems with a low heating circuit temperature and a low quantity of produced drinking hot water yield the highest 

SPF. When normal WISC collectors are used, the plant should either be equipped with an additional ground 
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source. In those cases, the PVT collectors can be used both to recharge the ground source during summertime and 

to increase the temperature of the heat source for the heat pump. As an alternative to that a condensing gas boiler 

can support the system in the winter months. WISC PVT collectors with an optimized ambient air heat exchanger 

can work as a single heat source for the heat pump system. The plant which has been the system convinces with 

a reasonable use of the heating rod in wintertime. 

During the period under consideration of one year, the plants can cover between 12 % and 64 % of the electrical 

energy demand for the heating system by pv electricity. However, values above 20 % could only be achieved with 

the help of a battery. 

The study also showed that there is potential for optimization in all plants. For example, all plants are heat-

controlled. Shifting the operating times of the heat pump when solar radiation is at its highest could probably 

improve the performance of the systems even further. This will be a focus in the further course of the project. 

Finally, I would like to thank the german federal ministry of economy and climate protection, the ptj, the Project 

Management Juelich and the industry and research partners whose work and financial support made this project 

possible. 
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Abstract 

Hardware-in-the-Loop is a method that allows real-time testing of complex systems. A physical system can be 
analyzed using a programmable logic controller and simulation-based periphery. In this paper, a Hardware-in-
the-Loop system using a LabVIEW-controlled thermal test bench as well as a MATLAB simulation is 
presented. The LabVIEW program is able to take over the communication with the physical system and the 
simulation. The discrete time steps between each simulation call and test bench control are to be minimized to 
allow a near-continuous operation and control of the physical system. A heat pump-based domestic heating 
system was tested to analyze this approach. The test bench controls the volume flows and temperatures 
according to the current demand for space heating and domestic hot water from the simulation. By applying 
this software-based approach, no external programmable logic controllers are necessary for the realistic testing 
of thermal systems and, therefore, extend the applicability of the Hardware-in-the-Loop testing approach. 

Keywords: Hardware-in-the-loop, software-based approach, thermal test bench, heat pump system 

1. Introduction 
Determining the realistic outcome of a specified hardware design or application can be complex and difficult 
without proper testing. The Hardware-in-the-Loop (HiL) approach utilizes real-time signals from a controller 
to communicate with a physical sub-system as if it is in a real system. Through the use of HiL, comprehensive, 
reliable, and scalable tests of a hardware component of sub-system are possible without the need of using a 
fully assembled system. HiL is used in a multitude of engineering applications (Nabi et al., 2004; Snider et al., 
2022). One example is the investigation of domestic heating systems (Stutterecker et al., 2015). 

In (El-Baz et al., 2018), a HiL system is being used to investigate a heating system consisting of a heat pump, 
thermal storage and a building. While the heat pump and storage are within a thermal test bench, the behavior 
of the building is being calculated within a simulation model. The communication between simulation model 
and testbench is implemented using an external programmable logic controller (PLC). Also, in (Nürenberg et 
al., 2017) thermal test bench setup is introduced, which is able to determine the performance of heat pump 
systems using HiL. The heat pump is installed within a thermal test bench, while the building is being 
simulated. As in a previous investigation, the communication is established using a PLC to combine the two 
worlds. 

A PLC offers the possibility to physically separate the machine where the simulation is performed and where 
the communication is realized. This can be beneficial while dealing with complex simulations which are time 
consuming and therefore need to be run on a high-performance machine to calculate the system behavior in 
real-time. Since the simulation complexity can be reduced for some investigations, the physical separation of 
machine and simulation running device is not needed, therefore use of a PLC can be avoided by running 
communication and simulation on the same machine. By that, complexity and effort to setup a HiL-based 
investigation can be reduced. Also, laboratories or users that do not possess an external PLC can use the HiL 
approach presented for their experiments. 

In this paper, a HiL approach that does not require a PLC is introduced by combining a LabVIEW controller 
with a MATLAB Simulink simulation. LabVIEW is a graphical programming environment for testing and 
measuring (National Instruments, n.d.) for different engineering applications. MATLAB Simulink is a 
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graphical environment used to design and simulate systems (MathWorks, n.d.). By combining the LABVIEW 
controller directly with a MATLAB simulation, the PLC unit can be avoided implicitly. A disadvantage of this 
approach is that the communication between the hardware and software is not continuous anymore but 
communicates discreetly in certain time steps. Minimizing the time steps between each model execution can 
reduce the difference between the usual continuous HiL approach with an external PLC and the introduced 
discrete HiL approach. Furthermore, this disadvantage can be negligible for rather inert systems such as 
domestic heating systems. The introduced HiL approach was implemented and tested at the thermal testbench 
of the Institute for New Energy Systems (InES) at Technische Hochschule Ingolstadt (THI). A heat pump 
(HP)-based domestic heating system was investigated. Thus, a first the proof-of-concept of the novel HiL 
approach without a PLC is provided in this paper. 

2. Setup of the exemplary system 
2.1. System overview and communication structure 
A simplified setup was used to show the functionality of the novel HiL approach. For that, the example of a 
ground source HP is used for either space heating (SH) or charging a domestic hot water (DHW) storage. 
Within this experiment the switching of the HP operation mode between SH and DHW will be investigated. 
Fig. 1 illustrates the setup of the HiL system. 

 
Fig. 1: Schematic drawing of the exemplarily investigated Hardware-in-the-Loop system 

On the left side in blue the installation of the HP within the thermal test bench is shown. The test bench provides 
multiple hydraulic cycles acting as heat source or heat sink. The HP is connected with both a heat source and 
a heat sink via isolated pipes. The insulated pipes connecting the heat pump to the thermal test bench led to 
small delays in the control loop. This can be detected in the measurement results and influences the speed of 
the PID controller. The overall methodology is not impacted. Each hydraulic cycle includes pumps and valves 
to control its return temperature and volume flow. The heat source acts as a ground source heat exchanger 
(GHX) which is kept at a constant operation point during the investigation. It contains brine, a water-glycol 
mixture, to prevent freezing at realistic ground source heat exchanger temperatures. The heat sink is filled with 
water as it would be in a real domestic heating system. The operation mode of the heat sink is switched between 
the DHW and the SH mode. When in SH-mode, the heat sink operation is kept at constant values. When in 
DHW-mode the setpoints are received from a simulation model. This is implemented by specifying the 
setpoints for inlet and outlet temperatures 𝑇𝑇𝐻𝐻𝐻𝐻,𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟, 𝑇𝑇𝐻𝐻𝐻𝐻,𝑓𝑓𝑟𝑟𝑟𝑟𝑓𝑓  and the volume-flow �̇�𝑉𝐻𝐻𝐻𝐻.  

The control of the test bench components and the communication between hardware and simulation model is 
implemented in LabVIEW. The control of the test bench is implemented using PID controllers. By that, a 
setpoint can be specified inside the LabVIEW program and the operation point of pumps and valves are set to 
reach the setpoints. The control loop is executed at a fixed time-step Δ𝑡𝑡. As mentioned, the setpoints are 
calculated inside a simulation when the HP is in DHW-mode. For that, the measured values �̇�𝑉𝐻𝐻𝐻𝐻 and 𝑇𝑇𝐻𝐻𝐻𝐻,𝑓𝑓𝑟𝑟𝑟𝑟𝑓𝑓 
are used to initialize the simulation model of the DHW storage. After initialization, the simulation model is 
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executed and simulated for the same Δ𝑡𝑡 at which the control loop is iterated. As long as the calculation time of 
the simulation is smaller than Δ𝑡𝑡, the setpoints for the test bench are updated in real time. As already mentioned 
in the beginning, this is a limit of this approach which needs to be investigated in further experiments. 

On the right side of the figure in green, the components inside the simulation model are shown. In the given 
case, the heating controller which determines the HP’s operation mode is implemented within the MATLAB 
environment. This could also be done within LabVIEW. The behaviour of the DHW storage is modelled in the 
MATLAB Simulink environment using the CARNOT Toolbox (Solar-Institut Juelich, 2022). Whenever the 
HP charges the DHW storage, the heating controller sets the volume flow to the corresponding value �̇�𝑉𝐻𝐻𝐻𝐻𝐷𝐷𝐻𝐻𝐷𝐷 
and initializes the simulation together with 𝑇𝑇𝐻𝐻𝐻𝐻,𝑓𝑓𝑟𝑟𝑟𝑟𝑓𝑓

𝐷𝐷𝐻𝐻𝐷𝐷  from the test bench. Within the simulation the return 

temperature 𝑇𝑇𝐻𝐻𝐻𝐻,𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
𝐷𝐷𝐻𝐻𝐷𝐷  after one time step 𝛥𝛥𝑡𝑡 is calculated and fed back to the controller in LabVIEW. An 

exemplary DHW load profile is used to simulate the discharging of the DHW storage by setting the values for 
the tapping �̇�𝑉𝐷𝐷𝐻𝐻𝐷𝐷 ,𝑇𝑇𝐹𝐹𝐷𝐷, and 𝑇𝑇𝐷𝐷𝐻𝐻𝐷𝐷 within the simulation model. 

2.2. Heating controller 
As described, the heating controller switches the operation mode of the investigated HP by changing the 
setpoints of the heat sink of the test bench. Therefore, the volume flow and the return temperature need to be 
determined for both charge and discharge modes. The heating controller reads the storage temperature at 50% 
height (𝑇𝑇𝑠𝑠𝑟𝑟𝑠𝑠𝑟𝑟  in Fig.1). Depending on the value of 𝑇𝑇𝑠𝑠𝑟𝑟𝑠𝑠𝑟𝑟 , it changes the operation mode. When the temperature 
𝑇𝑇𝑠𝑠𝑟𝑟𝑠𝑠𝑟𝑟  drops below a lower limit 𝑇𝑇𝑙𝑙𝑙𝑙𝑙𝑙,𝑙𝑙𝑠𝑠𝑙𝑙 , the HP’s operation is changed to DHW-mode. DHW preparation is 
commonly prioritized over SH operation (EVERGREEN ENERGY LTD., n.d.). The latter is a slow process 
due to the thermal inertia of heating systems. It remains in the DHW-mode until the storage temperature 
reaches an upper limit of 𝑇𝑇𝑙𝑙𝑙𝑙𝑙𝑙,ℎ𝑙𝑙𝑖𝑖ℎ. In every other case the HP is in SH-mode. Following this logic, the volume 
flow of the heat sink can be determined by the following equation: 

�̇�𝑉𝐻𝐻𝐻𝐻 =  �
�̇�𝑉𝐻𝐻𝐻𝐻
𝐷𝐷𝐻𝐻𝐷𝐷 𝑖𝑖𝑖𝑖 𝑇𝑇𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠 ≤ 𝑇𝑇𝑙𝑙𝑖𝑖𝑙𝑙,𝑙𝑙𝑠𝑠𝑙𝑙 𝑠𝑠𝑠𝑠 (�̇�𝑉𝐻𝐻𝐻𝐻 = 500 𝑎𝑎𝑎𝑎𝑎𝑎 𝑇𝑇𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠 ≤ 𝑇𝑇𝑙𝑙𝑖𝑖𝑙𝑙,ℎ𝑖𝑖𝑖𝑖ℎ)

�̇�𝑉𝐻𝐻𝐻𝐻
𝑆𝑆𝐻𝐻 𝑠𝑠𝑡𝑡ℎ𝑒𝑒𝑠𝑠𝑙𝑙𝑖𝑖𝑠𝑠𝑒𝑒

  (eq. 1) 

The return temperature is determined in the same way, while the setpoint during SH-mode is constant and 
during DHW-mode is being calculated within the simulation model and updated at each iteration. 

2.3. Used system parameters 
For the given investigation several parameters were specified to simulate a realistic scenario. Table 1 provides 
the system and simulation parameters.  

Tab. 1: Specified Parameters within the investigation  

Description Value Units 

Inverter frequency level 75 % 

Setpoint volume flow of heat source �̇�𝑉𝐺𝐺𝐻𝐻𝐺𝐺 = 1250 l/min 

Setpoint temperature of heat source 𝑇𝑇𝐺𝐺𝐻𝐻𝐺𝐺,𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 10 °C 

Setpoint volume flow of heat sink �̇�𝑉𝐻𝐻𝐻𝐻𝐷𝐷𝐻𝐻𝐷𝐷 = 600 
�̇�𝑉𝐻𝐻𝐻𝐻𝑆𝑆𝐻𝐻 = 900 l/min 

Setpoint temperature of heat sink 
𝑇𝑇𝐻𝐻𝐻𝐻,𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
𝐷𝐷𝐻𝐻𝐷𝐷 = 𝑖𝑖(𝑠𝑠𝑖𝑖𝑙𝑙) 
𝑇𝑇𝐻𝐻𝐻𝐻,𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
𝑆𝑆𝐻𝐻 = 30 l/min 

Initial storage temperatures 40 − 45 °C 

Volume of DHW storage 200 liter 

Lower limit storage temperature 𝑇𝑇𝑙𝑙𝑙𝑙𝑙𝑙,𝑙𝑙𝑠𝑠𝑙𝑙 = 40 °C 

Upper limit storage temperature 𝑇𝑇𝑙𝑙𝑙𝑙𝑙𝑙,ℎ𝑙𝑙𝑖𝑖ℎ = 45 °C 

Time step Δ𝑡𝑡 = 2 s 
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The HP used works as an inverter-driven brine source HP. The inverter frequency is set to 75 % relative speed 
for the duration of the experiment. Volume flow and return temperature of the heat source are kept constant at 
1250 l/min and 10 °C respectively. Volume flow as well as return temperature of the heat sink vary according 
to the state changing between SH and DHW mode. The lower limit for the heating mode was set to 40 °C while 
the upper limit was set to 45 °C. The simulation model of the DHW storage is a 1D-model using 10 layers. 
The storage layers are initialized at a temperature between 40 to 45 °C. This represents a nearly fully charged 
DHW storage at the beginning of the investigation. The volume of the DHW storage has been set to a typical 
volume of a single-family house of 200 liters. With a time-step Δ𝑡𝑡 of 2s, the simulation was consistently 
completed before the next iteration of the LabVIEW program took place.  

3. Results 
In this paper, the DHW mass flow, storage temperatures, and the temperatures of feed and return flow are 
analyzed in order to determine if the heat storage controller and model properly is communicating with the 
thermal test bench. This communication is essential to evaluate if using LabVIEW and MATLAB can be used 
together in a HiL setup for thermal systems. The LabVIEW testbench runs the thermal HP in a general day to 
day setting with the DHW storage being utilized throughout the day for various tasks such as showering, 
washing hands, dishes, or doing laundry. Whenever the DHW storage is used, the mass flow increases and 
tapping occurs until the task is completed. The task depends on the value of the DHW mass flow with more 
intense tasks requiring a larger mass flow (for example, filling a bathtub). 

For this investigation the time period from 07:00 a.m. until 09:00 a.m. was chosen, when several and different 
quantities of DHW are tapped. In Fig. 2 the DHW mass flow, storage temperature and feed and return flow 
temperatures of the heat sink are displayed. 

 
Fig. 2: DHW massflow, storage temperature, and heat sink’s feed and return flow during the investigated time period from 

07:00 a.m. until 09:00 a.m. 

The x-axis represents the actual time within the day that the HP was running within the thermal system, starting 
at 07:00 and ending at 09:00. The first plot of DHW mass flow depicts this when the DHW storage is being 
utilized for various tasks within the two-hour run time of the HiL system. Below the simulated storage 
temperatures at top, middle and bottom are plotted. The green line refers to the temperature in the middle at 
50 % storage height, which the heating controller uses as input to determine whether the HP is in DHW or SH 
mode. The horizontal dotted grey lines represent the limits of the heating controller as mentioned above. The 
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vertical dotted lines indicate the switching points when the HP switches its operation mode. The bottom plot 
displays the feed and return temperatures of the heat sink which were measured at the test bench. 

At the beginning of the measurement a small tapping occurs. Due to the small quantity, this tapping lowers 
only the lower storage temperatures and doesn’t lead to a switch of the HP’s operation mode. Therefore, the 
HP stays in SH-mode which can be seen in the lower graph, where the feed and return temperature are stable 
at 35 °C and 30 °C respectively. During the first large tapping cycle occurring around 07:05, the water in the 
DHW storage decreases, and as expected the temperature of the storage levels decrease. Once the storage 
temperature at 50 % height reaches the lower threshold temperature, the HP goes into DHW mode. When in 
DHW mode the thermal test bench quickly increases the temperature of the return flow by about 5 °C, then 
increasing continuously. This is a result from the heat storage simulation and lets the HP feed temperature 
increase accordingly. At around 07:30 a small tapping occurs which slows down the charging process of the 
storage. It leads to a reduction in the lower storage temperatures and therefore, to a lower return flow 
temperature. At around 07:40 the storage is recharged again and the storage temperature at 50 % height reaches 
the upper threshold. As a consequence, the HP switches back to SH mode. This switch can be again identified 
also in the lower graph, where the feed and return temperatures switch back to their initial constant values at 
the beginning of the measurement. When switching back, the temperatures of feed and return flow take about 
5 minutes until the values become stable again. The delay is caused by the parametrization of the PID-
controllers for the volume and temperature control of the heat sink. This can be improved in the future by 
redefine the PID parameters and therefore improve the response of the test bench. Conclusively, this delay is 
not a consequence of the described HiL approach. 

From 7:40 until 08:05 only a small tapping occurs, which lowers again only the lower storage temperatures. 
The next tapping occurs at around 08:05 and is the largest quantity during the whole investigation. During this 
tapping cycle, the temperature of the DHW storage levels decrease at a faster rate due to the higher DHW mass 
flow. This leads again to the HP going into DHW-mode at 08:12 before the tapping is completed as can be 
seen from the third vertical dash-dotted line. Although the HP is in charge mode, the storage temperatures 
continue to decrease as the HP power is not large enough. However, when the tapping stops at 08:15, the 
storage is being charged until the upper threshold storage temperature is reached as expected at the fourth 
vertical line.  

During the phase from 08:10 until 8:15, when the storage is charging while tapping occurs, the storage 
temperatures continue to decrease. This can be seen more detailed in Fig. 3. There, the feed and return flow 
temperatures and the thermal storage temperatures are displayed during the second large tapping cycle. 

 
Fig. 3: Feed and Return flow output temperature with storage temperatures during the third switching point 

The storage temperature at the top (upper grey line) is still decreasing until it crosses the HP’s feed flow (red 
line) at around 08:24. The reason behind that is the mentioned temperature difference between feed and return 
flow which is for the investigated HP constantly around 7 °C. Since the return flow (blue line) at the end of 
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the tapping cycle is around 29 °C the feed flow temperature is at around 36 °C. Due to this fact, the feed flow 
temperature is lower than the storage temperature at the top from 08:10 until 08:24. This effect cools down the 
upper storage temperatures additionally to the DHW tapping. The main reason for this effect is the positioning 
of the heat exchanger inside the thermal storage and may not be the case in well-designed heating systems. 
Nevertheless, the fact that the results are can be reasonably explained conclude that the novel HiL approach is 
working as expected and can be used for further investigations. 

4. Conclusion 
This paper demonstrated a HiL system operating without a PLC by using LabVIEW as the communication 
interface between the thermal testbench and simulation system. To demonstrate the functionality of this 
approach, a physical HP and a simulated DHW storage were utilized. With this HiL approach, the heating 
controller reacted properly to the inputs and switched in and out of the DHW charging mode according to the 
simulated storage temperatures. Likewise, the test bench reacted to the simulation outputs and varied the return 
temperature and volume flow into the heat pump to demonstrate the different operation modes of SH and DHW 
preparation. The results matched the expectations. 

Several interesting observations could be made during this switching process. During the second larger 
tapping, the response of the heat pump of not being able to cover the DHW tapping power can be seen. Even 
though the HP is charging already, the temperature levels still decrease until the tapping ends and the HP 
charges the DHW storage. This is commonly seen in heating systems, where the HP power usually does not 
cover the maximum DHW tapping power, but the DHW storage acts as a buffer tank in between. The control 
delay within the first few minutes is most likely an issue with the PID controller of the test bench. The effects 
of small DHW tapping cycles being low on the overall storage temperature level and only affecting the lowest 
layers is a realistic observation.  

The investigated HiL approach can allow further studies on both the heat pump behavior as well as the heating 
controller. The studies range from varying the heat exchanger position within the DHW storage tank over the 
adjustment of the limit storage temperatures as well as a more detailed look into the heat pump reacting to 
different operation modes. However, the outcome was only evaluated qualitatively. Even though the results 
matched the expectations of such a heating system, the approach should still be validated with a physical 
heating system in the future. Furthermore, the limits of the approach need to be investigated more detailed. 
One limit could be the restrictions in simulation complexity in comparison to the available computational 
resources. Using a software-based system with LabVIEW and MATLAB promises to become an alternative 
to conventional PLC-based HiL operation. In the future, a software-based system can be tested on less inert 
systems.  
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Abstract 

In this paper, the operation principle, uncertainty factors and the influence of water-glycol heat-transfer fluids at 
different temperature on a function that estimates the volumetric flow rate in a glandless circulator pump are 
investigated. The influences are examined theoretically and experimentally using a common circulator pump.  
Modern electronically controlled variable speed pumps determine the pump speed and power consumption. 
Combined with predefined characteristic maps, the pump electronics can act as a soft sensor and estimate the 
operating point and therefore the volumetric flow rate of the pump. To exchange this information with other systems, 
the LIN circulator profile, a standardized digital interface can be used. The flow rate estimation is based on 
characteristic maps that represent the real pump performance as accurately as possible. The extent to which deviations 
affect the flow rate estimation depends on the operating point of the pump. Especially at low speeds and steep head 
loss system curves, even small deviations lead to large uncertainties. In many thermal plants, e.g. solar thermal 
systems, water-glycol heat-transfer fluids are used. Here, the fluid properties deviate from clear water, which leads 
to a changing performance of the pump. Also, the fluid properties are highly temperature-dependent. This causes a 
strong effect on the flow rate estimation and leads to a wide possible error margin which is shown experimentally. 

 

Keywords: flow rate estimation, soft sensor, circulator pump 

 

1. Introduction 
Quantifying volumetric flow rates plays an important role in the control, optimization, monitoring, and fault detection 
of HVAC systems. For this purpose, a wide range of sensors is available on the market. However, these sensors entail 
additional investment, installation, and maintenance costs. Especially in smaller systems, e.g. smaller solar thermals 
systems, they are a significant cost factor. But even in larger systems often not all volumetric flow rates are measured 
due to costs considerations. 
Circulation pumps in these HVAC systems are a major energy consumer. In the European Union they were 
responsible for an electricity consumption of 50 TWh in 2005. To reduce this enormous demand for electricity, the 
EU member states decided to gradually introduce strict energy efficiency standards for circulators in Regulation 
(EC) 641/2009 as part of the Ecodesign Directives (ErP). Since 2013, only pumps that meet these efficiency 
requirements may be newly installed. Since 2020, the regulations have also applied to the replacement of existing 
pumps. The regulation has resulted in a technological shift, as the requirements can de facto only be met by speed-
controlled circulator pumps with electronically commutated permanent magnet motors (ECM) (UBA, 2009). 
One of the main efficiency advantages is based on an electronically controlled frequency converter, with which the 
motor speed can be reduced in part-load operation, thus lowering the power consumption of the pump. The pump 
electronics permanently record important operating data of the electric motor such as speed and power consumption.  
Based on this data and information on the pump characteristics, it is possible to estimate the flow rate delivered by 
the pump. Various manufacturers now offer pumps with this type of flow rate estimation. The flow rate and other 
values determined by the pump can, on the one hand, be used for control concepts implemented in the pump 
electronics. On the other hand, it can be used via communication interfaces, for instance with the new standardized 
Lin-Bus protocol, to exchange the acquired data with other systems. However, there is hardly any publicly available 
information on the quality of such a flow rate estimation or the impact of pumping media conditions that are often 
occurring in heating systems, such as varying temperature and propylene-glycol based heat-transfer fluids.  
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2. Operating principle and relevant research 
The performance characteristics of pumps can be described in the form of characteristic curves as a function of the 
flow rate Q. In the scope of this work the relevant parameters are the dynamic total delivery head H, the pump 
efficiency η and the power consumption P. The dynamic total delivery head H is a unit of energy that is often used 
in the in the context of pump performance. It is a measure of the specific work transferred by a pump to a fluid 
equivalent to the vertical rise and friction losses that occur in the system. The non-SI conform unit is meter liquid 
column. 

The head characteristic curve (H,Q-characteristic 
curve) describes the delivery head a pump can 
achieve at a specific flow rate. In Figure 1-A the 
exemplary characteristic of a circulator pump can be 
seen. The decreasing head with increasing flow rate 
is typical for the characteristic curve of a centrifugal 
pump.  
The operating point is set where the head of the 
pump and the head-loss of the system are equal, seen 
as the point of intersection of the system head curve 
(grey) and the head characteristic curve of the pump 
(blue). System characteristics with high losses are 
called steep and the ones with low losses are called 
flat, according to the slope of the system head curves 
in the H,Q-diagram.  
Various losses in the pump (fluid friction, gap flows, 
bearing losses, etc.) result in the mechanical energy 
of the pump impeller not being fully transferred to 
the pumped medium in the system. The efficiency 
of the pump describes the ratio of the mechanical 
power applied to the pump shaft and the hydraulic 
power transferred to the fluid.  
The shaft power of the pump results from the 
required hydraulic power at the operating point and 
the efficiency of the pump at the operating point. 
The relationship of pumped flow rate and shaft 
power of the pump is given by the P,Q-
characteristic-curve (Fig. 1-B).  
For variable speed pumps these characteristic 
curves are not static. The head characteristic curve, 
the efficiency and power-flow rate relation are 

changing with variable speed. 
This leads to a three-dimensional power-flowrate-speed-map (P,Q-characteristic-map). The power-flow curves at 
constant speed (P,Q-curves) are projections of this map. So, if power, speed, and the pump characteristics are known, 
the flow rate and head of the pump can be assigned unambiguously for most operating points. 
 

3. Overview of relevant research 
Based on this basic operating principle, various research works are dealing with the estimation of flow rate in 
centrifugal pumps. 
Hammo and Viholainen (2005) test a method patented by ABB for a pump frequency inverter. Using laws of 
similarity, P,Q-characteristic curves for other speeds are calculated from a single P,Q-curve. For a centrifugal pump 
with 25 kW power, an estimation error between 0-28 % of the nominal flow rate is achieved. 
Ahonen et al (2011) present a hybrid method. If the system curve is known, the flow rate is estimated, depending on 
the operating point, using the P,Q method or by estimating the delivery heads and then determining the flow rate 
from the intersection with the known system curve. The method was verified experimentally on one 11 kW 
centrifugal pump and shows lower estimation errors than the sole P,Q method. 

Fig. 1 A: H,Q-characteristic-curves for different pump speed levels 
(blue) and plant curves (grey) 
B: P,Q-characteristic-curves for different pump speed levels(green). 
Relation between operating point, power, flow rate and speed marked 
red. 
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Bakman and Vodovozov (2013) investigate the dynamic behavior of pressure and flow estimation for use in the 
control of centrifugal pumps. 
Pöyhönen et al. (2019) show an approach that does not require pump curves given by the manufacturer or extensive 
measurements. With the help of four parameters: power, flow, head and speed at the nominal point and universal, 
dimensionless characteristics for centrifugal pumps, pump-specific characteristics are generated. Using the P,Q 
method, the volume flow rates are estimated from these. Applied to four pumps between 2.7 kW and 45 kW, the 
error is 7-15 % of the nominal flow rate. 
 
All the considered publications deal with high power glanded pumps with a dedicated pump, motor, and inverter 
assemblies in cold water operation. 
For the application of flow rate estimation for highly integrated glandless pumps with low power ratings (<2500 W), 
as often applied in small and medium sized HVAC applications, hardly any information can be found. However, 
various manufacturers now also implement a flow rate estimation feature in such small pumps. 
 

4. Pump communication interface 
Should the volume flow estimation be used as a soft sensor solution, a communication interface is needed to exchange 
data with other systems. 
The Local Interconnect Network is as communication standard originally developed in the automobile industry for 
applications that are not time or safety critical such as the networking of seat and window controls. It is a widely 
used and cost-optimized digital communication standard that offers a relatively simple communication protocol and 
hardware requirements that are inexpensive to implement while maintaining a high reliability. 
The LIN-BUS is a bidirectional, serial one-wire transmission interface. A LIN cluster is set up in a master-slave 
configuration. The master task makes a specific request to a LIN-slave in the form of a frame header. The associated 
LIN slave recognizes the header and responds with the requested information, the frame response. Header and 
response together form a LIN frame. The response can contain up to eight bytes of information. To detect 
transmission errors and to check the integrity of the data, a checksum is appended (Christmann, 2007). 
In order to make the advantages of the Lin bus available for HVAC applications, a group of manufacturers has joined 
efforts to define a general LIN circulator profile (LCP) in VDMA Standard 24226. In the future, other plant-
integrated components, such as burner fans, are also to be connected via the LIN bus (VDMA, 2020). The LCP 
uniformly defines an extensive number of instructions that can be sent to the pump and current operating and 
diagnostic data that can be retrieved from the pump. Table 3.1 shows a selection of available information. 
 

Tab. 1: Selection of data points defined in the LIN circulator profile 

Commands to the Pump Pump operating data Diagnostic data 

• Set point 
• Control method 

(speed, head, flowrate) 
• Switch on/off 
• Additional manufacturer-

specific data 

• Operating status 
• Speed 
• Power output 
• Estimated flow rate 
• Estimated head 
• Fluid temperature (if available) 

• Cumulative operating time, 
• Number of start-ups, 
• Min/max flow rate, 
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5. Influences on the uncertainty of the flow rate estimation 
The shape of the characteristic pump map and the operating point of the pump are fundamental for the general 
uncertainty of the flow rate estimation. The general shape of the characteristic pump map is depending on the 
hydraulic design of the pump. The operating point and therefore the flowrate and head of the pump depends on the 
pump speed and the system head curve (cf. Fig 1 A). 
The ratio of power and volume flow at a constant pump speed is described by P;Q-curves, the gradients of these P,Q-
curves vary with the pump speed (cf. Fig 1 B). Here, P;Q-curves at lower speed levels have a decreases gradient, at 
10 % pump speed the gradient is almost zero. It can also be seen that the gradient of a P,Q curve decreases at very 
high flow rates and finally also approaches zero. At this operation points a small uncertainty in power detection or a 
small deviation of the pump characteristics map have a very high influence on the estimated flow rate. 
Fig. 5 shows the magnitude of this effect on uncertainty of the derived flow rate depending on the operating point in 
the H,Q-map of the investigated pump. An uncertainty in detecting the pump’s power of +-0.72 W (+- 1% of the 
maximum pump power) is assumed. The flow rate is derived by two-dimensional linear interpolating from the 
existing characteristic map of pump. The uncertainty range of the derived flow rate relative to the real flow rate is 
shown in a colour map. For very low flow and head and also for very high flow rates no flowrate can be derived. The 
smallest uncertainty reached for flowrates between 1200 l/h and 3000 l/h and a delivery head between 300 cm and 
859 cm, corresponding to relatively flat system head curves and moderate to high pump speeds. 
 

 
Also, the pump characteristic maps are typically created for standardized fluid conditions, (normally water at 20 °C). 
Fluid properties that deviate from these conditions can significantly influence the pump characteristics and therefore 
the accuracy of the flow rate estimation. The most important fluid characteristics in HVAC systems are the viscosity 
and the density of the fluid. Both properties have a significant temperature dependence. A higher fluid density causes 
an approximately direct proportional increase in power requirement. The influence of the viscosity is more complex. 
With increasing viscosity, the various friction losses in the guide vanes and especially the disc friction loss between 
fluid and pump impeller increases. This leads to a decreased overall pump efficiency and therefore an increased P,Q-
ratio. The impact of decreased pump efficiency is also dependent on the speed, and to a lesser extent on the flow rate, 
and therefore on the operating point of the pump. The head characteristic curve is also influenced by the viscosity. 
Here, with increasing viscosity, the hydraulic performance of the pump changes, which leads to a reduction in the 
head characteristic curve. However, for the viscosity of water glycol-mixtures at typical operation temperature (ν<10 
mm²/s), this effect is very small and can usually be neglected (Gülich, 2014). Fig. 3 shows the effects of increased 
density and viscosity on the pump characteristics schematically. 

Fig. 2: Uncertainty of volume flow based on an induced 
power determination error of +-0.72 W   
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6. Experimental investigation of the flow rate estimation 
The tests are carried out on a closed loop test rig, see Fig. 4. With the aid of a restrictor valve, the pressure loss 
coefficient and thus the system characteristic can be adjusted. To compensate for the dissipating pump energy and 
guarantee a constant fluid temperature, excess heat can be removed with a heat exchanger. With a controlled flow 
heater, the fluid can be also heated up to 85 °C. A small storage tank reduces thermal and hydraulic oscillations in 
the system. The pressure difference between the suction and discharge side of the pump is measured by a differential 
pressure sensor. As a reference value for the flow rate estimation, the flow rate is measured by a calibrated 
electromagnetic flowmeter. 

 
For control and communication with the pump, a LIN cluster is set up, consisting of only two nodes. An ATmega2560 
microprocessor acts as master. All frame responses defined in the LCP can be retrieved from the pump and 
corresponding control signals, in this case the speed input, can be sent to the pump. The speed is defined according 
to LCP as integer per mil value of the maximum speed. 
 
The flowrate estimation is examined systematically at different operating points of the pump. 
The operating point and thus the real flow rate of the pump is determined by the system characteristic curve and the 
speed of the pump. The loss coefficient of the system curve can be adjusted via the regulator valve. The pump speed 
is given as the setpoint value. At each constant system characteristic curve 15 operating points are considered by 
varying the pump speed. The 15 speed levels are evenly distributed between 4800 rpm (100%) and the minimum 

Fig. 4: Layout of the flow rate test rig 

Fig. 3: Schematic representation of the viscosity influence on head, power and 
efficiency curves based on (EDUR, 2018). 
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speed 499 rpm (10.3%). For each operating point the flow rate estimated by the pump Qpump is compared with the 
flow rate measured by electromagnetic flowmeter Qmeas under steady state conditions. To evaluate the accuracy the 
relative estimation error fQ is used (eq. 1) is used 
 

𝑓𝑓𝑄𝑄 = 𝑄𝑄𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝−𝑄𝑄𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚

𝑄𝑄𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚
∗ 100%   (eq. 1) 

 
The approach with constant system curve and variable pump speed reflects the operating conditions as they are found, 
for example, in a solar circuit with variable flow rate (matched flow system).  
In order to reproduce typical fluid conditions in such thermal plants, in addition to cold water, the operation with a 
42%-propylene-glycol antifreeze mixture at temperatures between 20°C and 80°C was investigated.  
 

7. Estimation uncertainty in operation with cold water 
To examine the accuracy of the volume flow estimation in operation with clean water at 20°C water, Fig. 5 shows 
the relative estimation errors fQ for three different system curves (A B C). The error for the 15 operating points is 
plotted versus the flow rate under constant system curve conditions.  
For better comparability of different system curves, the flow rate at operating point is shown as fraction of the 
maximum flow rate Qmax that can be achieved with maximum pump speed for the respective system curve. With a 
constant system characteristic curve, the volume flow increases in direct proportion with the pump speed. This means 
that 50 % of the maximum flow rate of the system characteristic curve is also achieved at approximately 50 % of the 
maximum pump speed. 
In Fig. 5 A (Top) the estimation error for a system characteristic curve with a maximum flow rate Qmax = 1250 l/h 
and a maximum head loss of Hmax = 8.7 m at maximum pump speed can be seen. In part B (bottom left) the error for 
a much steeper curve with Qmax = 500 l/h and a head loss of Hmax = 8.9 m is shown. A relatively flat system 
characteristic curve with an almost completely open restrictor valve, Qmax = 2000 l/h and Hmax = 6.6 m is shown in 
part C (bottom right).  
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Fig. 5: Relative error of flow rate estimation over real dimensionless flow rate for different system characteristics 
with 500 l/h (B), 1250 l/h (A) and 2000 l/h (C) maximum flow rate 
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The flow rate in this operating condition is underestimated for all three system curves, i.e., it has a negative 
measurement error. With increasing flow rate (increasing pump speed), the relative measurement error tends to 
decrease. The error bars show the relative standard deviation of the estimated flow rate value received from the pump. 
Here for smaller volume flows/speeds, the flow rate value received from the pump fluctuates considerably. 
For even lower speed points the pump only returns a zero value for the flow rate, the real flow rate is here outside 
the detection limit and the error is consequently -100 %. This is marked with a cross in the diagram.  
Looking at a moderate system head curve (Fig. 5-A), the operating point at which a flow rate value is returned by 
the pump is at a relative volume flow of 23 % or 280 l/h. However, only a flow rate of 75 l/h is detected here and 
thus the flow rate is underestimated by 73 %. The smallest estimation error (-2.7 %) is reached at a relative volume 
flow of 87 %. 
For the steep system characteristic curve with a maximum flow rate of 500 l/h in Fig. 5 B (bottom left), the lower 
detection limit shifts to higher relative flow rates. Also, the decrease of the measurement error with increasing flow 
rate is much less pronounced compared with the flatter system curves. An estimation error of less than 20 % can only 
be achieved at relative flowrates of 60% and more. 
For very flat system curves as in Fig. 5 C (bottom right), the measurement error for small relative flows/speeds is 
also very large, but this quickly decreases with increasing flow and reaches a plateau with an estimation error ≤ 10 % 
at about 50 %of pump speed. 
 
In order to further investigate the consistent underestimation of the volume flow, it useful to plot the measurement 
data as P,Q-characteristic curve (cf. Section 1 – Operating Principle). 
Fig. 6 therefore shows the P,Q-curves based on real measured flow rate (black) and the P,Q-curve that results from 
the estimated flow rate (orange) of the pump. In this representation, the pumps speed levels are constant in P,Q-
curves. It can be seen that all real performance P,Q-curves in comparison to the estimation P,Q-curves are shifted to 
the right, to a higher volume flow. That means, for a specific power determined by the pump, a larger volume flow 
than defined in the characteristic map that used for the estimation is delivered. The volume flow is consequently 
underestimated by the pump. 

It is shown that the error of the volumetric flow estimation varies very strongly with the operation point of the pump. 
For the regarded pump a reasonable quantification is only possible if the system characteristics are not too steep, and 
the pump speeds are relatively high.  
These results are in line with the theoretical considerations in section 4. As the pump speed decreases, the uncertainty 
of the flow rate estimation increases. This effect is also much more noticeable with steep system curves and therefore 
lower flow rates. However, the root cause of the consistent estimation error is a significant deviation between the 
characteristic pump map that is used for the flow rate estimation and the real performance of the pump.  
There are several possible reasons for the deviation between the real and the stored pump map. One potential cause 
are production-related variations of the pump performance.  

Fig. 6: P,Q-characteristic curve at constant speed levels for measured flow rate and pump 
estimated flow rate 
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Also, different design decisions can influence the estimation pump map. For example, the manufacturer may 
prioritize reliable detection of a required minimum flow rate over the lowest possible estimation error. This ‘flow 
switch’ function could be, for example used for fault and functions checks in a thermal system where otherwise there 
is no information on the flow rate at all. 

8. Estimation uncertainty in operation with water-glycol heat-transfer fluids 
The flow rate estimation in operation with a 42%-propylene-glycol water mixture is examined at temperatures of 
20°C, 50°C and 80°C. Figure Fig. 7 shows the relative estimation errors fQ for the three different system curves (A 
B C). For the glycol-mixture at 20°C (blue), the volume flow rate is significantly overestimated. This is true for all 
investigated system head curves and for most relative flow rates. For steep system curves (Fig. 7-B), the flow rate is 
overestimated by up to 65%. Only at very low pump speed the flow rate is underestimated here as well. 

Compared to water, the lower detection limit shifts clearly to smaller flow rates. It is also noteworthy that a flow rate 
is indicated for the glycol-mixture at 20°C even with the restrictor valve fully closed. In contrast, in operation with 
water these zero flow rates can be detected reliably. At 50°C, the relative measurement error becomes smaller than 
in operation with cold water. Especially with large flow rates and flatter system-curves, the estimated flow rate value 
gets very small. (Fig. 7 C). But in contrast to the operation with pure water, the volume flow rate is both 
underestimated and overestimated here, depending on the speed and system characteristic curve. An interpretation 
as a guaranteed minimum flow is not possible.  
 

 
 
In operation with glycol mixture at 80 °C (red) the flow rate is underestimated strongly at low speeds, the error 
decreases with increasing flow for all system curves. For steep system curves (Fig. 7 B) the estimation error is still 
at least 25% even at high speeds.  
Comparing the estimation error in operation at 20°C (blue) and 80°C (red), the range between the error declines with 
increasing speed and flow rate. But even with the flattest considered system characteristic (Fig. 7 C), the temperature 

Fig. 7: Relative error of flow rate estimation over real dimensionless flow rate for different system characteristics with 500 
l/h (B), 1250 l/h (A) and 2000 l/h (C) maximum flow rate in operation with 42%-glycol-water mixture at 20 °C (blue) 50 °C 

(yellow) and 80 °C (red)  
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induced error range is still at least 18% percentage point. In the worst case, steep system characteristic and low speed, 
the error range is over 165%. 
 
In order to further investigate the large temperature-dependent variations in the flow rate estimation, the efficiency 
of the pump in the different operating conditions is considered in more detail. Figure 5.10 therefore shows the 
efficiency for constant speed levels for water at 20 °C and the antifreeze-mixture with 42 % glycol content at 20 °C 
The efficiency of the pump can be determined from the ratio of the hydraulic power measured on the test rig and the 
power consumption of the pump. Since this efficiency is determined based on the electric power consumption 
detected by the pump electronics, it includes both the efficiency of the electric motor and the hydraulic efficiency of 
the pump, losses in the power electronics are not included. For a better visualization a characteristic curve is 
interpolated between the measuring points. It can be seen that the pump efficiency with the cold glycol-mixture is 
indeed significantly lower than with water. The effect is also depending on the speed of the pump. At lower speed 
levels the relative decrease in efficiency, and therefore the negative influence on the P;Q-Characteristic curve is 
higher. 

 
The strong deviations can be explained based on the fluid properties of the 42%-glycol-mixture. The glycol-mixture 
at 20°C has a slightly higher density ρ=1039 kg/m3 and much higher viscosity ν=5,12 mm2/s than cold water (ρ=998 
kg/m3 ν=1,004 mm2/s). Also, the fluid properties of glycol are highly temperature-dependent (e.g., at 80°C the 
viscosity decreases significantly to ν=1,1 mm2/s). As described in section 4, a higher viscosity has a strong influence 
on pump efficiency and therefore on the P,Q-characteristic curve.  
 
 

9. Summary and conclusion 
Both the theoretical and the experimental investigation have shown that the flow rate estimation requires 
characteristic pump maps that match real pump performance as closely as possible. Even small deviations can lead 
to large estimation errors, especially at low speeds and for steep system curves. 
For the investigated pump a reasonable estimation of the flow rate is only possible for some areas of the operational 
spectrum. In most operational conditions, the flow rate estimation could at least be used as a ‘flow switch’ to detect 
if a minimum required flow rate exist. But especially with glycol-mixtures, this is not possible in every operating 
point. Overall, the composition and the temperature of the pumped medium can have a strong influence on the 
efficiency of the pump and therefore on the flow rate estimation, while the intensity of the impact can differ 
depending on the operational point. For a reasonable quantification of glycol-water mixtures at varying temperatures, 
corrective measures must be taken. This could be done, for example, by a subsequent correction of the estimated 
flow rate via specific correction schemes that are provided by the pump manufacturer or with fluid property-based 
adjustments of the characteristic pump map. 
 
 

Fig. 1: Efficiency curves of the pump for water and a water-glyocle mixture 
at 20°C for different constant pump speeds. 
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Abstract 

This paper evaluates fault detection algorithms for solar thermal systems, with regard to the most important 

faults in solar thermal systems. The relevant algorithms from literature are described and sorted according to 

their respective detection approach. The algorithms are then evaluated with measurement data from 10 solar 

thermal systems of different sizes (collector area between 3 m² and 2500 m²). The performance evaluation of 

the algorithms shows that most false alarm messages are generated due to transient system behaviour, which 

was not taken into account in the development or description of said algorithms. Main problems are caused by 

short operating phases, switching of the solar pump(s) in rapid succession, start phases of the solar thermal 

system, and delayed reactions of temperatures or sensors. 

Keywords: Fault detection, solar heating, monitoring, function control, FDD 

 

1. Introduction 

Algorithm based fault detection and diagnosis (FDD) for solar thermal systems (STS) has been subject of 

research since the 1990s. Important foundations were laid by (Altgeld and Mahler, 1999), where they defined 

FDD algorithms for small solar thermal systems without heat meters (FUKS project). The algorithm-based 

approach was improved, refined, and adapted for different sized systems (Gerardts et al., 2011; Ohnewein et 

al., 2016) and led to the German VDI 2169 “Functional checking and yield rating of solar thermal systems” 

(VDI 2169, 2012). Even more algorithms or adaptations of already existing ones have been published in 

various papers and reports on research projects (Bartenstein, 2015; Brandstetter, 2007; Duff and Millard, 1980; 

Fink et al., 2010; Stryi-Hipp et al., 2007; Sun et al., 1999; Thür et al., 2011; Wiese, 2006). Despite the fact that 

these algorithms are publicly available and that the majority of solar controllers advertise an automatic function 

control, no system or approach is currently widely used.  

2. Important faults in STS and existing algorithms 

To show the reliability of solar thermal systems and to determine the most common faults or defects, several 

studies and projects have been conducted in the past. Often, the planning, installation, and operation of several 

STS was monitored to identify common mistakes and potential for optimisation for the whole life cycle. 

In the projects “Solarthermie2000(+)” (Croy et al., 2011), OPTISOL (Fink et al., 2006), and COMBISOL 

(Thür et al., 2011) a large number of solar thermal systems were monitored. The studies focussed on assessing 

the performance of solar thermal systems, and to identify common faults and dysfunctions throughout 

planning, installation, and operation. For additional studies with the same or similar objectives,  see (Breidler 

and Thür, 2010), (Fink et al., 2010), (Schenk et al., 2010). While the observations vary slightly between 

different publications, there is a common baseline regarding the reliability of STS. In every study a significant 

proportion of the investigated STS required repairs or at least optimisation. Since most of these dysfunctions 

were found by manually analysing system data and on-site evaluation of the systems, this process was very 

time consuming, requires expert knowledge, and therefore expensive. The following algorithm development 

aims at an automatic detection of the most important faults based on measurement data. With this, faults and 

system failure could be detected early and at low additional costs. 

Based on the literature review and in discussion with several manufacturers of solar-assisted heating systems, 

the following list of important faults in STS was defined.  

• Defective pumps (no volume flow) 
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• Pumps too small (low volume flow) 

• Undissolved air in solar circuit (unstable volume flow, uneven flow distribution) 

• Soiling in heat exchangers and pipes, clogged filters (low volume flow) 

• Collector temperature sensor at wrong position or does not measure fluid temperature 

• Heat exchanger (HX) too small (or soiled) - UA value 

Regarding these faults, several existing algorithms can be found. For better clarity and easier implementation, 

the algorithms can be sorted by fault groups (faults with similar or the same symptoms), see table 1. 

 

Table 1: Fault groups and existing algorithms, sources: “FUKS” (Altgeld and Mahler, 1999), “VDI”  (VDI 2169, 2012), 

“UNIKS” (Wiese, 2006), “PARA” (Bartenstein, 2015), “QSOL” (Brandstetter, 2007) 

Group nr. Faults Algorithms  

1 Defective pump(s) 

Blockage 

Undissolved air 

[FUKS_FLOW] 

[FUKS_NOHEAT] 

[VDI_PUMP] 

[UNIKS_FLOWSENS] 

[PARA_PUMP] 

[QSOL_FAILURE_a/b] 

2 Pumps too small  

[or wrong pump stage] 

[FUKS_FLOW] 

[UNIKS_FLOWSENS] 

3 (Undissolved) Air 

[unstable volume flow] 

[VDI_UNEVEN_FLOWDIST] 

[UNIKS_UNSTABLE_FLOW] 

[QSOL_AIR] 

[FUKS_FLOW] 

[UNIKS_FLOWSENS] 

4 Tcoll wrong position 

or bad thermal contact 

[UNIKS_TCOL_a/b] 

5 HX too small (UA) [VDI_HX] 

[UNIKS_HX] 

Table 2 shortly presents the existing literature algorithms (concerning the prioritised faults). The respective 

main approaches are described and information on thresholds – if present in the literature source – are provided. 

Table 2: Investigated algorithms and respective detection approaches 

Algorithm Source Approach, Notes 

FUKS_FLOW (Altgeld and 

Mahler, 1999) 

Check for high temperature differences between collector 

and storage; 

Threshold specified: ∆𝑇𝑛𝑜𝑚𝑖𝑛𝑎𝑙 + 15 𝐾 

VDI_PUMP (VDI 2169, 2012) Check volume flow rate during pump operation 

VDI_UNEVEN_FLOW (VDI 2169, 2012) Compare outlet temperatures of parallel collector modules or 

fields; 

Deviations of less than 10 % are acceptable; fields must be 

of the same size 

VDI_HX (VDI 2169, 2012) Check if secondary flow temperature is lower than primary 

return temp (in operation) 

UNIKS_FLOWSENS (Wiese, 2006) Check flow sensor reading if temperature difference at HX 

indicates system operation 

UNIKS_UNSTABLE_

FLOW 

(Wiese, 2006) Check for decreased and/or unstable volume flow rate (and 

increased stagnation) 

UNIKS_TCOL_a (Wiese, 2006) Check for increased switching operations of the pump 
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UNIKS_TCOL_b (Wiese, 2006) Check if flow temperature exceeds collector temperature 

after the pump starts 

UNIKS_HX (Wiese, 2006) Calculate UA value; 

Proposes method to compare measured UA values to 

nominal data sheet values.  

PARA_PUMP (Bartenstein, 2015) Check if collector or flow temperature stay constant after the 

pump was turned on 

QSOL_FAIL_a (Brandstetter, 2007) Check if collector temperature is significantly higher than 

storage temperature while storage is not fully charged. 

QSOL_FAIL_b (Brandstetter, 2007) Check for operation by temperature difference between 

collector and flow temperature, system should be in 

operation, if collector exceeds storage temperature by 10 K 

QSOL_AIR (Brandstetter, 2007) Check for temperature spikes in the solar thermal system; 

Already checked with QSOL_FAIL_a 

3. Evaluation of fault detection algorithms and common problems 

To evaluate the existing algorithms, they are implemented in python and tested on measurement data of 10 

STS with collector areas reaching from 3 m² to 2500 m² (data of 3 additional STS can only be used for very 

few algorithms due to the respective system design or sensor equipment). At least one year of measurement 

data is available for each system. For most of the systems, there is no additional information if there were 

faults, stagnation or stand still periods or repair works. On this basis, “false negative” alarms cannot be 

checked, but “false positive” alarm reports can be identified manually. 

The overall main problem of almost all described literature algorithms lies in operating states of the STS that 

were not expected or disregarded in the development phase. Since most algorithms were not at all or scarcely 

tested on measurement data, many false symptoms are generated. 

 

Figure 1: FUKS_FLOW algorithm applied to a small STS. 

Figure 1 shows the application of the algorithm FUKS_FLOW for a small STS. The upper graph illustrates 

system temperatures (left y-axis) and the pump signal (right y-axis). Below this, the algorithm’s output is 
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shown (0 – nothing detected; 1 – alarm message / symptom). It can be seen that the STS can increase the lower 

storage temperature “sol_Tst_10” from approx. 50 °C to 80 °C. Then probably a maximum temperature is 

reached, and a stagnation phase begins. In the transition between operation and stagnation, a few time steps of 

already very high temperatures can be observed while the pump is still running. This triggers the algorithm, 

without a real dysfunction being present. 

Stagnation phases can generally be a problem for simple FDD algorithms since high collector temperatures 

usually signify a sufficient irradiation. If the storage temperatures are not checked for a maximum threshold, 

false alarm messages can be created easily. Of course, this problem is obvious for experts or operators and 

would be dismissed immediately in manual analysis, but for automated FDD algorithms every operating state 

or boundary condition must be considered explicitly. 

Other problems arise if the pump is switched on and off in rapid succession. At the beginning of a day with 

sufficient irradiation to charge the storage, the collector field heats up gradually until the collector temperature 

exceeds the storage lower temperature by a defined threshold. Then, the pump is switched on and cold fluid 

from the pipes and/or storage is transported to the collector, usually causing a steep temperature decrease at 

the sensor. Depending on the collector area, irradiation intensity, and cold storage temperature, this can lead 

to several successive switching operations of the pump. Another scenario with rapid switching operations 

usually occurs at the end of operation phases on days with high irradiations. If the storage is charged to its 

maximum temperature, the pump is switched off. The storage temperature then decreases due to heat losses or 

energy demand, so that the STS is switched on again. Again, depending on the boundary conditions, this can 

lead to rapid successive switching operations. To a certain extent, both described scenarios are considered as 

normal system operation and do not justify alarm messages. 

Figure 2 (left and right) shows the algorithms FUKS_NOHEAT and PARA_PUMP applied to small STS. 

Again, the upper graphs illustrate system temperatures (left y-axis) and volume flows or pump signals (right 

y-axis), the lower graphs depict the outputs of the respective algorithms. FUKS_NOHEAT (left) checks if the 

flow temperature is higher than the lower storage temperature at least once per operation phase. Since the 

operation phases are short in the beginning and even the lower storage temperature is > 40..50 °C, the flow 

temperature stays below the storage temperature for a few short operation periods, thus causing (unwanted) 

alarm messages. After this, the STS passes over to normal operation. The algorithm PARA_PUMP works 

differently: Here, the collector temperature is analysed after the pump starts – if it stays constant (in the limits 

of defined thresholds) a dysfunction is assumed. Figure 2 (right) shows the algorithm’s performance. As the 

storage temperature draws near to its allowed maximum, the pump is switched on and off in rapid succession, 

while the collector and flow temperatures do not change much. Thus, a false alarm message is generated. 

 

Figure 2: FUKS_NOHEAT (left) and PARA_PUMP (right) algorithms applied to small STS. 

Figure 3 and figure 4 illustrate another main problem arising from unexpected operating states, or system 

behaviour during the algorithm development. Here, the delayed reaction of temperatures and temperature 

sensors are decisive. Figure 3 shows the application of the algorithms VDI_PUMP, VDI_HX, and 

UNIKS_TCOL_b. VDI_PUMP (left) checks the volume flow if the pump is turned on. It can be seen that the 
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flow sensor occasionally reacts slightly delayed. This causes an alarm message because for one or a few time 

steps no volume flow is detected despite a present pump signal. VDI_HX (right) checks if the flow temperature 

on secondary side is higher than the return temperature on the primary side of an external heat exchanger. For 

short operation periods, the temperature sensors at the heat exchanger may not measure the actual temperatures, 

because the heat supplied by the collector did not “arrive” at the HX. In these cases, alarm messages are created 

based on the fluid temperature in the pipes, which is not the original intention and only by chance indicates a 

real dysfunction.  

 

Figure 3: VDI_PUMP (left) and VDI_HX (right) algorithms applied to STS. 

The performance of the algorithm UNIKS_TCOL_b is illustrated in figure 4. The algorithm compares 

temperatures as well, checking if the flow temperature is higher than the collector temperature after the pump 

starts. Here, a combination of circumstances causes false alarm messages: On the one hand, the system 

temperatures are rather high, starting with > 40 °C in the whole storage. This leads to high return temperatures 

in the primary and secondary solar circuit throughout the whole day. Moreover, the irradiation does not suffice 

for very high collector temperatures, only surpassing the storage temperature (plus hysteresis) slightly. 

Consequently, the pump is switched on/off often with only a few longer operation periods for the day. This 

causes several cases, where the current flow temperature is (slightly) higher than the current collector 

temperature. 

 

Figure 4: UNIKS_TCOL_b algorithm applied to a small STS.  
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Moreover, almost all existing algorithms share one central problem: the approaches for detecting faulty system 

behaviour are missing flexibility regarding the available sensor data. Even for the evaluation on real 

measurement data at hand, several algorithms had to be adjusted to work with a more flexible data base. STS 

are planned and built individually, especially including the measurement equipment. Except the collector and 

storage temperature sensor, almost no common sensor equipment can be assumed. And even this minimal 

equipment can cause ambiguity if two collector sensors are installed, e.g. for parallel fields. To compensate 

this individuality, algorithms must be developed, coded, and tested accordingly. 

On the other hand, selected algorithms work well without the need for extensive adjustments: 

UNIKS_FLOWSENS reliably detects if the flow sensor reading does not indicate an apparent system 

operation. In our available measurement data, no or few false alarms could be seen. However, for several plants 

the algorithm detects that the flow temperature does not decrease or reach the ambient temperature after an 

operation cycle. This could be an indicator for convection current. 

UNIKS_TCOL_a checks the cumulated switching operations of the solar pump against a defined threshold. 

Since this approach does not rely on non-transient system states or explicitly involves temperatures or other 

measurements, it is quite robust. The informative value of the algorithm only depends on choosing the right 

threshold for each plant. 

QSOL_FAIL_b like FUKS_FLOW checks the operational temperature difference between collector and 

storage. The plant’s operation is assumed if the difference between collector and flow temperature undercuts 

a threshold. This approach (for detecting operation) is beneficial because transient start phases or very short 

operation phases are note used for the analysis. Thus, less false alarm messages are generated. 

UNIKS_HX algorithm basically calculates the UA value of a heat exchanger. As described in (Wiese, 2006), 

system operation has to be stationary for an analysis of the UA value. Additionally, the UA value depends on 

the boundary conditions, e.g. flows and temperatures on primary and secondary side. Thus, the calculated UA 

value cannot usually be compared to the datasheet value (if available), but a reference value must be calculated 

according to the actual conditions. This drastically complicates the application of the algorithm. Moreover, not 

only the temperatures (flow and return) but also the flow rates must be measured on primary and secondary 

side for the algorithm to be applicable. 

4. General recommendations and improvements for FDD algorithms  

As shown, most literature algorithms tend to generate false alarm messages for non-stationary or transient 

operating states. These occur at the beginning (and end) of longer operating states, and especially if the pump 

is switched on/off in rapid succession. This can either be caused by hardly sufficient collector temperatures (or 

irradiation) or because of maximum temperature limits or hysteresis settings. False alarms because of delayed 

sensor readings or delayed temperature increases are covered by this as well. The easiest way to address this 

is to cut off start phases and only use operating phases with a minimum duration for the system analysis. 

Figure 5 (right) shows the exemplary improvement of the algorithm PARA_PUMP. Here, the algorithm has 

been adjusted to only analyse the temperature at the start of operation phases that exceed a minimum duration 

of 10 minutes. Thus, short phases are filtered out. The improvement becomes clear in comparison to the 

original performance, see figure 5 (left). All false alarm messages from the afternoon are now prevented. For 

the beginning of the long operation period still an alarm message is generated. Here, the temperature change 

at the start of the phase simply does not exceed the expected 5 K. 

Another general remark has to be made regarding the flexibility of FDD algorithms. The algorithms described 

above are inflexible regarding different sensor configurations. Thus, if a flow or temperature sensor is not 

available, the respective algorithm cannot be applied. To address this problem, “parallel” detection paths can 

be designed. For instance, the (theoretical) operation of the STS can be detected using the pump signals, a flow 

meter or temperature differences between flow and return or between collector and flow temperatures.  
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Figure 5: Performance of original (left) and improved algorithm (right) PARA_PUMP: the adjusted algorithm only analyses 

phases longer than specific duration (here 10 minutes) 

5. Conclusion and outlook 

As discussed in the performance evaluation, many of the algorithms show problems with transient system 

behaviour, which causes false alarm messages. Mostly, these problems occur because the respective system 

states were not considered in the development or description of the literature algorithms, and because the 

algorithms were not tested on real measurement data. Main problems are due to short operating phases, 

switching of the solar pump(s) in rapid succession, start phases of the solar thermal system, and delayed 

reactions of temperatures or sensors. 

In the future work, flexible and robust FDD algorithms will be developed and tested on the available 

measurement data. The algorithms will build on the lessons learned from the described literature algorithms 

and will focus especially on the applicability for different sensor configurations. Moreover, the measurement 

data will be used to extract default values for thresholds to reduce false positive alarm messages. 
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Abstract 

Usually, thermal systems, especially small solar thermal systems, are not energetically balanced for financial reasons. 

To overcome this problem, low cost but accurate measuring equipment is required. This paper describes a method to 

determine the volume flow rate in a pipe and hence the thermal energy transfer through a hydraulic circuit, with the 

exclusive use of low-cost temperature sensors. Evaluations based on experimentally measured data show, that the 

method is able to calculate a volume flow rate in a range of 130 and 910 l/h with a deviation of less than ±10% 

compared to values measured by conventional flow meters or heat meters respectively. The calculated volume flow 

rate is subsequently used to perform an energy balancing of a thermal system. Hereby the heat input and output of 

the hydraulic circuits into and out of the central hot water store is considered to perform this energy balancing. The 

accuracy of the calculation of the heat quantities varies depending on the type of circuit, e.g. if it is a circuit for space 

heating or domestic hot water preparation. However, the results on a monthly basis consistently show a deviation of 

less than ±10.8% compared to the results of conventional heat meters. 

Keywords: Energy Balancing, Volume Flow Determination, Cost Efficiency, Thermal Systems, Temperature Profiles, 

Heat Meter 

1. Introduction 

Currently, the energy balancing of thermal systems, e.g. solar thermal systems, is based on the measurement of the 

temperatures in the hot and in the cold side, as well as the volume flow rate of the heat transfer fluid in the circuit 

under consideration. With these quantities, the heat input e.g. of a solar circuit into a hot water store can be determined 

by integrating the thermal power over time. The heat meters required for this lead often to considerable costs, which 

represent a significant share of the total investment, especially for small solar thermal systems. For this reason, the 

energy balancing of such small systems is often omitted, which makes a reliable surveillance of the system 

impossible. The aim of the project TeBwA (Temperaturbasierte energetische Bilanzierung wärmetechnischer 

Anlagen / Temperature-based Energy Balancing of Thermal Systems), which is funded by the German Federal 

Ministry for Economic Affairs and Climate Action, is to develop a technology that allows for energy balancing at 

significantly lower costs than energy balancing based on conventional heat meters.  

Fig. 1 exemplary illustrates the setup for an energy balancing of a solar thermal domestic hot water system using 

three conventional heat meters that measure the volume flow rate and the temperatures in the hot and in the cold side 

of each hydraulic circuit attached to the central hot water store.

International Solar Energy Society EuroSun2022 Proceedings

 

© 2022. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientiic Committee
doi:10.18086/eurosun.2022.14.08 Available at http://proceedings.ises.org 1561



 

 

 

Fig. 1: Solar thermal domestic hot water system with a central hot water store and three attached hydraulic circuits equipped with 

three conventional heat meters that are required for energy balancing 

The newly developed TeBwA method is based on the calculation of the volume flow rate derived from the temporal 

propagation of a temperature gradient in the fluid. To identify the propagation of a temperature gradient, the 

temperature of the heat transfer fluid in the pipe must be measured at two points. The initial work based on this 

approach is described by Frank (2000). To calculate the heat flux, a third temperature sensor is required in the second 

pipe, which is located on the other side of the hydraulic circuit under consideration. Fig. 2 shows the principle 

positioning of the three required temperature sensors for the developed TeBwA method. 

As Fig. 2 shows, in total only three low-cost 

temperature sensors and no flow meter are 

required for each hydraulic circuit. This makes 

the determination and recording of thermal 

energy much more favorable from a financial 

point of view. 

The TeBwA project and the method developed 

in the project were already described by 

Nedumparambil (2021) and Seiz (2021). In the 

publications mentioned, the basic principle of 

the developed method is explained. In addition, 

the approaches followed at that time for 

calculating the volume flow rate within a pipe 

are explained and initial calculation results based on synthetically and experimentally generated measurement values 

are presented. In this context it is shown that, when using the TeBwA method, the volume flow rate within a pipe 

can principally be calculated with a deviation of less than ±10% compared to the value measured by means of a 

conventional flow meter being part of a heat meter.  

The article at hand presents the current status and latest results of the development of the TeBwA method. Among 

others, it describes the approach chosen for calculating the volume flow rate within a pipe and the accuracy that can 

be achieved at different temperature levels and at different volume flow rates within the pipe. In addition, the present 

article reports about the results of the energy balancing of four field test systems, which are equipped with 

measurement technology. The energy balancing was carried out both, on the basis of the TeBwA method and by 

means of conventional heat meters. On this basis the accuracy with which an energy balancing of thermal systems 

can be carried out using the TeBwA method is presented. Hereby four different types of hydraulic circuits of the 

field test systems are considered. Finally, the article gives an overview of the plans regarding the further development 

of the TeBwA method and the market implementation strategy of the resulting product. 

  

Fig. 2: Principal temperature sensors positioning in the hot side and in the 

cold side of a single hydraulic circuit 
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2. Basic principle of the method 

2.1 Principle of temperature-based volume flow determination 

As stated above, the newly developed TeBwA method allows for the calculation of the volume flow rate within a 

pipe based on temperature measurements at two points inside the pipe. The two temporal temperature profiles created 

on basis of the values supplied by the two temperature sensors are compared with each other in order to calculate the 

time which the flow requires to cover the distance between the two temperature sensors. Once this time is determined, 

the corresponding volume flow rate can be calculated if the distance between the temperature sensors and the pipe 

cross-section are known. A prerequisite for the successful implementation of this method is the presence of 

sufficiently high temperature dynamics. Fig. 3 shows exemplary temporal temperature profiles generated on basis of 

temperature values of the two temperature sensors of the measurement track of a test rig. For a detailed description 

of the test rig see Seiz (2021). 

 

Fig. 3: Measurement values of two temperature sensors in the measurement track of a test rig - temporal temperature profiles   

 

As Fig. 3 shows, the temperature profile of temperature sensor 1 can be approximately transformed into the 

temperature profile of temperature sensor 2 by a horizontal shift. This shift along the time axis corresponds to the 

time interval required by the flow to cover the distance between the two temperature sensors. 

For a detailed description of the basic principle of the developed method see Seiz (2021) and Nedumparambil (2021). 

Both publications describe different approaches and each presents initial results for calculating the volume flow rate 

in a pipe on the basis of temperature measurements. Seiz (2022) describes further developed approaches and results 

for the calculation of the volume flow rate.  
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2.2 Principle of temperature-based energy balancing 

In the following, starting from the temperature-based volume flow determination, this chapter explains how an energy 

balancing of a thermal system can be carried out. For a more detailed description of this procedure and for a detailed 

description of the technical components used in the four field test systems equipped with measurement technology, 

see Seiz (2021). 

In order to carry out an energy balancing of a thermal system, first the volume flow rates in the hydraulic circuits 

connected to the central hot water store of the system must be determined. This is done on the basis of the 

temperature-based volume flow determination described in section 2.1. In order to be able to perform this 

successfully, measurement tracks (see Fig. 4) are installed in the hot side of each of the hydraulic circuits attached 

to the central hot water store. Two temperature sensors are located in each of the measurement tracks. The 

temperatures recorded by these sensors are primarily used to calculate the respective volume flow rate. In addition, 

an electrical heating element with a thermal output of 1.6 kW is installed in each measurement track. At times, when 

the temperature dynamics of a hydraulic circuit concerned are too low for a temperature-based volume flow 

determination, sufficient temperature dynamics can be ensured by activating the electrical heating element. For the 

actual energy balancing, the temperatures in the hot side and in the cold side of each hydraulic circuit must also be 

measured. The temperature sensors, which are required for the calculation of the volume flow rate, also serve this 

energy balancing, as one of the two measured values is included in the energy balancing as temperature value of the 

hot side of the respective hydraulic circuit. To enable energy balancing, a temperature sensor is also installed in the 

cold side of each hydraulic circuit in order to record the temperatures occurring there. In addition, for a complete 

energy balancing of the entire system, the temperatures inside the hot water store must also be determined. For this 

purpose, temperature sensors are installed on the outside of the metal wall of the hot water store, beneath the thermal 

insulation. In addition to the described technical components, which are required for the temperature-based energy 

balancing, conventional heat meters are installed in each hydraulic circuit. The values provided by these conventional 

heat meters were used to carry out a second energy balancing of the entire system. The result of this second energy 

balancing serves as a reference value for the energy balancing based on the newly developed TeBwA method. Fig. 4 

shows one of the measurement tracks described, which, together with temperature sensors and an electrical heating 

element, is installed in one of the hydraulic circuits of a field test system. The actual measurement track is located 

between the two temperature sensors. Arrows in Fig. 4 mark the flow direction. 

In order to keep the occurring heat losses as low as possible, the measurement tracks were well thermally insulated, 

following the creation of the photograph. 

 

Fig. 4: Measurement track (a) with temperature sensors (b) and electrical heating element (c); Note: Shown without thermal 

insulation for better clarity 

  

c 

b 

a 
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3. Temperature-based volume flow calculation 

During the development of the method, the authors were investigating various approaches for determining the 

similarity of the compared temperature profiles and respectively the transit time of the fluid with regard to their 

suitability for calculating the volume flow rate within a pipe. Seiz (2021) gives a detailed description of these 

approaches. 

The verification of the suitability of the different approaches was based on the accuracy with which the occurring 

volume flow rates could be calculated under different conditions. For this purpose, the authors used synthetically 

generated data, i.e. calculated with the simulation program TRNSYS, and experimentally measured data, produced 

with the test rig, that was set up for this purpose. In one of the approaches investigated in this context, cosine 

similarity is used as a similarity indicator. This approach achieved the best results over a large number of calculations 

performed. The cosine similarity κ is calculated according to eq. 1: 

κ = 1 −
𝑎 •  𝑏

||𝑎||  ||𝑏|| 
 = 1 − 

∑ 𝑎𝑖  𝑏𝑖
𝑛
𝑖=1

√∑ (𝑎𝑖)
2𝑛

𝑖=1
 •  √∑ (𝑏𝑖)

2𝑛

𝑖=1

 
(eq. 1) 

With: 

a vector a, segment with values of temperature sensor 1 [-] 

b vector b, segment with values of temperature sensor 2 [-] 

n dimension of vectors, number of temperature values per segment [-] 

After the crucial choice of an appropriate similarity indicator and the development of the evaluation algorithms based 

on this approach, the authors focused on the procedure for shifting the segments of the temperature values of 

temperature sensor 1 and temperature sensor 2 to be compared with each other (see Fig. 5). This shifting process also 

has a major influence on the achievable accuracy of the calculation of a present volume flow rate. Therefore, a 

suitable procedure for the shifting process was developed. Chapter 3.1. contains detailed explanation on the 

procedure of this shifting process. 

Subsequently, chapter 3.2 presents result of the evaluation of experimentally generated data. In the evaluations 

carried out, the cosine similarity as a similarity indicator was combined with the developed procedure for the shifting 

of the temperature segments.  

3.1 Shifting of the temperature segments 

The first logical step in the newly developed algorithm is the calculation-based estimation of the time, required by 

the flow to cover the distance between the two temperature sensors. This is based on empirical values for the 

occurring volume flows, the measured distance between the two temperature sensors and the pipe cross-section. 

Then, the algorithm selects a segment of the temperature values from temperature sensor 1 that lies in the time range 

in which the volume flow rate should be calculated. After this the algorithm determines the segment of temperature 

values of temperature sensor 2 whose temperature values were measured at the same times as those of the segment 

previously selected for temperature sensor 1. Subsequently the algorithm calculates the similarity of the two 

segments according to eq. 1. After that, the actual shifting of the segments takes place. Hereby, the algorithm shifts 

the segment of temperature sensor 1 by one index position against the time axis and at the same time the segment of 

temperature sensor 2 by one index position along the time axis. At the same time the algorithm shortens the 

temperature segment of temperature sensor 1 by the last included temperature value and the temperature segment of 

temperature sensor 2 by the first included temperature value. Afterwards the algorithm again determines the 

similarity of the resulting segments of temperature sensor 1 and temperature sensor 2, followed by a new shift and 

shortening. Fig. 5 schematically shows the described shifting process. 

 

Fig. 5: Schematic illustration of the shifting process 
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The shifting of the two segments continues until the initially estimated maximum time required for the flow to cover 

the distance between the two temperature sensors is reached. In Fig. 5, the length of the gray horizontal bars, denoted 

by the letter n, represents the original length of the segments of temperature sensor 1 and of temperature sensor 2. 

The designation tk stands for the assumed maximum time required by the flow to cover the distance between the two 

temperature sensors in the measurement track. In this context, the index k stands for the corresponding number of 

shifting steps. When using the cosine similarity as a method for determining the runtime or the similarity of two 

segments, a minimum of the similarity indicator Kappa (see eq. 1) stands for a maximum similarity between the two 

temperature segments compared with each other. Fig. 6 shows the resulting values for the similarity indicator Kappa 

for a comparison of two temperature segments. 

 

Fig. 6: Similarity indicator Kappa between two temperature segments at stepwise shifting 

 

Fig. 6 shows a minimum of the similarity indicator Kappa at shifting step 16. Based on the number of shifting steps, 

the time required for the flow to cover the distance between the two temperature sensors can be derived. Afterwards 

the calculation of the magnitude of the volume flow rate can be executed. 

3.2 Achievable accuracy - experimentally generated data 

To investigate the suitability of the combination of the developed shifting process and the cosine similarity based 

approach, the authors generated data sets with different boundary conditions using the test rig developed in the 

project. In data set 1 medium-sized volume flow rates are considered. In data set 2, discussed further below, relatively 

large volume flow rates are considered and in data set 3, discussed even further below, relatively small volume flow 

rates are considered.  

Fig 7 shows measured and calculated values of data set 1. The temperature profile shown in Fig. 7 was created by 

simultaneously using two electrical heating elements installed in the test rig. The temperature range considered 

extends from 40 to 80 °C and thus essentially corresponds to the temperature range that can also be expected in the 

regular operation of solar thermal systems. Hereby the primary electrical heating element, with an electrical power 

of 2 kW, was permanently activated in order to generate the basically increasing temperature profile and to cover an 

as large as possible temperature range. In addition, the secondary electrical heating element, with an electrical power 

of 1.6 kW, was periodically activated for 4.5 seconds and deactivated for 6.0 seconds, which resulted in the 

temperature fluctuations that can be seen in Fig. 7. Unfortunately, the activation of the secondary electrical heating 

element lead to a temporary drop of the supply voltage of the pump, which is installed in the test rig in order to create 

the fluid flow. This drop of the supply voltage of the pump resulted in the fluctuations in the measured volume flow 

rate that can be recognized in Fig. 7. 

 
M.J. Seiz et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1566



 

Fig. 7: Measured and calculated volume flow rate within sections (1) to (10) from data set 1 

Fig. 7 shows the temperature of the volume flow entering the measurement track at temperature sensor 1 for data 

set 1. Fig. 7 does not show the temperature of the volume flow at temperature sensor 2, because this temperature is 

almost identical to the temperature at temperature sensor 1. Fig. 7 also shows the volume flow rate that was calculated 

using the newly developed method and the volume flow rate measured using an electromagnetic flow meter. The 

measured volume flow rate lay in a range between 130 and 400 l/h. Tab. 1 lists the calculated volume flow rate and 

the measured volume flow rate based on minutely average values for data set 1 as well as the deviation between the 

two values. 

Tab. 1: Calculated and measured volume flow rate as well as deviation between both  

with the use of minutely average values - for data set 1 

Section of data set 1  

(According to Fig. 7) 

Calculated volume 

flow rate [l/h] 

Measured volume 

flow rate [l/h] 
Deviation [%] 

1 393.44  396.24  -0.71  

2 252.11  250.44  0.67  

3 210.36  213.53  -1.49  

4 147.62  135.16  9.22  

5 147.92  135.31  9.32  

6 139.13  126.55  9.94  

7 140.63  127.21  10.55  

8 175.93  176.89  -0.54  

9 305.05  308.29  -1.05  

10 358.91  371.49  -3.39  

Tab. 1 shows that the deviation between the calculated and measured volume flow rate is within ±10%, except for 

section 7. The evaluation of data set 1 could therefore demonstrate the suitability of the developed method for the 

calculation of volume flow rates in the afore mentioned volume flow range on the basis of experimentally generated 

measurement values. The developed algorithm removed individual outliers in the calculation of the volume flow 

rate. The identification of these outliers is based on the degree of similarity between the two temperature segments 

of temperature sensor 1 and temperature sensor 2 which are compared with each other; see Fig. 6. If the distance 

between the time indices of the two smallest values of Kappa was less than 5 time steps or 0.5 seconds respectively, 

the algorithm used the mean value of the two time indices to calculate the corresponding volume flow rate. Otherwise, 
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the algorithm considered the value as an outlier and excluded the value in question from the calculation process. 

After the removal of the outliers, calculated values for the volume flow rate remained available for approx. 47% of 

the operating time. 

In order to test the suitability of the method also in a higher range of the volume flow rate, the volume flow rate was 

increased for the creation of data set 2 to a range between 400 and 910 l/h. The temperature ranged from 

approximately 54 to 64 °C. Due to limited available space this paper does not show the temperature and volume flow 

curves for data set 2. Tab. 2 lists the calculated volume flow rate and the measured volume flow rate based on 

minutely average values for data set 2 as well as the deviation between the two values. 

Tab. 2: Calculated and measured volume flow rate as well as deviation between both  

with the use of minutely average values - for data set 2 

Section of data set 2 
Calculated volume 

flow rate [l/h] 
Measured volume 

flow rate [l/h] 
Deviation [%] 

1 455.45 426.44 6.80 

2 488.30 436.85 11.78 

3 524.20 500.52 4.73 

4 538.51 515.07 4.55 

5 570.10 544.09 4.78 

6 616.43 595.06 3.59 

7 627.52 667.38 -5.97 

8 683.59 698.23 -2.10 

9 717.45 736.38 -2.57 

10 750.87 761.48 -1.39 

11 830.55 807.26 2.88 

12 958.01 912.54 4.98 

Tab. 2 shows that for data set 2, with the exception of section 2, the deviation between the calculated and the 

measured volume flow rate is within ±7%. The evaluation of data set 2 could therefore also demonstrate the 

suitability of the developed method for the calculation of large volume flow rates on the basis of experimentally 

generated measurement values. 

When calculating small volume flow rates, a lower limit value must be defined. Otherwise the segment lengths of 

the temperature values of temperature sensor 1 and temperature sensor 2, which have to be compared with each other, 

would become very large. This would result in an unacceptable computational effort for the calculation of the volume 

flow rate. For the evaluation of data set 3, the lower limit value of the volume flow rate was set to 58 l/h based on 

experimental investigations. When data set 3 was created, the measured volume flow rate was between 35 and 65 l/h. 

The temperature ranged from approximately 58 to 74 °C. Due to limited available space this paper also does not 

show the temperature and volume flow curves for data set 3. Tab. 3 lists the calculated volume flow rate and the 

measured volume flow rate based on minutely average values for data set 3 and the deviation between the two values. 

Tab. 3: Calculated and measured volume flow rate as well as deviation between both  

with the use of minutely average values - for data set 3 

Section of data set 3 
Calculated volume 

flow rate [l/h] 
Measured volume 

flow rate [l/h] 
Deviation [%] 

1 61.29 50.37 21.67 

2 58.96 46.54 26.69 

3 60.63 46.17 31.33 

4 70.08 62.66 11.83 

5 72.49 63.32 14.49 

6 102.94 49.86 106.47 

7 58.30 35.21 65.55 

8 58.25 36.89 57.91 

 
M.J. Seiz et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1568



Tab. 3 shows that the values of the calculated volume flow rate in parts deviate significantly from the values of the 

measured volume flow rate. These partly large deviations are the result of the necessarily determined lower limit 

value. The lower limit value of 58 l/h had the effect, that the algorithm could not determine volume flow rates with 

less than 58 l/h. Since there are also individual measured volume flow rates in data set 3 that are lower than the limit 

value mentioned, the calculated volume flow rate was overestimated. Therefore Tab. 3 shows significant relative 

deviations between the measured volume flow rate and the calculated volume flow rate in most of the sections of 

data set 3. However, while the relative deviations are high when comparing the minutely average values, the absolute 

deviations are small in most cases. Setting the lower limit to a lower value does increase the accuracy with which 

small volume flow rates can be calculated. But unfortunately this has the consequence that the accuracy with which 

medium and large volume flow rates can be calculated decreases. In addition, a decrease in the lower limit value is 

accompanied by an exponential increase in computational effort. 

The authors assume, that the effect of this high relative but low absolute deviations in the calculation of volume flow 

rates in the low volume flow range is not significant when performing an energy balancing of a thermal system. To 

verify this assumption, the authors are currently carrying out corresponding investigations. It seems unambiguous, 

that the successful performance of an accurate energy balancing of a thermal system depends on a precise calculation 

of occurring volume flow rates in the medium and in the high volume flow range. The evaluations of data set 1 and 

of data set 2 proofed the suitability of the newly developed method for calculating volume flow rates in these volume 

flow ranges on the basis of experimentally generated data. Nevertheless, the evaluation algorithms developed so far 

are currently being improved in order to increase the accuracy with which small volume flow rates can be calculated. 

In addition, a modified measurement track is currently being developed and tested, that is expected to lead, in 

combination with an adapted calculation procedure, to more accurate results, especially for small volume flow rates. 

4. Temperature-based energy balancing 

This chapter reports about the achievable accuracy when using the TeBwA method to perform a temperature-based 

energy balancing of thermal systems. Hereby the thermal energy was considered, that was transferred within one 

month in four different types of hydraulic circuits of thermal systems. In order to receive the measurement values 

required to perform the necessary calculations, four field test systems were equipped with the necessary measurement 

technology; see section 2.2. 

The four types of hydraulic circuits considered are the following: 

• solar circuit, 

• boiler circuit, 

• heating circuit, 

• domestic hot water circuit. 

For the evaluation, the monthly transferred thermal energy determined using the TeBwA method was compared with 

the corresponding values measured by conventional heat meters as reference values.  

Fig. 8 exemplary shows the accumulated thermal energy transferred within the month of June 2022 from the solar 

circuit of a solar thermal domestic hot water system to the central hot water store. These curves of accumulated 

transferred thermal energy are based on the one hand on the recorded values of a conventional heat meter and on the 

other hand on the values calculated on the basis of the TeBwA method. 
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Fig. 8: Accumulated transferred thermal energy of the solar circuit of a solar thermal domestic hot water system in 

the month of June 2022 

 

As Fig. 8 indicates, the thermal energy transferred, calculated on basis of the TeBwA method, amounts to approx. 

204 kWh. The corresponding value determined with a conventional heat meter is approx. 188 kWh. Thus, there is a 

relative deviation of about +8.4%. The overestimation of the transferred thermal energy in solar circuits mainly 

occurs during periods of solar thermal stagnation. In periods of solar thermal stagnation, no volume flow exists in 

the solar circuit while the temperatures of the heat transfer fluid continuously rise up to certain, relatively high 

temperatures. The evaluation algorithms currently in use sometimes incorrectly detect the presence of a volume flow 

in the solar circuit during stagnation conditions. This incorrect detection of a volume flow, when actually there is 

none, can lead to the described overestimation of the transferred thermal energy. This effect occurred in the second 

half of June 2022. As can be seen in Fig. 8, this led to an increase in the daily deviations between the values 

determined using the TeBwA method and those based on a conventional heat meter. The algorithms used at present 

are currently under improvement, to address the stagnation problem described.  

Due to limited available space, curves of the accumulated thermal energy transferred within one month for the other 

three types of hydraulic circuits are not shown. Tab. 4 lists the monthly transferred thermal energy for each of the 

hydraulic circuits based on the calculations performed by conventional heat meters and by the TeBwA method, as 

well as the relative deviation between both. 

Tab. 4: Conventional and temperature-based energy balancing (TeBwA method) as well as deviation between both  

for the month of October 2021 for various solar thermal systems investigated 

Field test system with corresponding 

hydraulic circuit 

Conventional energy 

balancing by means of 

a heat meter  

[kWh] 

Temperature-based 

energy balancing with 

TeBwA-method 

[kWh] 

Deviation [%] 

System 1* 

Solar circuit 0.0 0.1 - 

Boiler circuit 467.0 503.5 +7.82 

Heating circuit 1,398.0 1,304.0 -6.72 

System 2 

Solar circuit 114.0 121.6 +6.70 

Boiler circuit 97.0 105.9 +9.18 

Domestic hot water circuit 57.0 60.5 +6.19 
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System 3** 

Solar circuit 173.0 177.0 +2.36 

Boiler circuit 2,337.0 2,500.9 +7.01 

Heating circuit 2,024.0 2,015.0 -0.44 

System 4*** 

Boiler circuit 872.0 943.5 +8.20 

Domestic hot water circuit 654.0 621.7 -4.94 

* The solar circuit of field test system 1 was out of service in October 2021 due to technical problems with the controller. 
** For field test system 3, a temporary problem occurred in October 2021 with the programs used for data acquisition. Therefore, 

only 25 days are included for the values shown in Tab. 4 
*** Field test system 4 experienced temporary problems with the temperature sensors used in the boiler circuit in October 2021. 

In addition, modification work was carried out on the boiler. Therefore, for the boiler circuit only 23 days could be considered 

for the values presented in Tab. 4. For the domestic hot water circuit of field test system 4 only 28 days could be considered 

in Tab. 4 due to technical problems. As the solar collectors are damaged, the solar circuit of field test systems 4 is currently 

not in operation. 

Since the solar yield in the month of October 2021 was relatively low due to a small number of sunny days, Tab. 5 

shows supplementary results of the solar circuits of the field test systems for the month of June 2022. 

 

Tab. 5 Conventional and temperature-based energy balancing (TeBwA method) as well as deviation between both  

for the month of June 2022 for various solar thermal systems investigated 

Field test system with corresponding 

hydraulic circuit 

Conventional energy 

balancing by means of 

a heat meter  

[kWh] 

Temperature-based 

energy balancing with 

TeBwA-method 

[kWh] 

Deviation [%] 

System 1 Solar circuit 376.4 349.3 -7.20 

System 2 Solar circuit 188.1 203.9 +8.41 

System 3* Solar circuit 582.3 519.5 -10.78 

System 4** Solar circuit - - - 

* For field test system 3, the measurement track of the solar circuit was temporarily removed to be modified. Therefore, only 

26 days are included for the values given in Tab. 5. 
** As the solar collectors are damaged, the solar circuit of field test system 4 is currently not in operation. 

Tab. 4 and Tab. 5 show, that the monthly transferred thermal energy in the different types of hydraulic circuits can 

be calculated with high precision when using the newly developed TeBwA method for the temperature-based energy 

balancing of thermal systems. The calculation results deviate within a range of ±10.8% compared to the results of 

conventional heat meters. A precise energy balancing of thermal systems, using only low-cost temperature sensors, 

is therefore principally possible. It should be noted however, that the use of the electrical heating elements installed 

in the hydraulic circuits was deliberately omitted. This was done in order to determine the performance of the TeBwA 

method under regular operation of the systems and to avoid additional consumption of electricity. If the electrical 

heating elements were used, the achievable precision would even be higher.  

When assessing the results presented in Tab. 4 and Tab. 5, it should also be taken into account that the comparison 

is based on monthly values. The deviations occurring for individual days are sometimes significantly greater than 

±10%. Future work will therefore, among others, focus on further improving the temperature-based energy balancing 

algorithms developed so far. 
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5. Further Action 

The next steps with regard to the further development of the TeBwA method for the temperature-based energy 

balancing of thermal systems are mentioned in the following. 

The evaluation algorithms to reliably detect the presence of an occurring volume flow within a pipe and the evaluation 

algorithms to subsequently calculate the volume flow rate with high precision will be improved to further increase 

the accuracy of the TeBwA method. 

Investigations will be performed how to increase the accuracy with which small volume flow rates can be calculated 

by using three, instead of two temperature sensors in a measurement track. By an appropriate placement of the three 

temperature sensors in the measurement track, two partial sections with different lengths can be realized. This allows 

a flexible reaction to volume flow changes in the hydraulic circuit under consideration. 

Also, investigations will be performed regarding a targeted increase in the temperature dynamics of the pipe flows 

under consideration. This should enable more precise temperature-based volume flow calculation even if the 

temperature dynamics during regular operation of the hydraulic circuit are temporarily insufficient. Therefore, the 

use of electrical heating elements installed in the measurement tracks will be investigated. One important challenge 

here lies in the development of an activation strategy that leads only to a minimal additional use of electrical energy. 

Additionally, it will be examined to what extent the temporal resolution with which the temperatures in the 

measurement track are recorded can be reduced, without leading to a significant influence on the calculated volume 

flow rates. This approach is intended to reduce the demands on the measurement technology used. This would allow 

for the use of cheaper components and thus reduce the overall costs of the TeBwA method. 

Another aspect that is being investigated lies in a general abandonment of the measurement tracks currently in use. 

As an alternative the required temperature sensors are inserted at a defined distance apart from each other directly 

into the water-bearing pipes. The sections between the temperature sensors act as quasi measurement tracks. The 

abandonment of the presently used measurement tracks would result in a further reduction in costs and also the 

intervention in the hydraulic circuits of the thermal systems would be reduced. 

In the medium term, the authors are intending to commercialize the newly developed TeBwA method for the 

temperature-based energy balancing of thermal systems. For this purpose, a partner from industry is sought at present. 

In cooperation with this partner, the future design of the technical components will be developed. 
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Abstract 

The longwave downward radiation (LDR), emitted by the atmosphere and clouds, is a crucial parameter for the 

determination of the radiative energy budget on the earth’s surface. The direct measurement of LDR is very sensitive 

and requires specialized and expensive sensors, and is commonly not available at most meteorological monitoring 

sites, and considerable efforts have been made to determine LDR from the available atmospheric parameters of a 

particular site. This work presents an analysis of the longwave downward atmospheric radiation in a region of desert 

conditions. The performance of several downward longwave radiation models has been evaluated during clear-sky 

conditions, determining the more adapted empirical relation for the observed local conditions. For validation, ground 

measurements of LDR and atmospheric parameters were used at two different sites covering a period of several 

years. The statistical analysis using the original empirical coefficients of the models evaluated here shows under or 

over-estimation of the measured data. A local calibration was performed, retrieving the local coefficients over a 

period of one year, showing a decreased errors and a better statistical analysis for estimating clear-sky LDR under 

the local conditions of Qatar.   

 

Keywords: longwave downward radiation, clear-sky, desert conditions, radiation budget 

1. Introduction 

The atmospheric longwave downward radiation (LDR) is an important parameter for the determination of the 

radiation budget at the earth’s surface. It depends mainly on the vertical distribution of air temperature, water vapor, 

and the presence of aerosols and clouds in the atmospheric column within the first few kilometers above the ground.  

Equation 1 shows the calculation of the net radiation budget Rn in W/m2, including the absorption and reflection of 

the incoming shortwave solar radiation, as well as the longwave upward and downward radiation. 

𝑅𝑛 = (1 − ) ∗ 𝐺 + 𝐿𝐷𝑅 − 𝐿𝑈𝑅        (eq.1) 

where G is the global horizontal radiation received on the earth surface,  is the ground albedo and LUR is the 

longwave upper radiation emitted from the earth's surface towards the atmosphere. 

Direct on-site measurements are usually the most accurate method used to obtain the long-wave downward radiation 

component of the atmosphere. When not available, several models exist in the literature for the estimation of the long 

wave downward radiation, generally based on the Stefan–Boltzmann law, and depending on the atmosphere’s 

emissivity and the fourth power of the absolute temperature. The most accurate models are generally the numerical 

radiation transfer models used with the correct atmospheric input information; however, the correct input parameters 

are not usually available and these models are in general complex and time consuming. More simple models exist, 

based on empirical correlations between LDR and readily available meteorological observations, such as sunshine 

duration, air temperature and vapor pressure. These models are mostly developed under clear sky conditions, wherein 

the emissivity depends largely on the air temperature and water vapor pressure, and they are more adapted to the site 

where they were developed and locally calibrated.  

In the present study, we evaluate 9 clear-sky models proposed in the literature to calculate the emissivity and 

consequently LDR, and compare it with LDR measured at ground level at two different sites in Qatar. The objective 

is to determine the more suitable emissivity model to the atmospheric conditions observed here, and to perform local 

calibration to develop local models. 
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2. Methodology 

In clear-sky conditions, LDR estimation follows the equation 

𝐿𝐷𝑅 =   ∗  𝜎 ∗ 𝑇𝑎
4  (eq.2) 

where  is the effective clear-sky emissivity of the atmosphere,  is the Stefan Boltzmann constant and Ta is the 

integrated temperature over the atmospheric column above the ground that emits longwave radiation. 

Ta is typically estimated from ground-based meteorological observations, and is considered here as the ambient air 

temperature in Kelvin. 

 is calculated with empirical equations: some of these equations consider the temperature alone such as in equations 

3 (Swinbank, 1963) and 6 (Idso and Jackson, 1963), some consider the water vapor pressure ea alone such as in 

equation 4 (Brunt, 1932), and some consider both Ta and ea such as in equations 5 (Brutsaert, 1975), 7 (Idso, 1981), 

8 (Sugita and Brutsaert, 1993), 9 (Duarte et al., 2006), 10 (Kruk et al., 2010), and 11 (Prata, 1996). 

𝜀 = 9,365 ∗  10−6 ∗  𝑇𝑎
2         (eq.3) 

𝜀 = 0.52 + 0.065 ∗  𝑒𝑎
1

2⁄          (eq.4) 

𝜀 = 1.24 ∗  
𝑒𝑎

𝑇𝑎

1
7⁄
          (eq.5) 

𝜀 = 1 − 0.261 ∗  exp (−0.00077 ∗ (𝑇𝑎 − 273.13)2))     (eq.6) 

𝜀 = 0.7 + 5.95 ∗ 10−5 ∗ 𝑒𝑎 ∗  exp (
1500

𝑇𝑎
)      (eq.7) 

𝜀 = 0.714 ∗  
𝑒𝑎

𝑇𝑎

0.0687
        (eq.8) 

𝜀 = 0.625 ∗  
𝑒𝑎

𝑇𝑎

0.131
        (eq.9) 

𝜀 = 0.576 ∗  
𝑒𝑎

𝑇𝑎

0.202
        (eq.10) 

𝜀 = 1 − ((1 + 𝜔) ∗ 𝐸𝑥𝑝 (−(1.2 + 3 ∗ 𝜔)0.5)), 𝜔 = 0.465 ∗ (
𝑒𝑎

𝑇𝑎
)   (eq.11) 

In order to determine the water vapor pressure ea, we use the definition of the relative humidity RH and the water 

vapor saturation pressure calculation, following the equations by Wagne and Pruß (2002): 

𝑅𝐻 =
𝑒𝑎

𝑒𝑎𝑠
∗ 100%         (eq.12) 

𝜗 = 1 − 
𝑇𝑎

𝑇𝑐
            (eq.13) 

ln (
𝑒𝑎𝑠

𝑒𝑐
) =  

𝑇𝑐

𝑇𝑎
∗ (𝐶1𝜗 + 𝐶2𝜗1.5 + 𝐶3𝜗3 + 𝐶4𝜗3.5 + 𝐶5𝜗4 + 𝐶6𝜗7.5)          (eq.14) 

Where eas is the water vapor saturation pressure, Tc and Pc are respectively the water vapor critical temperature 

(647.096 K) and critical pressure (220 640 hPa), and Ci are empirical coefficients.  

In order to determine the clear sky conditions, we calculate a clear-sky ratio Kc as follows:  

𝐾𝑐 =
𝐺

𝐺𝑐
           (eq.15) 

Where G is the measured global horizontal irradiance and Gc is the clear-sky global horizontal irradiance calculated 

using the ESRA clear-sky model (Rigollier et al., 2000). The clear-sky conditions are those for which the clear-sky 

ratio is greater than 0.85. 

In this study, we use the cited equations proposed in the literature to calculate the emissivity in clear-sky conditions, 

and then insert it into equation 2 to estimate LDR and compare it with LDR measured at ground level. All LDR and 

solar data are aggregated into 10-min averages in order to match the temporal resolution of the meteorological data. 
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3. Experimental setup 

For the ground measurements of LDR two different pyrgeometers were used, a CGR4 and an MS-202, each installed 

at a different site (different location and conditions), with the sites located 85 km apart. The CGR4 pyrgeometer from 

Kipp and Zonen (highlighted with a red circle on the top right of figure 1), is part of a complete solar monitoring 

station installed at the rooftop of the research building of the Qatar Environment and Energy Research Institute in 

Doha, indicated here as site 1, measuring all the broadband solar radiation components, namely beam or direct normal 

(Gb), global horizontal (G) and diffuse horizontal (Gd) irradiances. The CGR4 is mounted on a sun tracker, and has 

a shading mechanism to prevent direct exposure to solar radiation. It also has a ventilation unit to help stabilize the 

dome temperature and reduce dust accumulation on the dome. An automatic weather station (AWS) is installed 

nearby on the same rooftop, measuring the meteorological parameters (temperature, relative humidity, pressure, and 

wind speed and wind direction), at 3m height from the rooftop surface. It is to be noted that the whole experimental 

setup described here for site 1 has been slightly relocated to another location within the same vicinity, therefore we 

differentiate in the data analysis between the period 2014-2017, and the period 2020-2021.  

The MS-202 is installed as a standalone sensor on a horizontal platform (figure 1, bottom right) at a remote site in 

the desert, called here site 2. A high-quality solar monitoring station is also installed on-site, measuring G, Gb, and 

Gd. Few kilometers apart, an AWS is installed by the Qatar Meteorological Department and measures the 

meteorological components, at 10 m height from the ground. The analysed period for site 2 is for years 2020 and 

2021. 

Cleaning of the sensor domes and checking of the alignment of the radiation sensors are done regularly (twice a 

week). The solar and LDR data are collected as one-minute averages, and quality checks were applied to filter out 

low quality data, based on physically possible limits. The meteorological data are collected as 10-minute averages. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1: Two experimental sites and two types of equipment: Kipp and Zonen station (top), EKO station (bottom). 

4. Analysis and Results 

For the comparison between the estimated and measured LDR, we represent the data in two-dimensional scatter 

plots. Figure 2 shows the scatter plot of the modeled and measured LDR at site 1 (left) and site 2 (right), using 

equations 4 and 3 respectively to determine the clear-sky emissivity for year 2020. The one-to-one line is indicated 

in red. As discussed above, the clear sky conditions are determined using the ESRA model to determine the clear-

sky index. Only data with positive radiation values and solar zenith angle less than 90 degrees, and clear sky ratio 

higher than 0.85 are considered. The performance of the emissivity models described in equations 3 to 11 is evaluated 

in terms of the mean bias error (Bias) and the root mean square error (RMSE). The difference and its square between 

the estimated and measured LDR data at the same time stamps is calculated for a one-year period. These differences 

and their squares are summarized to determine the corresponding bias and root mean square error, and then expressed 

in relative values (rBias, rRMSE) with respect to the mean values calculated from the ground measurements. Tables 
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1 and 2 show the statistical parameters of the comparison between measured and estimated LDR, reporting the 

number of data points, the relative bias and the relative RMSE. The correlation factors were also calculated and 

found to be greater than 0.9 for all the comparisons considered here. 

 

 

Fig. 2: Comparison between estimated and measured LDR for clear-sky conditions in year 2020. Site 1 (left). Site 2 (right). 

Tab. 1: Statistical parameters for the validation of several models for estimating LDR. Site 1 (2014-2017). The lowest values are 

highlighted in red. 

SITE 1 

Year 2014 2015 2016 2017 

Npoints 1113 871 1862 1052 

Error(%) rBias rRMSE rBias rRMSE rBias rRMSE rBias rRMSE 

Eq 3 -8.17 9.06 -8.65 9.57 -9.02 9.9 -9.13 9.62 

Eq 4 9.93 13.09 7.64 11.28 8.15 11.23 10.34 13.88 

Eq 5 10.65 13.68 8.33 11.87 8.87 11.84 11.021 14.44 

Eq 6 -3.92 5.7 -4.36 6.29 -4.72 6.38 -4.87 5.84 

Eq 7 0.49 3.78 0.46 3.7 -0.52 3.99 -0.79 2.94 

Eq 11 -14.14 14.77 -14.41 15.12 -15.21 15.68 -14.46 14.88 

 

Tab. 2: Statistical parameters for the validation of several models for estimating LDR. Site 1 (2020-2021). The lowest values are 

highlighted in red. 

SITE 1 

Year  2020 2021 

Npoints 1721 1376 

Error(%) rBias rRMSE rBias rRMSE 

Eq 3 -7.04 7.88 -4.72 6.18 

Eq 4 14.67 17.736 15.3 18.12 

Eq 5 15.27 18.19 15.99 18.69 

Eq 6 -2.90 4.87 -0.49 4.37 

Eq 7 1.24 3.24 3.7 5.04 

Eq 11 -12.58 13.11 -11.29 12.25 

Tab. 3: Statistical parameters for the validation of several models for estimating LDR. Site 2 (2020-2021). The lowest values are 

highlighted in red. 

SITE 2 

Year 2020 2021 

Npoints 1613 1640 

Error(%) rBias rRMSE rBias rRMSE 

Eq 3 -15.87 16.57 -17.69 18.49 

Eq 4 -0.96 6.59 0.13 6.22 

Eq 5 -0.34 6.53 0.746 6.16 
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Eq 6 -11.96 12.89 -14.18 15.28 

Eq 7 -8.71 9.96 -10.68 11.74 

Eq 11 -23.15 23.69 -23.77 24.22 

 

From the statistical parameters presented in tables 1,2, and 3, the performance of the different models evaluated here 

is consistent between the studied years of one site, however they are not the same if we compare the two sites between 

them. In site 1, the lowest errors are observed while using the emissivity modeled in equation 7 for all the studied 

years except for year 2021, while modeling the emissivity using equation 4 and 5 shows the lowest errors for site 2. 

The observed difference in the calculated errors of the two sites may be due to the fact that the meteorological 

parameters used in the emissivity model are firstly measured at two different heights between the two sites (at 3m in 

site 1 and 10 m in site 2), and secondly the AWS in site 2 is a few kilometers away from the main site, which may 

have introduced some local bias in the comparison between the estimated and measured LDR. Hereafter, we use the 

data of site 1 to determine the local calcibration for the LDR estimation. 

The performance of the models in equations 8 to 10 were also evaluated, however their results are not displayed here 

since they show high errors. These models have a relation between the emissivity and the ratio ea/Ta that is similar 

to the equation determined by Brutsaert in equation 5, but with different coefficients depending on the location where 

they were derived.  

𝛆 = 𝐂𝟏 ∗ (
𝐞𝐚

𝐓𝐚
)𝐂𝟐            (eq 16) 

In order to determine the coefficients for the local conditions found in Qatar, we studied in figure 3 the relation 

between measured LDR and the ratio ea/Ta, using clear-sky LDR data of year 2015 in site 1. The function found to 

better fit both was determined, and the two coefficients C1 and C2 are obtained from the fit and are shown in the 

statistics box of figure 3 as p0 and p1, respectively. 

 

Fig. 3: Correlation between measured LDR and the ratio ea/Ta, using clear-sky LDR data of year 2015 in site 1. 

The same local calibration was performed for equation 7 (the best performing model at site 1), using clear-sky LDR 

data of year 2015 in site 1. In order to determine the coefficients for the local conditions found in Qatar, we 

determined the function that better fit the data using equation 14; the two coefficients C3 and C4 are obtained from 

the fit and are shown in the statistics box of figure 4 as p0 and p1, respectively.  

𝜺 = 𝑪𝟑 + 𝑪𝟒 ∗ 𝒆𝒂 ∗  𝐞𝐱𝐩 (
𝟏𝟓𝟎𝟎

𝑻𝒂
)          (eq 17) 
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Fig. 4: Correlation between measured LDR and the ratio ea* exp(1500/Ta) using clear-sky LDR data of year 2015 in site 1. 

In order to evaluate the performance of the two local models, we used a different dataset than the one used to develop 

the models. LDR is calculated using equations 15 and 16 and compared with ground measured LDR.  

𝛆 = 𝟎. 𝟗𝟓𝟗 ∗ (
𝐞𝐚

𝐓𝐚
)𝟎.𝟎𝟓𝟔𝟐           (eq 18) 

𝜺 = 𝟎. 𝟕𝟓𝟑 + 𝟐. 𝟓𝟑𝟓 ∗ 𝟏𝟎−𝟓 ∗ 𝒆𝒂 ∗  𝐞𝐱𝐩 (
𝟏𝟓𝟎𝟎

𝑻𝒂
)        (eq 19) 

The statistical parameters are displayed in table 4 and show a slight decrease in the error compared to the best 

performing model for site 1. 

Tab. 4: Statistical parameters for the validation of several models for estimating LDR. 

Year 2014 2016 2017 

Npoints 1113 1862 1052 

Error(%) rBias rRMSE rBias rRMSE rBias rRMSE 

Eq 18 1.03 3.16 -0.06 2.69 0.44 2.44 

Eq 19 1.32 3.43 0.16 2.87 0.57 2.54 

5. Conclusions 

In this contribution, the performance of several models estimating the longwave downward radiation is evaluated 

against ground measurements in two different locations in Qatar, for 5 years in site 1 and 2 years in site 2. The 

relative Bias and relative RMSE of the assessment are reported separately for each year. The results show that the 

models considering both the temperature and water vapour pressure perform better than the models using 

independently in their empirical relation either the temperature or the water vapor pressure. A local calibration was 

also performed and local empirical coefficients were determined. The results of the new determined models 

estimating LDR showed a good performance when validated with 3 years of ground measurements, separately, 

achieving errors lower than 3.5% with 10-minute resolution data. It is recommended to use these new empirical 

relations when determining clear-sky LDR in similar atmospheric conditions. A potential continuation of this work 

will include the validation and calibration of the LDR model under all-sky conditions.  
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Abstract 

The development of renewable energy is urgent given the current climate change and Europe energy supply contexts. 

Among the renewable sources, solar energy is promising and solar technologies spread quickly in the last years. The 

local production matching with the local energy demand is possible with these technologies and needs to be promoted 

in the next years to limit the loss induced by the transportation and storage of energy. However, solar potential 

(irradiation received on a surface) as well as demand are complex to model with accuracy, as many phenomena 

impact it (shading…). This study proposes a methodology to map solar potential in a rural area, considering several 

aspects such as the local climate, topography and global climate change.  A first overview of the workflow developed 

is presented, combining several software in order to study the solar potential and its influence on the energy mix at 

the scale of a village located in a rural area. In particular, the focus is made on mountainous regions which are isolated 

areas with strong environmental constraints. This work will present a short state of the art, a first overview of the 

workflow developed which presents the tools that will be used to investigate the solar potential and the territory that 

will be studied.   

Keywords: solar potential, renewable energy, energy mix, rural territory, energy modelling, software 

 

1. Introduction 

The world is currently facing an increase in global energy demand, partly caused by population growth. This leads 

to negative impacts on the environment through air and water pollution, gas emissions (with CO2 emissions that are 

expected to rise). Therefore, there is a need to act to limit CO2 emissions associated with energy consumption and 

production. Targets have been set by many states in this sense and achieve carbon neutrality by 2050. The overall 

population increase is mainly related to an increase of the population in urban areas, which results in the energy 

demand being located in cities, in addition to the fact that buildings consume a large proportion of the energy (75% 

of the energy demand in 2050). 

In order to reduce global energy demand and achieve the carbon neutrality goal, one possibility is to decarbonize 

energy production through the development of renewable energies and the increase of sustainable energy sources 

sharing in the energy mix. However, these renewable energies face many challenges, which are intermittency, 

difficulty of forecasting and variability in time and space, which could induce a mismatch between demand and 

production, which will lead to the need to resort to fossil fuels/national grid or storage solutions.  

To limit storage solutions as well as the injection of renewable energies into the grid (which creates an adverse impact 

on it), local consumption of energy in micro-grids or self-consumption of the energy produced should be considered. 

Thus, the spatial dispersion of renewable energies can be an advantage as it can allow them to be exploited locally, 

thus limiting the losses that can be induced during their transportation and distribution (reduction of the electricity 

sent to the national grid). Among the renewable energies, solar energy has many advantages: 1) it has a strong 

potential, 2) is a mature and competitive technology and 3) allows buildings (which are the first source of energy 

consumption) to contribute to the production of renewable energy, thanks in particular to the unused space on the 

roof (and possibly also on façades). However, solar energy cannot cover alone the needs of the whole territory (for 
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example at night or on cloudy days). It is therefore important to study the complementarity of solar energy with other 

energies such as wind or hydropower to meet the need at every moment and thus limit storage and the use of the grid.  

Despite the fact that energy is mainly consumed in cities, rural mountainous areas are the best locations for energy 

harvesting, as it offers large space and resources (like biomass from agriculture and livestock). These territories are 

isolated with less developed electricity networks, thus need autonomy and energy security but have quite strong 

environmental constraints (temperature, reflection, masks due to relief).  

It could thus be interesting to study the possibility for these territories to be electrically or energetically self-sufficient, 

given their high potential and low energy intensity (compared to cities), with a view to limit energy transportation. 

Thus, we need to be able to estimate solar energy accurately in time and space, for each building and considering 

particular challenge of rural area as local climate, topography and also climate change. 

This paper presents the whole framework (workflow, data, case studies) that will be employed to deal with all the 

above problems. The paper will be structured as followed: the section 2 will present an overview of the literature that 

helps us to define the methodology, the section 3 will present preliminary results that justify the study that will be 

conducted, the section 4 will present the framework of our work (including the methodology and the case studies 

that will be used thereafter).  

2. State of the art  

In order to determine the adequation between the demand and the production at the scale of a mountainous territory, 

it is necessary to determine solar potential for this place. The estimation of the solar potential has been widely 

discussed in the literature. However, the main works focus on estimating the solar potential at an urban scale (Barrag 

et al., 2019; Brito et al., 2012; Lobaccaro et al., 2019; Redweik et al., 2013). There are also many works relating to 

the estimation of solar potential at large scale: solar potential have been evaluated for Spain in (Izquierdo et al., 2008) 

through the use of statistical sampling, for Mexico in (Rosas-Flores et al., 2019) by estimating the number of panels 

possible to be installed by household with the methodology of peak sun hour, in Switzerland (Assouline et al., 2017, 

2018) with machine learning approach or also in large region (Bergamasco & Asinari, 2011; Kodysh et al., 2013).  

However, only few studies investigate solar potential in rural areas. For instance, in (Notzon et al., 2021), the study 

concerns buildings located in the Alps, researching for the self-consumption suitability of solar panels while 

considering the presence of snow and particular demand. Finally, two publications concern small villages in 

Switzerland. (Mavromatidis et al., 2015) study the village of Zernez, calculate the solar potential while considering 

the surrounding topography, use Swiss norms to define typical electrical profile in order to model the demand, and 

use the concept of Energy Hub which allows them to be linked to grid modelling and storage. The location of the 

photovoltaic systems to be installed is then optimized to limit costs while maximising the share of renewable energy. 

Similarly, (Mohajeri et al., 2019) study the village of Hemberg, develop a new workflow combining several 

modelling tools (ArcGIS, QGIS, CitySim, Homer, Meteonorm), which allow them to evaluate different strategies for 

sustainable development of the village. Indeed, it models heating and cooling demand, solar and wind potential 

considering future typical weather files and evaluate the influence of retrofitting and expansion of the village. Thus, 

it can be seen that there is a lack of study concerning rural and mountainous territories that must be filled.  

The estimation of solar potential is a harsh task that needs to be handled with the numerical tools appropriate in term 

of both spatial and temporal scales. Several software could be used to study solar potential but Grasshopper 

environment with Ladybug plugin has been often used recently (with Honeybee for energy demand simulation) 

(Evola et al., 2020; Freitas et al., 2020; Hoseinzadeh et al., 2021; Notzon et al., 2021; Xu et al., 2021). In particular, 

the workflow developed by (Naboni et al., 2019) has drawn our attention: the workflow developed uses the software 

Rhinoceros and the Grasshopper environment and combines several plugins (Ladybug, Honeybee, Dragonfly, 

Butterfly) which allows to take many aspects into account (solar potential, energy demand, urban microclimate, 

climate change, fluid dynamic). Grasshopper is a python-based plugin, which allows to conduct parametric studies 

and can also be found in CitySim software (Peronato et al., 2017). These works have allowed us to define the 

numerical tools that will be used in the workflow.  

Modelling building energy demand has been also widely discussed in the literature and lots of different 

methodologies could be employed, which depend mainly on the data availability and the objectives of the modelling. 

Building energy modelling could be classified into top-down (aggregated data (socio-econometric and technological 

indicators and building energy use)) and bottom-up approaches (disaggregated data)(Hu et al., 2021; Torabi 

Moghadam et al., 2017). Bottom-up approaches can also be classified into sub-categories : physics-based model 
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(analytical model, implemented in energy building modelling software), data-driven model (based on machine 

learning algorithms) and hybrid model (Wong et al., 2021). However, all these different methodologies are applied 

to case studies where lots of data are available (like energy consumptions per building, wall materials, year of 

construction). Top-down models could be the most suitable in our study, as it uses statistics and can deal with the 

lack of data.   

After having estimated the solar potential and the energy demand, it is important to analyze this solar potential to 

encourage the deployment of solar systems. As the transportation of electricity induces energy losses, it is important 

to see if the energy produced could be used at local scale. Therefore, recent studies are focusing on the study of the 

matching of demand and production. It can be done at building scale for Net Zero Energy Buildings (Lund et al., 

2011), including wind energy or storage (Cao et al., 2013). It can also be done at a larger scale, using TABULA and 

ISTAT database in order to model the energy demand and then finding the best locations for solar panels (Groppi et 

al., 2018), considering the evolution of the demand with prospective scenario (Groppi et al., 2018) or at a national 

scale (Al-Ghussain et al., 2021). Some studies also employed indicators as for example self-consumption rate (share 

of the electricity generated by the PV system that is consumed by the buildings where the panels are located), the 

self-sufficiency rate defines as the percentage of electricity demand that could be supplied by the PV systems or ramp 

rates (sudden variations of power due to the infection of electricity on the grid) to optimize the part of solar potential 

that will be transformed in electricity through PV panels (Freitas et al., 2018; Thebault and Gaillard, 2021).  

3. Preliminary results 

The first study carried out consisted in showing the interest of studying mountainous territories. For this, data 

collected in a previous study were used. The available data concern the territory of the Greater Geneva (Thebault et 

al., 2022). It contains the annual electrical consumption, the ground surface, the maximum installable solar panels 

surface, the electrical energy potentially producible in one year, the maximum peak power installable and the self-

consumable energy per building. For each building in the Greater Geneva area, the altitude has been found by using 

a Digital Elevation Model DEM) in QGIS software. The DEM used was made under the framework of the Copernicus 

program and available for the European continent. As the goal is to study the influence of altitude, data concerning 

Geneva were removed by keeping only data were the altitude is above 470 m (the maximum altitude of Geneva is 

463 m).  

Two indicators were defined for this study: 

• Annual PV system energy potential production (kWh/m²/y) divided by annual electric consumption 

(kWh/m²/y). It is an indicator providing some insight on the self-sufficiency potential, which allows to see if a 

building could, theoretically (on a yearly basis), produce enough electricity to match its consumption. Of course, 

without any electrical storage solution, this indicator is not an actual self-sufficiency indicator. 

• Annual PV system energy potential production (kWh/m²/y) divided by ground surface (m²). It allows to 

assess the usable roof surface compared to the building footprint.  

These two indicators have been plotted against altitude (Fig. 1 and 2). It appears that as altitude increases, the energy 

situation is different from that in the plain which requires a specific attention. On Fig. 1, it seems that the ratio 

between the energy that can be produced by solar systems and the energy consumed per building is getting higher 

when the altitude increases. Thus, the match between consumption and production is increasing with the altitude on 

an annual basis. It can be explained by the fact that when the altitude increases, the territory become more rural. 

There are more houses with garden than apartment blocks. Buildings are therefore less impacted by overshadowing 

and self-shadowing effect. It can also be assumed that, with increasing altitude, there is less impact of far shadow 

caused by mountains (mask effect). However, attention should be paid because only the electric consumption is 

available. It could be possible that the share of housing in mountainous areas where heating is provided by biomass, 

gas or oil boilers is greater than in urban areas. 

Similarly, on the Fig. 2, it appears that the ratio between the energy that can be produced by PV systems and the 

ground surface is increasing with altitude. Thus, the energy that can be produced by one building should be more 

important if this building is located in a mountainous area rather than in the plain. It could also be explained by 

shadowing effect of neighboring buildings and mask effect. It could also be explained by the fact that apartment 

blocks have a smaller share of roof surface compared to houses (and in addition, these roofs are also used for facilities, 

like HVAC equipment (heating, ventilation and air-conditioning)). Thus the electricity produced by solar systems is 

reduced due to the smallest surface of panels. 
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The majority of the housing stock that will be present in 2050 is already built. The main actions to be implemented 

to control the consumption of buildings are the renovation of these buildings and installation of solar systems to 

increase the production of renewable energy (and reach the carbon neutrality). It is therefore important to study the 

buildings already present on the territory.  

 

Fig. 1: Energy producible by solar systems divided by energy consumption according to altitude, per building (of the greater Geneva 

area) 

 

Fig. 2: Energy producible by solar systems divided by ground surface according to altitude, per building (of the greater Geneva area) 

4. Framework 

4.1 Methodology  

After having investigated the actual literature background about solar modelling and renewable energy matching 

with demand in rural area and see that mountainous buildings present a good potential to harness solar energy, we 

present a working environment combining several software/plugins in order to study the solar potential (Fig.3). One 

possible combination could be the use of Rhinoceros for the 3D modelling of the study case and the use of the 

Grasshopper environment to compute parametric study. In Grasshopper, the plugins employed would be Ladybug 

for the estimation of the PV generation potential, Honeybee to simulate the energy demand, Dragonfly and Butterfly 

to consider the climatic specificities of the studied region (UWG, fluid dynamics, heat island effect). Meteonorm and 

QGIS/ArcGIS will also be used respectively to obtain climate data and mapping building in an appropriate model 

for solar analysis.  
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Fig. 3: Proposed workflow that will be implemented in the study 

Before selecting the appropriate workflow to conduct our study using a multi-scale approach, several tools will be 

compared that are available for solar potential modelling including ArcGis using the Solar Analyst or CitySim 

software (which also offer the possibility of parametric modelling with a Python plugin and Grasshopper plugin).  

Our approach, presented in the workflow in Fig. 3, is intended to be multi-scale, focusing at the same time on 

production and consumption at individual house level but also at the scale of the municipality. Indeed, the individual 

level is important to be precise in the modelling of solar potential and energy building consumption and the larger 

scale will allow to see if aggregation of the demand and the production could improve the matching between demand 

and supply. The selected software are relevant to answer this question as Rhinoceros coupled with Grasshopper 

plugins (Ladybug and Honeybee) could be used to study the scale of the neighborhood, like houses in the center of 

the selected rural village, and ArcGIS and Solar Analyst module could be used at a larger scale like the whole area.  

The study of the solar potential will be focused on urban/rural territory, and more particularly on the specificities of 

a mountainous area. There will be a need to consider the topography (mask effect of the surrounding mountain), the 

local climate (specific climatic data of the area, effect of the wind in a valley) and the presence of snow in the winter 

season. The influence of climate change on the solar potential will also be investigated through the use of future 

weather files (considering exceptional event like heat waves). As it will be explained in the next section, it is 

particularly challenging to model rural territories because very few data are available compared to cities.  

The objective is to consider the solar potential in the energy mix at the scale of a village and its influence on the 

share of renewable energies in the electricity mix. Thus, the goal will be also to model the energy demand considering 

the influence of local climate on the demand. Several methods will be experimented to model the demand: using 

historical data of the studied area, using typical electric profiles depending on the type of building and number of 

inhabitants or using simulation tools (like CitySim or Honeybee plugin of Rhinoceros) (or using statistical methods). 

For the first two methods, the modelling should predict future consumption profile according to climate evolution.  

Finally, the self-consumption and self-sufficiency at the scale of the village will be studied. The maximization of the 

self-consumption (maximization of the dynamic response of production to demand), limitation of storage options 

and minimization of the grid interactions could be possible through the optimization of the location of photovoltaic 

installations. The potential of other renewable energies, as for example wind energy with CFD studies, could be 

potentially investigated. 
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4.2 Case studies 

The small town of Le Grand Bornand (Fig. 4 (a)) has been selected as a case study because this city, located in the 

French Alps (Fig. 4 (b)), is part of the project “Grand [La]Bo”, in progress between the University of Savoie Mont 

Blanc and the territory of Le Grand Bornand and its actors. This project aims at investigating the impact of the town 

on its surrounding, on three themes: agriculture, tourism, and local community life (which includes energy, waste, 

air and water quality). The project wishes to carry out a transdisciplinary territorial diagnosis with the aim of having 

a sustainable trajectory (development of soft tourism for example), while keeping a sustainable economic model for 

the station and raising the awareness of political actors on these issues. The village faces particular stakes, as it wants 

to keep the image of a traditional mountainous village but become an attractive place for tourism with its ski station 

during winter (and summer).  

However, very few data are available for this area. Actually, as the energy consumption is localized mainly in the 

city, rural areas are not much under studies, and the only data available is the village cadaster. Thus, it is not possible 

to have access to building geometry data, to population distribution, or even to building’s height or year of 

construction, which are the data used by most of the methodology to estimate solar potential and building 

consumption. Currently, the National Institute of Geographic and Forest Information (IGN) is conducting a campaign 

to acquire high-density LiDAR data over the entire French metropolitan territory in order to offer the finest 3D 

description ever established on the scale of the entire country. The campaign has started this year and the first LiDAR 

tiles are publicly available. However, the selected area has not been yet recorded. In France, access to data is not 

easy also because of the privacy legislation, especially for residential building consumptions, that are measured but 

not publicly available. Concerning meteorological data, the weather stations are often located close to big cities, at 

airport for example. As urban weather generators are employed to correct these measures and make them correspond 

to the reality, the suitability of using these measures for rural areas must be verified. The lack of data is a real problem 

in our case study, it will be explained below how to deal with this issue.  

For these reasons, as a first step an initial study will be carried out on a village of mid-mountains areas close to Le-

Grand-Bornand but located in conurbation of the Greater Geneva where much more data are available. This first 

study will allow to become familiar with the tools that will be employed and understand the various problems that 

could be encountered during the use. The first step of the work will be to study the influence of the mountainous 

location, mainly through the topography and the temperature, compared to plain location. A particular attention will 

be put on the meteorological data.  

In the long run, the goal will be to compare the results obtained with those of another small city in the Pyrenees in 

the Spanish part, as the topography would be similar. It would allow to see the impact of the climate and local 

specificities, like urban morphologies or building typologies. However, the methodology employed to study the area 

could change if the availability, the format, or spatial or temporal accuracy of data are different.  
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Fig. 4: Urban envelope of the village (a) and aerial view of the municipal territory (b) of Le Grand-Bornand (P.L.U. Le Grand 

Bornand) 

5. Conclusion 

In the present paper, it has been shown that there is a lack of studies concerning the modelling of solar energy and 

building energy consumption in mountainous territories. Moreover, it has been shown that the buildings in these 

areas present specific energetic situation. As these territories are isolated, it is relevant to study them and see if they 

could be self-sufficient (to avoid the transportation of energy). A workflow has been presented, which combines 

several numerical tools in order to study the solar potential in a mountainous area and the methodology that will be 

conducted. The territories that will be investigated are presented.   
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Abstract 

This study presents a comparative study on one-month solar radiation datasets for solar energy analysis in 

Trondheim. Such datasets differ among the sources (i.e., satellite observations, reanalysis, weather stations), the 

radiative parameters (i.e., global horizontal irradiance, diffuse horizontal irradiance, and direct normal irradiance), 

and the time resolutions (i.e., one-minute, one-hour). The plane of array irradiance amounts impinging on a 

photovoltaic panel are determined through the decomposition and transposition models implemented in the pvlib-

python tool or measured with a pyranometer oriented as the photovoltaic panels. Then, the photovoltaic energy 

production is quantified and validated against experimental data and the accuracy of the estimation is evaluated 

with the Mean Biased Error (MBE) and the Root Mean Squared Error (RMSE). Data about photovoltaic energy 

generation are collected from the Zero Emission Building (ZEB) Test Cell Laboratory, in Trondheim (Norway). 

The main research goal is to determine which dataset can better estimate photovoltaic energy production in the 

chosen location. Datasets providing direct measures of the plane of array irradiance or direct normal and diffuse 

horizontal irradiance amounts allow to reduce the length of the model chain. In particular, the dataset with the 

hourly plane of array irradiance observations from the ZEB Test Cell Laboratory permits quantifying the hourly 

energy generation from photovoltaics with the highest accuracy (MBE is 3.97 Wh, RMSE is 45.60 Wh). The 

results demonstrated how the datasets based on observations are more accurate than the datasets based on satellite 

imaging or numerical reanalysis.  

Keywords: Photovoltaic, Solar energy, Simulations, Monitoring, High latitudes. 

1. Introduction 

In the era of the energy transition towards a low-carbon society, it is necessary, among the others, to boost the 

exploitation of renewable energy sources (RES), to improve the energy efficiency of building stock towards 

energy positive districts, and to promote sustainable development actions (e.g., decarbonisation, greenification). 

In that regard, the deployment of RES and high energy efficiency measures can potentially contribute to 90% of 

the required greenhouse gas emissions (GHG) reductions (International Renewable Energy Agency, 2022). 

The solar and wind energy represent the main drivers of the low-carbon energy transition. In particular, the solar 

photovoltaic (PV) showed the highest growth rate (average annual increase of 36% in the past 30 years) among 

the RES (International Energy Agency, 2021a). PV is expected to account for 13% of the power production by 

2030 compared with the current 1.7% (International Renewable Energy Agency, 2022), and to cover up to 33% 

of the total global energy needs by 2050 (International Energy Agency, 2021b). 

Within this framework, new opportunities for solar energy production are actively investigated in Norway to 

counterbalance the growing energy demand which is currently satisfied by hydropower and wind power. In 

Norway, the solar energy showed the greatest growth throughout the last five years and the installed solar power 

has increased from 3 MW (2015) to 140 MW (2020) (Fig. 1) (Energy Facts Norway, 2021). The misconception 

that the level of irradiation is much lower in the Nordics than in the Continental Europe partially contributed to 

such a delay in the exploitation of solar energy (Formolli et al., 2021). However, there are some advantages in 

installing PV systems at high latitudes like the high efficiency due to the low temperatures and the significant 
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amount of solar energy which is reflected by the snow covering the ground (Dubey et al., 2013).  

 

Fig 1: Development in installed capacity for solar power in Norway (Energy Facts Norway, 2021). 

To boost more the solar energy penetration in Norway, it is necessary to design highly effective PV and to 

implement a model chain to accurately simulate their energy generation. Although the high number of overcast 

days (particularly in the wintertime) makes difficult to estimate the global irradiation impinging on PV, recent 

advancements in solar irradiance model chain enables more precise calculations methods (Yang, 2022). 

Decomposition models exploiting one-minute radiation datasets have been implemented to evaluate instantaneous 

effects such as the cloud and albedo enhancement, while some hourly transposition models appear to be equally 

applicable to one-minute data (Gueymard, 2017). 

The present study focuses on the investigation of the influence of different solar radiation datasets on PV energy 

simulation. One-month solar radiation datasets for Trondheim location are retrieved from various sources (i.e., 

satellite observations, weather station) and then used as input parameters in the pvlib-python package (Holmgren 

et al., 2018) to estimate the plane of array irradiance (POA). The comparative analysis of the results against 

experimental data permits to preliminary identify the most adequate datasets to be used in PV energy analysis. In 

this context, this study is part of a wider research which aims at developing a model chain for prediction of energy 

generation from PV to be applied to high latitudes. 

The paper is structured as follows: the section of materials and methods (section 2) defines the workflow, the 

exploited datasets, the tools, the accuracy indicators, and the case study; the section of results and discussion 

(section 3) provides an overview of the outcomes, discuss the PV analysis capability of the datasets, and outlines 

the study limitations. The study concludes with a summary of the most relevant findings and the implications for 

future advancements in model chain development and application at high latitudes (section 4). 

2. Materials and methods 

2.1. Workflow 

The workflow is structured in four steps: (i) decomposition modelling, (ii) transposition modelling, (iii) PV energy 

assessment, and (iv) experimental validation (Fig. 2). In the first step, the global horizontal irradiation (GHI) is 

input to quantify the diffuse horizontal irradiation (DHI) and the direct normal irradiation (DNI) as outputs. The 

DNI and the DHI are considered as inputs in the second step. In the second step, the DHI and DNI are transposed 

from the horizontal plane to a tilted surface, and the POA is calculated. The tilted surface is defined according to 

the geometry properties of the PV panel (i.e., tilt angle, azimuth angle). Then, the amounts of POA are used to 

estimate PV energy generation. Finally, the modelled PV energy generation is validated against experimental data 

from the Zero Emission Building (ZEB) Test Cell Laboratory located at the Norwegian University of Science and 

Technology (NTNU) Gløshaugen Campus in Trondheim, Norway (Latitude 63.4305° N). 

The model chain described in the workflow is flexible and its length (i.e., the number of steps) can change 

depending on the input. For example, if a dataset providing the DNI and DHI values is selected, the step about 

decomposition modelling is skipped, and the model chain is shortened. Thus, the full-length model chain starts 
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from step one and it includes decomposition, transposition, and energy modelling, while the shortest possible 

model chain has POA as input and it starts from step three. 

 

Fig. 2: Overview of the workflow followed in this study. The workflow is structured in four steps: (i) decomposition modelling, (ii) 

transposition modelling, (iii) PV energy assessment, and (iv) experimental validation. 

2.2. Datasets 

Weather datasets used in this work refer to Trondheim. The climate of Trondheim is classified as continental sub-

artic climate (Dfc) in Köppen Geiger classification (Fig. 3) and it is moderately continental, with cold winters and 

mild summers. The analyses are carried out for the month of October 2021. The selected one-month datasets are 

characterized by a time resolution ranging from one minute to one hour depending on the source.  

 

Fig. 3: The Köppen climate classification. Modified from “Köppen climate types of Norway” by Adam Peterson. 

An overview of the used datasets and their principal properties (i.e., data type, time resolution, spatial resolution, 

parameters) is presented in Tab. 1. The month of October has been selected to assess the viability of the datasets 

to estimate the PV generation outputs during days characterized by overcast sky conditions. Before calculating 

the accuracy indicators (see sub-section 2.4), the datasets are resampled hourly, daily, and monthly. 

Among the datasets provided by the European Centre for Medium-Range Weather Forecasts (ECMWF), the 5th 

generation of numerical reanalysis (ERA5-Land) is selected. ERA5-Land consists of a version of ERA5 which is 

specifically developed for land applications. According to the different field of applications, the spatial resolution 

of ERA5-Land (9 km) is greater than the one of ERA5 (around 30 km). Data cover a time horizon ranging from 

January 1950 to present, and concern the main variables related to temperature, lakes, snow, soil water, radiation 

and heat, evaporation, wind, pressure, and precipitation. The variables retrieved from the Copernicus Climate 
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Data Store for the time domain of this work (October 2021) are the surface solar radiation downwards 

(corresponding to the global horizontal irradiation), both the temperature and the dewpoint temperature at two 

meters from the ground, and the surface pressure. In particular, the accumulated radiation values of ERA5-Land 

are transformed to hourly values by subtracting the previous values within each forecast horizon. 

Tab. 1: Characteristics of the datasets used in this study. 

Data source Data type Timestep Spatial resolution Parameters 

ERA5-land Reanalysis 1 hour 9 km GHI 

CAMS Satellite data 1 minute 3-5 km 
DHI, DNI, 

GHI 

Sentralbygg Monitored data 1 minute point 
DHI, DNI, 

GHI 

Test Cell Lab Monitored data 5 minutes point GHI 

Test Cell Lab Monitored data 1 hour point GTI 

Test Cell Lab Monitored data 1 hour point 
PV energy 

generation 

The Copernicus Atmosphere Monitoring Service (CAMS) Solar Radiation service combines output from the 

CAMS global forecast system on aerosol and ozone with detailed cloud information directly from geostationary 

satellites. The CAMS Solar Radiation service provides, among the others, historical values (2004 to present) of 

GHI, DHI, and DNI (both overcast and clear sky conditions) with a time resolution of 1 minute. Such irradiance 

parameters were retrieved for October 2021.  

Alongside reanalysis and satellite observation, the amounts of solar irradiance are also measured through sensors 

installed in various facilities at the NTNU Gløshaugen campus. In particular, the hourly values of GHI and POA 

are collected through two pyranometers installed on the rooftop of the Test Cell Lab, while the DHI and the DNI 

are measured through a sun tracker located at the top of the tower of the Sentralbygg. The sun tracker follows the 

sun path over the horizon to orient the pyrheliometer in the same direction of the sunrays as well as to keep in the 

shadow the pyranometer which measures the DHI. The system is completed by an unshaded pyranometer which 

monitors the GHI. Different time resolutions are associated to these datasets, ranging from 1 minute (DNI and 

DHI) to 1 hour (POA). The GHI values are recorded every 5 minutes. 

Finally, the energy generation from the PV panels installed on the rooftop of the Test Cell Lab is monitored with 

a time resolution of 1 hour. This timeseries is compared to the simulated ones which result from the different solar 

irradiance datasets. 

2.3. Tools 

The PV energy generation output is calculated using the pvlib-python package, an open-source and community-

supported tool that simulates the performance of PV systems. The tool allows managing the whole model chain 

from the irradiance decomposition to the transposition process, and to the PV energy simulation. In particular, 

pvlib-python includes methods like the Perez model that are well established for hourly irradiance decomposition 

methods, and some one-minute decomposition methods (Yang, 2022). These models differ for the accuracy and 

for the predictors which are needed to estimate the diffuse fraction. In this study, the Engerer4 model is exploited 

to decompose the GHI into DNI and DHI. The model has been implemented by Bright and Engerer (Bright and 

Engerer, 2019) who updated the Engerer2 model by recalculating the parameters with datasets from 75 different 

stations worldwide.  

Regarding the transposition models, the Perez anisotropic model is used since is the one exploited almost 

universally in building performance simulation, although other options are available in the pvlib-python package 

(e.g., the isotropic model (Loutzenhiser et al., 2007), the Hay-Davies model (Hay, 1993), and the Reindl model 

(Reindl et al., 1990)). The Perez model splits the diffuse irradiance into different components (i.e., isotropic, 

circumsolar, horizontal brightening band) and then estimate the amount of irradiance achieving the PV modules. 

The solar position (i.e., solar azimuth, solar zenith, apparent solar time) is one of the Perez model’s input 

parameters, and it is estimated with the ephemeris function from the pvlib-python package. 

Finally, the POA is used to estimate the energy amount generated by the PV panels. The energy generated by PV 
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modules is calculated with a simple equation from the EN 15316- 4-3:2017 standard: 

𝐸𝑒𝑙,𝑜𝑢𝑡 =
𝐸𝑠𝑜𝑙,𝑝𝑣 ∙ 𝑃𝑝𝑘 ∙ 𝑓𝑝𝑒𝑟𝑓

𝐼𝑟𝑒𝑓

 

where 𝐸𝑠𝑜𝑙,𝑝𝑣 is the solar irradiation impinging on the system expressed in Wh/m2, 𝑃𝑝𝑘 is the system peak power 

in kW at reference conditions (𝐼𝑟𝑒𝑓= 1 kW/m2).  

The system performance factor, 𝑓𝑝𝑒𝑟𝑓, accounts for losses due to soiling (𝜑𝑠𝑜𝑖𝑙) and temperature (𝜑𝑡𝑒𝑚𝑝), as well 

as to the specific array’s configuration (𝜑𝑎𝑟𝑟𝑎𝑦) and the inverter’s efficiency (𝜂𝑖𝑛𝑣). It is calculated according to 

the Norwegian technical guideline SN-NSPEK 3031: 

𝑓𝑝𝑒𝑟𝑓 = 𝐼𝐴𝑀 ∙ (1 −
𝜑𝑠𝑜𝑖𝑙

100
) ∙ (1 −

𝜑𝑡𝑒𝑚𝑝

100
) ∙ (1 −

𝜑𝑎𝑟𝑟𝑎𝑦

100
) ∙

𝜂𝑖𝑛𝑣

100
 

where IAM is the Incident Angle Modifier. The 𝜂𝑖𝑛𝑣 equals 96%, while the IAM, is defined based on the empirical 

values proposed in the standard for the Trondheim location and the selected months. In particular, the IAM is 

0.96, the 𝜑𝑠𝑜𝑖𝑙 ranges between 2% and 5%, and the 𝜑𝑎𝑟𝑟𝑎𝑦  is 5.5%. Finally, the 𝜑𝑡𝑒𝑚𝑝 depends on the cell’s 

temperature (𝑇𝑐𝑒𝑙𝑙), and it is estimated as: 

𝜑𝑡𝑒𝑚𝑝 = 𝛼𝑡𝑒𝑚𝑝 ∙ (𝑇𝑐𝑒𝑙𝑙 − 25°C) 

where 𝛼𝑡𝑒𝑚𝑝 is a temperature coefficient and equals 0.40% per Celsius degree. 

2.4. Accuracy indicators for PV output timeseries and data quality filter 

To compare the capability of the different solar radiation datasets to estimate PV energy generation with overcast 

sky conditions, the Mean Bias Error (MBE) and the Root Mean Square Error (RMSE) are used. The two 

coefficients are defined as it follows: 

𝑀𝐵𝐸 =
1

𝑁
∙ ∑ (�̅�𝑖 − 𝑥𝑖)

𝑁

𝑖=1
 

𝑅𝑀𝑆𝐸 = √
1

𝑁
∙ ∑ (�̅�𝑖 − 𝑥𝑖)

2
𝑁

𝑖=1
 

where the �̅�𝑖  and the 𝑥𝑖  are the simulated and the measured photovoltaic energy generation amounts, respectively. 

A data quality filter (DQF) is applied to the measurements by excluding periods where the solar elevation is lower 

than 5 degrees. In fact, when solar elevation is lower than 5 degrees, the incidence angle of the solar beams on the 

sensor is very high, and thus, it can result in less accurate measurements. Evaluation metrics are calculated before 

and after the DQF is applied. 

2.5. Case study 

The ZEB Test Cell Laboratory (Fig. 4) consists of a large- and full-scale test cell building facility used, among 

the others, for outdoor natural climate testing of building materials, components, building management strategies 

and structure elements. This research facility is equipped with three different PV panels which are integrated in 

the rooftop. The three PV panels are made, respectively, of monocrystalline, polycrystalline, and amorphous solar 

cells and their energy production is monitored with a one-hour time resolution. Data from the polycristalline 

silicon (poly-Si) modules are used in the experimental validation of the model chain implemented in this study. 

The polycrystalline silicon modules are the 260PE series from REC. Each module is 1.65 m2 and has 60 cells and 

3 bypass diodes. The rated power is 260 Wp per module and the rated efficiency is 15.8%. Four modules, with a 

total power of 1040 Wp, are installed on the roof with a tilt and an azimuth angles of 40° abd 180°, respectively. 

The three solar panels are connected to a micro-converter/inverter system from SolarEdge enabling each module 

to always operate at the best possible conditions. The benefit of the micro-converter system is to prevent the whole 

string output to be reduced if a single module is shaded. 
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Fig. 4: Test Cell Lab facility at NTNU Gløshaugen campus. Pictures from: www.sintef.no. 

3. Results and discussion 

3.1. PV simulation over different time resolutions 

Outcomes from the model chain described in section 2 are reported in the scatter plots in the Fig. 5 and Fig. 6. In 

particular, the observed PV outputs are showed against the modelled PV outputs which derives from: 

• POA measured in the Test Cell Lab (gti_tc),  

• DNI and DHI monitored in the Sentralbygg (dni/dhi_sb), 

• GHI recorded in the Test Cell Lab (ghi_tc), 

• DNI and DHI retrieved from CAMS (dni/dhi_cams), 

• GHI calculated by ERA5-Land (ghi_era). 

It is worth to highlight that the whole dataset is considered in the graphs in Fig. 5, while only the values satisfying 

the DQF requirements are considered in the graphs in Fig. 6. Hence, the length of the datasets is reduced from 

300 to 224 datapoints. 

 

 

Fig. 5: Hourly observed PV energy production and modelled PV energy production during October 2021, before data quality 

filter. The yellow color indicates a high datapoint density, while the blue color represents a low datapoint density. 
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Fig. 6: Hourly observed PV energy production and modelled PV energy production during October 2021, after data quality filter. 

The yellow color indicates a high datapoint density, while the blue color represents a low datapoint density. 

The plot of the results enables some preliminary considerations. Firstly, the monitored POA, DHI, and DNI values 

can estimate the energy generated by PV better than the others. Secondly, datasets from satellite observations are 

good as the datasets from Era5-Land reanalysis in PV simulation. 

The accuracy indicators calculated for the five datasets confirmed such observations (Tab. 2). Before the DQF is 

applied, the model chain exploiting data of POA from the Test Cell Lab shows an MBE of 1.70 Wh and a RMSE 

of 25.50 Wh. These are the accuracy indicators corresponding to the best performance, while the worst results are 

obtained when satellite observations (MBE is 15.97 Wh, RMSE is 55.09 Wh) and numerical reanalysis are 

used (MBE is 11.95 Wh, RMSE is 83.50 Wh).  

Tab. 2: Accuracy indicators calculated for the hourly datasets exploited in this study. 

 gti_tc dni/dhi_sb ghi_tc dni/dhi_cams ghi_era 

MBE [Wh] 1.70 5.70 6.26 15.97 11.95 

RMSE [Wh] 25.50 28.96 42.10 55.09 83.50 

MBE (DQF) 

[Wh] 
3.97 16.61 12.87 37.48 23.71 

RMSE (DQF) 

[Wh] 
45.60 51.02 67.34 91.21 139.28 

The application of the DQF leads to a general worsening of the PV simulation capability of the datasets. Although 

with a different magnitude, all the indicators are increased. In particular, the MBE calculated for the gti_tc is 

increased up to 3.97 Wh, while the RMSE is 45.60 Wh. The highest drop in the estimation performance is observed 

for dni/dhi_cams whose accuracy indicators are more than doubled (MBE is 37.48 Wh, RMSE is 91.21 Wh). 

Alongside these, the DNI and DHI values measured in the Sentralbygg (MBE is 16.61 Wh, RMSE is 51.02 Wh) 

calculated the PV energy generation better than the GHI values monitored in the Test Cell Lab (MBE is 12.87 

Wh, RMSE is 67.34 Wh). 

When it comes to the daily PV energy generation, the comparison between the measured values and the model 

outputs are reported in Fig. 7 and Fig. 8. It is worth to highlight that in this case the DQF causes the reduction of 

the observed amounts (i.e., amount of energy generated by the PV panel) and not the number of observations (i.e., 
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number of recorded elements). As observed in the plots depicting the hourly values (see Fig. 5 and Fig. 6), the 

measured quantities better approximate the PV energy production. 

 

 

Fig. 7: Daily observed photovoltaic energy production and modelled photovoltaic energy production during October 2021, before 

the application of the data quality filter. The yellow color indicates a high datapoint density, while the blue color represents a low 

datapoint density. 

 

 

Fig. 8: Daily observed photovoltaic energy production and modelled photovoltaic energy production during October 2021, after 

the application of the data quality filter. The yellow color indicates a high datapoint density, while the blue color represents a low 

datapoint density. 

The solar radiation datasets with POA amounts from the Test Cell Lab is the one with the lowest accuracy 

indicators (Tab. 3). In particular, the MBE of the gti_tc ranges from 40.77 Wh (before DQF) to 28.70 Wh (after 

DQF), while the RMSE is 107.58 Wh (before DQF) and 115.63 Wh (after DQF). Again, the worst performance 
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is observed for datasets derived from satellite observations and numerical analysis. 

Tab. 3: Accuracy indicators calculated for the daily datasets exploited in this study. 

 gti_tc dni/dhi_sb ghi_tc dni/dhi_cams ghi_era 

MBE [Wh] 40.77 136.38 147.05 165.95 268.69 

RMSE [Wh] 107.58  182.50 396.89 673.84 669.93 

MBE (DQF) 

[Wh] 

28.70  120.02 93.00  111.55  164.49 

RMSE (DQF) 

[Wh] 

115.63  166.29  306.37  577.11  592.72 

Regarding the PV simulation over the whole month, the residues between the modelled and the monitored PV 

energy production values are presented (Table 4). Residues are expressed as a percentage, and they are defined as 

the difference between the model output and the observed value. The energy from the PV panel equals 23,954 Wh 

before the application of the DQF and 20,160 Wh after the DQF. The comparation of the residues confirm the 

gti_tc as the best dataset to estimate PV energy generation, while the ghi_tc turns out to be worse than datasets 

from satellite observations if DQF is not applied. 

Tab. 4: Residues calculated between the observed and calculated monthly photovoltaic energy generation. 

 gti_tc dni/dhi_sb ghi_tc dni/dhi_cams ghi_era 

Before DQF [Wh] 5.01% 15.01% 16.18% 33.98% 26.36% 

After DQF [Wh] 3.78% 14.08% 11.27% 28.52% 18.67% 

3.2. Discussion 

High-resolution datasets based on satellite imaging methods (i.e., CAMS) are found to be more accurate than one-

hour datasets based on numerical weather prediction and assimilation methods (i.e., ERA5-Land global reanalysis) 

in Trondheim. A similar result was observed by Kenny and Fiedler (Kenny and Fiedler, 2022) in 30 locations in 

Germany. However, diffuse, and direct irradiance values which are measured by weather stations are generally 

preferable to those derived from satellite observations due to the lower error associated to the monitoring 

equipment, even if the two components are rarely measured (Manni et al., 2023). In fact, pyranometers measuring 

GHI are commonly used in solar monitoring campaign due to their lower investment costs if compared to the sun 

tracker equipment. 

Based on the preliminary outcomes from this work, the length of the model chain determines the accuracy of the 

modelled PV energy generation more than the time resolution of the datasets. When variables measured by 

weather stations are considered, the one-hour POA dataset outperforms the one-minute dataset with monitored 

DNI and DHI values; it performs better than the GHI dataset having a time resolution of five minutes. 

Finally, the following recommendations are carried out from this study:  

• When available, solar radiation data from weather stations should be prioritized despite of their time 

resolution. 

• DHI and DNI values from monitoring campaign or satellite imaging methods should be used instead of 

GHI datasets to reduce the length of the model chain. 

• Measuring POA is also a valid option since it combines the short model chain to the low costs of the 

monitoring sensor (i.e., pyranometer). 

3.3. Limitations of the study 

In this section, the limitations of the study are outlined and commented. Firstly, the selected time interval is only 

one-month so the results are affected by the specific weather conditions and by the specific selected period of the 

year. In fact, datasets that perform badly in the overcast conditions in October 2021 (i.e., the analysis period) 
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might perform better during those months which show prevalently clear sky conditions (i.e., July, August). 

However, this study allows carrying out some preliminary considerations about the accuracy of the investigated 

model chains.  

Secondly, October 2021 was mostly characterized by overcast sky conditions in Trondheim that affect the validity 

of the results. However, most of the numerical model and datasets are able to model PV energy generation during 

clear sky days, while simulating overcast sky conditions is more challenging.  

Thirdly, the use of a single decomposition and transposition model can limit the reliability of the results. In fact, 

the use of a more effective combination of decomposition and transposition models could led to lower accuracy 

indicators for those datasets containing data about GHI or DNI and DHI. On the contrary the use of a different 

energy model for the simulation of the PV system would have had a less remarkable impact on the results since it 

is applied to all the datasets. Despite of that, the use of decomposition and transposition models and the longer 

model chain imply a low accuracy of the results. 

4. Conclusive remarks 

A comparative analysis of different solar radiation datasets and their capability of simulating PV is carried out. 

One-month solar radiation datasets from satellite observations, numerical reanalysis and weather stations are used 

as input parameters in the model chain combining the Engerer4 decomposition model and the Perez transposition 

model with the energy model described in sub-section 2.3. Outputs are compared against experimental data 

collected from the PV panel installed on the roof of the Test Cell Lab. The achievements from this study contribute 

to determine suitable irradiance dataset to be exploited in the model chain for the prediction of mono-facial PV 

energy generation at high latitudes as Trondheim.  

The main findings are summarized in the following bullets: 

• The POA data collected every hour in Test Cell Lab permit to estimate the hourly PV energy generation 

with the highest accuracy after the application of the data quality control filter (MBE is 2.65 Wh, RMSE 

is 39.78 Wh). 

• Accuracy indicators calculated for the datasets based on observations are lower than the ones calculated 

for datasets based on satellite imaging or numerical reanalysis. 

• Daily and monthly aggregation of the hourly datasets confirmed the POA data to better simulate the daily 

and monthly energy produced by the investigated PV panel. 

Further insights into the model chain and solar radiation datasets are necessary. This includes: 

• Assessing the capability of solar radiation datasets to estimate PV production over a wider time horizon 

such as one or more years instead of a single month. 

• Performing a sensitivity analysis on different combinations of decomposition and transposition models 

to identify the most effective model chain at high latitude locations. 

• Reiterate the comparative analysis for different PV panel technologies such as bi-facial PV systems 

which require a more accurate evaluation of the diffuse fraction. 

• Validating the implemented model chain with experimental data from different high-latitude locations 

and different PV systems. 
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Nomenclature  

Acronyms 

RES  Renewable Energy Sources 

GHG  Greenhouse Gas 

PV  Photovoltaic 

NTNU Norwegian University of Science and Technology 

ECMWF European Centre for Medium-Range Weather Forecasts 
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ERA5-Land ECMWF 5th generation reanalysis for land application 

CAMS  Copernicus Atmosphere Monitoring Service 

DQF   Data Quality Filter 

Variables 

GHI  Global Horizontal Irradiance [Wh] 

DHI  Direct Horizontal Irradiance [Wh] 

DNI  Direct Normal Irradiance [Wh] 

POA  Plane of Array Irradiance [Wh] 

MBE   Mean Bias Error [Wh] 

RMSE  Root Mean Square Error [Wh] 

E  Energy [Wh] 

fperf   Temperature-dependent losses for semi-integrated panels and other configurations 

P  Power [kW] 

Iref   Reference conditions for the investigated PV panel [kW/m2] 

N  Number of elements in the series 

�̅�𝑖    i-th calculated values  

𝑥𝑖  i-th observations 

Subscripts 

el   Electricity  

out   Output 

sol   Solar 

pv   Photovoltaic 

pk   Peak 
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Abstract 

This article proposes a quality assurance (QA) procedure for evaluating measurements of global horizontal, diffuse 

horizontal and direct normal irradiances. The QA is divided into physical, comparative and refining tests, 

including Baseline Surface Radiation Network (BSRN) recommended quality tests. The comparative tests (tracker 

off and coherence tests) evaluate the connection among the three main radiation components. The coherence test 

as proposed by BSRN is complemented with a comparison between the measured radiation series with a validated 

clear sky model to define which of the three radiation components is presenting problems. Three stations in 

Pernambuco, Brazil and one in Gobabeb, Namib have been qualified using the proposed QA, with two of these 

stations belonging to BSRN (Petrolina and Gobabeb). The results show that the direct normal irradiance series 

can present considerable outliers due to soiling in pyrheliometers. For solar stations without periodic maintenance, 

the series of direct normal radiation measured by pyrheliometers can have more soiling problems than other 

radiation components measured by pyranometers. 

Keywords: quality assurance, soiling in pyrheliometer 

 

1. Introduction 

Measuring solar radiation with accuracy is vital to analyse radiation models (for example, separation models, 

transposition models and power photovoltaic output models), apply site adaptation techniques, evaluate the 

accuracy of solar maps, and many other applications in solar energy. Thus, quality assurance (QA) of solar 

radiation data is an important tool to increase the reliability of the measured data. Many other works present QA 

solar radiation data procedures using different tests and techniques (NREL, 1993; Long and Dutton, 2002; Urraca 

et al., 2017; Perez-Astudillo et al., 2018). This work presents an approach for solar radiation quality assurance 

based on the Baseline Surface Radiation Network (BSRN) recommended quality tests. The quality assurance 

procedure focuses on the coherence test with a clear sky model validation and the tracker off test to increase the 

comparative tests analysis of the three radiation components. 

2. Methodology  

The QA for solar radiation evaluates time series of global horizontal (𝐺), diffuse horizontal (𝐺𝑑), and direct normal 

(𝐺𝑏) irradiances in W/m², divided into three sets of tests: physical tests, comparative tests, and refining tests, as 

shown in Fig. 1 and Tab. 1 (Petribú et al., 2017). The global checks identify inconsistencies in the record of 

timestamps by the datalogger. First, the chronological record of date and hour is checked, ordering eventual 

timestamps and their respective measurements. Identical registered timestamps are checked as well. The gaps 

between consecutive records are filled with 'Not a Number' (NaN). This work uses six quality indicators, called 

flags, to classify the data. If one data is classified as 'good' (flag 1), it means the data was approved in all quality 
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tests of the procedure. One data is classified as 'suspicious' (flag 2) when the test is not conclusive if the data was 

a rare occurrence or anomalous data. If one data is classified as 'anomalous' (flag 3) in one test, it will not be 

checked on the subsequent tests, being classified as 'previously anomalous' (flag 4). Finally, flag 5 is for non-

tested data, and flag 6 is for unavailable data (NaN values). The tests are applied in the numerical sequence as 

shown in Tab. 1. The physical tests use equations based on solar geometry to evaluate the quality of irradiance 

data. The first test proposes limits to the measured irradiances, while the third test proposes limits to the clearness 

index (𝐺/𝐺𝑒𝑓𝑓,ℎ for 𝑘𝑡), diffuse ratio (𝐺𝑑/𝐺 for 𝑘𝑑), and normal transmittance (𝐺𝑏/𝐺𝑒𝑓𝑓  for 𝑘𝑛), called here k’s 

limits, with the threshold values adapted from Raichijk (2012). 𝐺𝑒𝑓𝑓  is the extraterrestrial radiation with a mean 

value of 1361.1 W/m², according to Gueymard et al. (2018), varying throughout the year due to the sun-earth 

distance. 𝐺𝑒𝑓𝑓,ℎ is the extraterrestrial radiation in a horizontal plane which is obtained multiplying 𝐺𝑒𝑓𝑓  by the 

cosine of solar zenith angle (Θ𝑧). The second test indicates that the procedure does not test the data above 7º of 

solar elevation (𝛼), adapted from Maxwell (1973). The fourth test (Long and Dutton, 2002) defines lower and 

upper limits for irradiance measurements, while the fifth test is based on Rigollier et al. (2000) clear sky model 

using a link turbidity factor equal to 2.5, according to Ruiz-Arias et al. (2010). The comparative tests include the 

‘tracker off’ to evaluate the solar tracker’s operation, and the coherence test (BSRN), to judge the coherence 

among the three radiation components. It is important to note that the coherence test is analysed on clear days 

with a clear sky model validated by the QA procedure – here, the McClear model (Lefèvre et al., 2019) was 

chosen. Then, if the clear sky model reproduces the behavior of the global horizontal irradiance and direct normal 

irradiance on clear days, this model can be used to decide which of the three components is with measurement 

problems. Finally, the refining tests aim to evaluate abrupt solar radiation variations between consecutive data on 

minute resolution (step test) and the repetition of the same value of radiation consecutively in large windows 

(persistence test), as proposed by Sönmez (2013). In Tab. 1, data is classified as anomalous (flag 3) when the 

conditions are not satisfied for tests 1, 3, 4i and 8; suspicious (flag 2) when the conditions are not satisfied for 

tests 4ii and 5; and anomalous (flag 3) when the conditions are satisfied for the tracker off and persistence tests. 

 

Fig. 1: Methodology of QA procedure. 

Tab. 1: Tests proposed by the Quality Assurance procedure. 

Physical Tests 

1 – Limits Test −5 <  𝐺, 𝐺𝑏  and 𝐺𝑑 < 2000 for irradiances in W/m² 

2 – Solar Elevation  < 7º (non-tested data – flag 5); where  is the solar elevation (in degrees) 

3 – k’s Limits 0 < 𝑘𝑡 ≤ 1.3; 0 < 𝑘𝑑 ≤ 1.1; 0 ≤ 𝑘𝑛 ≤ 1.1  

4 – Extremely rare 

limits (i) and 

physically possible 

limits (ii) (BSRN) 

i) Anomalous data: −4 ≤ 𝐺 ≤ 𝐺𝑒𝑓𝑓1.5 ⋅ 𝑐𝑜𝑠(Θ𝑧)1,2 + 100; −4 ≤ 𝐺𝑏 ≤ 𝐺𝑒𝑓𝑓; 

−4 ≤ 𝐺𝑑 ≤ 𝐺𝑒𝑓𝑓  0.95 ⋅ 𝑐𝑜𝑠(Θ𝑧)1,2 + 50 for irradiances in W/m² 

ii) Suspicious data: −2 ≤ G ≤ 𝐺𝑒𝑓𝑓1.2 ⋅ 𝑐𝑜𝑠(Θ𝑧)1,2 + 50; −2 ≤ 𝐺𝑏 ≤ 𝐺𝑒𝑓𝑓0.95 ⋅

𝑐𝑜𝑠(Θ𝑧)0,2 + 10; −2 ≤ 𝐺𝑑 ≤ 𝐺𝑒𝑓𝑓0.75 ⋅ 𝑐𝑜𝑠(Θ𝑧)1,2 + 30 for irradiances in W/m² 

5 – Clear Sky Filter 

Test 
𝐺 < 2,1 ⋅ 𝐺𝑐𝑠𝑅𝑖𝑔; 𝐺𝑏 < 2,1 ⋅ 𝐺𝑏,𝑐𝑠𝑅𝑖𝑔; 𝐺𝑑 > 0,8 ⋅ 𝐺𝑑,𝑐𝑠𝑅𝑖𝑔, where 

𝐺𝑐𝑠𝑅𝑖𝑔, 𝐺𝑏,𝑐𝑠𝑅𝑖𝑔  𝑎𝑛𝑑 𝐺𝑑,𝑐𝑠𝑅𝑖𝑔 are the Rigollier clear sky model for 𝐺, 𝐺𝑏 and 𝐺𝑑 
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Comparative Tests 

6 – Tracker Off 

Test (anomalous 

data if the 

conditions are 

satisfied) 

i) Daily Basis: 𝐾𝑑 > 0.75 & 𝐾𝑐 > 0.7 & 𝐺𝑏,𝑑𝑎𝑖𝑙𝑦 < 25 𝑊/𝑚²; 𝐾𝑐 =
𝐺𝑑𝑎𝑖𝑙𝑦

𝐺𝑑𝑎𝑖𝑙𝑦,𝑀𝑐𝐶𝑙𝑒𝑎𝑟
 

where 𝐾𝑑 and 𝐾𝑐 are the daily diffuse fraction and daily clear sky index, 

respectively; 𝐺𝑏,𝑑𝑎𝑖𝑙𝑦  and 𝐺𝑑𝑎𝑖𝑙𝑦  are the daily values for 𝐺𝑏 and 𝐺; and 𝐺𝑑𝑎𝑖𝑙𝑦𝑀𝑐𝐶𝑙𝑒𝑎𝑟  

is the daily 𝐺 clear sky irradiance for McClear model.  

ii) Minutely Basis: 

 𝑘𝑑 > 0.75 & 𝑘𝑐 > 0.85 & 𝐺𝑏 < 5 𝑊/𝑚² & 𝜃𝑧 < 75°; 𝑘𝑐 =
𝐺

𝐺𝑐𝑠,𝑀𝑐𝐶𝑙𝑒𝑎𝑟
 

where 𝐺𝑐𝑠,𝑀𝑐𝐶𝑙𝑒𝑎𝑟  is the McClear clear sky model for 𝐺 (minute resolution). 

7 – Coherence Test 

(BSRN). The 

results of this test 

should be 

compared with a 

validated clear sky 

model. 

i) |
𝐺𝑑+𝐺𝑏𝑐𝑜𝑠(Θ𝑍) −𝐺

𝐺
| ≤ 0,08 𝑖𝑓 Θ𝑍 < 75° and 𝐺𝑑 + 𝐺𝑏 𝑐𝑜𝑠  (Θ𝑍)  > 50 𝑊/𝑚²  

ii) |
𝐺𝑑+𝐺𝑏𝑐𝑜𝑠(Θ𝑍) −𝐺

𝐺
| ≤ 0,15 𝑖𝑓 75° < Θ𝑍 < 90° and 𝐺𝑑 + 𝐺𝑏 𝑐𝑜𝑠  (Θ𝑍)  >

50 𝑊/𝑚² 

iii) 𝑘𝑑 < 1,05 𝑓𝑜𝑟 Θ𝑍 < 75° 𝑎𝑛𝑑 G > 50 𝑊/𝑚² 

iv) 𝑘𝑑 < 1,1 𝑓𝑜𝑟 75° < Θ𝑍 < 90° 𝑎𝑛𝑑 𝐺 > 50 𝑊/𝑚2 

Refining Tests 

8 – Step test (G, 𝐺𝑏 , 𝐺𝑑)𝑡 − (G, 𝐺𝑏 , 𝐺𝑑)𝑡−1 ≤ 1100 𝑊/𝑚2 

where 𝑡 is the current timestamp and 𝑡 − 1 the previous (minute resolution) 

9 – Persistence test i) 𝐺 data with successive repetitions ≥ 20 min are considered anomalous 

ii) 𝐺𝑏 non-zero data with successive repetitions ≥ 30 min are considered anomalous 

 

The BSRN coherence test does not identify which of the three radiation components presents problems when the 

first two equations (Tests 7i and 7ii) detect a considerable difference between the sum 𝐺𝑑 + 𝐺𝑏𝑐𝑜𝑠(Θ𝑍) and 𝐺. 

To determine which component is not measuring well, we proposed a three-step procedure for running the 

coherence test, as presented in Fig. 2. First, the procedure identifies clear sky days on the radiation time series 

using the 𝐺 measurements and the McClear model for global irradiance (𝐺𝑐𝑠). The metrics clear sky ratio (𝐾𝑐) and 

variability index (𝑉𝐼) are calculated on a daily resolution from the data in minute resolution, as proposed by Stein 

et al. (2012) with adaptations. These metrics aim to identify clear sky days in the conditions specified on the first 

diagram block (𝐾𝑐 > 0.8 and 𝑉𝐼 lower than the fifth percentile of 𝑉𝐼), because clear sky days have high 𝐾𝑐 and 

low 𝑉𝐼. The 𝑉𝐼 metric quantifies how much solar radiation varied in a specific time window. It is the ratio between 

the sum of lengths (or line segments) of 𝐺 and the sum of lengths of 𝐺𝑐𝑠. In Eq. 1, it was used n = 1440 to obtain 

the 𝑉𝐼 values on a daily resolution from the data in minute resolution. Clear sky and overcast days have low values 

of 𝑉𝐼, while days with variable radiation have high values of 𝑉𝐼. In the first step of the proposed method, it is 

necessary to choose a well-adjusted global horizontal irradiance clear sky model. 

 

𝑉𝐼 =
∑ √(𝐺𝑖−𝐺𝑖−1)2+1𝑛

𝑖=2

∑ √(𝐺𝑐𝑠,𝑖−𝐺𝑐𝑠,𝑖−1)2+1𝑛
𝑖=2

  (eq.1) 

 

After selecting the clear sky days, the clear sky model must be validated for the coherence test. The validation is 

made by statistically comparing the measurements of the previously selected clear sky days and the clear sky 

model. First, in step 2, the days containing data detected by the first equation (Test 7i) of the coherence test are 

dropped. Then, only the data without incoherence among the radiation components remain in the dataset. 𝐺 and 

𝐺𝑏 are validated according to the statistics presented in the two last diagrams of step 2. The clear sky model can 

be used in the coherence test only if both 𝐺𝑐𝑠 and  𝐺𝑏,𝑐𝑠 (McClear model for 𝐺𝑏) are validated. The 𝐺𝑑,𝑐𝑠 (McClear 

model for 𝐺𝑑) was not validated because the diffuse measurement in clear sky conditions varies depending on the 

location, making it challenging to define an excellent statistical range for its validation.  
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Fig. 2: Methodology of coherence test with clear sky validation. 

 

The statistics used are the normalized mean bias error (nMBE), the normalized root mean square error (nRMSE), 

the Pearson correlation (Corr), the ratio between the standard deviation of the model and the standard deviation 

of the observation (STDRatio) and the skill score of Taylor (SS4). Eqs. 2 to 4 show the formulas for these statistics, 

where 𝑥𝑚𝑜𝑑 is the modeled time series, 𝑥𝑜𝑏𝑠 is the observed time series and �̅�𝑜𝑏𝑠 is the mean of the observed time 

series.  

 

𝑛𝑀𝐵𝐸 =  
1

𝑁 �̅�𝑜𝑏𝑠
∑ (𝑥𝑚𝑜𝑑

𝑖 − 𝑥𝑜𝑏𝑠
𝑖𝑁

𝑖=1 )  (eq. 2) 

𝑛𝑅𝑀𝑆𝐸 =
1

�̅�𝑜𝑏𝑠
√

1

𝑁
∑ (𝑥𝑚𝑜𝑑

𝑖 − 𝑥𝑜𝑏𝑠
𝑖𝑁

𝑖=1 )²  (eq. 3) 

𝑆𝑆4 =
(1+𝐶𝑜𝑟𝑟)4

4(𝑆𝑇𝐷𝑅𝑎𝑡𝑖𝑜+
1

𝑆𝑇𝐷𝑅𝑎𝑡𝑖𝑜
)

2  (eq. 4) 

 

Finally, step 3 applies the first two equations of the coherence test (Tests 7i and 7ii). It consists of applying the 

first two equations presented in Table 1 for the coherence test monthly. Then, the minute measurements of 𝐺, 𝐺𝑏 

and 𝐺𝑑 are analysed month by month. For each month, the script searches if clear sky days from the previously 

selected clear sky days (step 1) exists in the month in question. If there were one or more clear sky days on this 

particular month, a comparison is made between the clear sky measurements and the clear sky model on these 

specific days for 𝐺 and 𝐺𝑏. The idea here is to analyse if the coherence issue lies in components 𝐺 or 𝐺𝑏, instead 

of flagging all components detected by Tests 7i and 7ii. The absolute value of nMBE statistic was chosen to 

compare the clear sky model and measurements on clear sky days because the bias shows if a model is 

overestimating or underestimating the observations on the mean. The threshold values adopted were a mean bias 

error of 8% for the absolute difference 𝐺 − 𝐺𝑐𝑠 and 𝐺𝑏 − 𝐺𝑏,𝑐𝑠. The value of 8% was chosen after a sensitive 

analysis of the ground measurements data employed. For example, if the absolute value of nMBE is higher than 

8% for the difference 𝐺𝑏 − 𝐺𝑏,𝑐𝑠, all 𝐺𝑏 detected by the first two equations of the coherence test (Tab. 1 – Tests 

7i and 7ii) for that month are considered incoherent. The evaluation of each month follows the cases shown in 

Tab. 2. In the cases where no clear sky days from the previous selection are present in a particular month, the 

detected data by Tests 7i and 7ii might attribute suspicious data for 𝐺 (flag 2) and anomalous data for 𝐺𝑏 and 𝐺𝑑 

(flag 3). For example, in the third row of Tab. 2, if the 𝐺𝑏 data detected on clear sky days were considered 

incoherent (which was decided based on the difference 𝐺𝑏 − 𝐺𝑏,𝑐𝑠 higher than 8% of nMBE on the selected clear 
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sky days) and the 𝐺 data were coherent for the particular month, then the  𝐺𝑏 component is causing the differences 

detected by Tests 7i and 7ii on that month and receives flag 3, while 𝐺 receives good data and 𝐺𝑑 suspicious data. 

Finally, the last two equations of coherence tests (Tab. 1 – Tests 7iii and 7iv) always attribute anomalous data for 

𝐺 and 𝐺𝑑, independent of the clear sky validation. 

 

Tab. 2: Analysis of 𝑮 and 𝑮𝒃 on clear sky days of a particular month. 

If on the clear sky days 

of a particular month... 

Then, the detected data by the first two equations of the coherence test (Tab. 1, 

Tests 7i and 7ii) for that month will be flagged as 

𝐺 𝐺𝑏 𝐺𝑑 

𝐺𝑏 is coherent and 
𝐺 is coherent 

Suspicious data (flag 2) Anomalous data (flag 3) Anomalous data (flag 3) 

𝐺𝑏 is coherent and  
𝐺 is incoherent 

Anomalous data (flag 3) Good data (flag 1) Suspicious data (flag 2) 

𝐺𝑏 is incoherent and  
𝐺 is coherent 

Good data (flag 1) Anomalous data (flag 3) Suspicious data (flag 2) 

𝐺𝑏 is incoherent and  
𝐺 is incoherent 

Anomalous data (flag 3) Anomalous data (flag 3) Anomalous data (flag 3) 

 

The tracker off test aims to find issues in the operation of the solar tracker. In the QA procedure, this test is applied 

in two steps: a daily analysis to find days whose tracker did not work all day and an analysis on minute resolution 

to find the moments when the tracker is not working for part of the day. To perform the daily analysis, the daily 

mean of 𝐺, 𝐺𝑏, 𝐺𝑑 and 𝐺𝑐𝑠 are extracted, accepting an amount until 25% of missing data (NaN values) to calculate 

the mean of the variables considering only sunshine time. If there are more than 25% of NaN values on a particular 

day during sunshine, this particular day receives NaN instead of the daily mean. After having the four variables 

daily, the tracker off condition on a daily basis is applied (Tab. 1 – Test 6i). With this simple test, we can detect 

days when the tracker did not work all day. Otherwise, in the second step, the conditions presented in Tab. 1 (Test 

6ii) are used to detect moments when the tracker did not work for part of the day, as proposed by Long and Shi 

(2006), with some adaptations.  

Besides the objective tests presented in this QA procedure, it is worth to be noted that the quality assurance of 

measuring data should always be complemented with a rigorous analysis of the results and time series plots. In 

some cases, the tests cannot detect all kinds of anomalies, and an analysis by an expert could be fundamental to 

complement the objective procedure. Therefore, the QA procedure’s results are manually analysed to complement 

the flagged process of possible anomalous data that were not detected by the objective QA procedure.  

3. Datasets and results 

Three meteorological stations located in the state of Pernambuco (CRESP Petrolina, SONDA Petrolina and 

Araripina), Brazil, and one located in the Gobabeb Namib Research Institute, Namib, were analysed in this study. 

Their stations’ coordinates and solar sensors are presented in Tab. 3. All ground measurements data are in minutely 

resolution. Tab. 4 shows the final results of the QA procedure for all stations. The tracker off and the coherence 

tests were the tests that mostly identified anomalous data. Then, the results of these two tests are presented in 

major details in this section. The results of the three steps of the coherence test will be presented for CRESP 

Petrolina station to illustrate the methodology described for the coherence test. First, in step 1, 45 clear sky days 

were selected from CRESP Petrolina station. In step 2, 11 days were dropped from the selected clear days because 

they had measurement problems detected by the first equation of coherence test (Tab. 1 – Test 7i). Fig. 3 shows 

the 34 remained clear sky days used to validate the clear sky model for 𝐺𝑐𝑠 and 𝐺𝑏,𝑐𝑠. The statistical comparison 

results are shown in Tab. 5 for all stations. All the statistics are inside the ranges proposed on the diagram 

methodology for stations CRESP Petrolina, Araripina and SONDA Petrolina, so the clear sky models 𝐺𝑐𝑠 and 

𝐺𝑏,𝑐𝑠 could be used to analyse the results of the first two equations of the coherence test. For Gobabeb station, 

𝐺𝑏,𝑐𝑠 was not validated on the site because the STDRatio exceeds the proposed range. Then, the first two equations 

of the coherence test will attribute suspicious data for 𝐺 and anomalous data for 𝐺𝑏 and 𝐺𝑑 for the detected data 

of Gobabeb station.  
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Tab. 3: Meteorological stations used for applying the QA procedure. 

Station 
Location and 

country 
Coordinates Elevation (m) Solar variables and sensors 

CRESP Petrolina, Brazil 
-9.1069,  

-40.4414 
376 

𝐺 (EKO MS-80A), 𝐺𝑏 (EKO 

MS-57) and 𝐺𝑑 (EKO MS-80A) 

SONDA 

Petrolina (BSRN 

- PTR) 

Petrolina, Brazil 
-9.0689,  

-40.3197 
387 

𝐺 (Kipp&Zonen CMP22), 𝐺𝑏 

(Kipp&Zonen CHP1) and 𝐺𝑑 

(Kipp&Zonen CMP22) 

Araripina Araripina, Brazil 
-7.5742,  

-40.5144 
633 

𝐺 (Kipp&Zonen CMP3), 𝐺𝑏 

(Kipp&Zonen CHP1) and 𝐺𝑑 

(Kipp&Zonen CMP3) 

Namib (BSRN - 

GOB) 
Gobabeb, Namib 

-23.5614, 

15.04198 
407 

𝐺 (Kipp&Zonen CMP22), 𝐺𝑏 

(Kipp&Zonen CHP1) and 𝐺𝑑 

(Kipp&Zonen CMP22) 

 

Tab. 4: Results of QA procedure for all stations analysed. 

Quality Flag 
1 - Good 

data 

2 - Suspicious 

data 

3 - Anomalous 

data 

5 - Non-tested 

data 

6 - Data not 

available 

𝐺 Araripina 42.54% 2.10% 2.13% 48.33% 4.90% 

𝐺𝑑 Araripina 35.42% 5.85% 5.66% 48.10% 4.97% 

𝐺𝑏 Araripina 33.20% 0.00% 12.21% 49.65% 4.94% 

𝐺 SONDA Petrolina 34.42% 1.29% 0.54% 42.42% 21.33% 

𝐺𝑑 SONDA Petrolina 30.76% 1.08% 4.72% 42.09% 21.35% 

𝐺𝑏 SONDA Petrolina 30.43% 0,00% 6.39% 41.82% 21.36% 

𝐺1 CRESP Petrolina 38.81% 0.14% 0.01% 46.24% 14.80% 

𝐺2 CRESP Petrolina 38.88% 0.08% 0.00% 46.24% 14.80% 

𝐺𝑑 CRESP Petrolina 37.81% 0.97% 0.18% 46.24% 14.80% 

𝐺𝑏 CRESP Petrolina 37.72% 0.00% 1.30% 46.19% 14.79% 

𝐺 Namíbia 44.60% 0.03% 0.01% 53.70% 1.66% 

𝐺𝑑 Namíbia 44.50% 0.08% 0.05% 53.70% 1.67% 

𝐺𝑏 Namíbia 44.52% 0.00% 0.05% 53.69% 1.74% 

  

 
Fig. 3: Clear sky days used for the clear sky validation in CRESP Petrolina station. 
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Tab. 5: Results of clear sky validation. 

CRESP Petrolina Station 

Clear Sky Model BIAS (W/m²) MBE (%) STDRatio RMSE (W/m²) nRMSE (%) Corr (.) SS4 (.) 

𝐺𝑐𝑠 (McClear) -13,37 -2,25% 1,00 32,35 5,45% 1,00 0,99 

𝐺𝑏,𝑐𝑠 (McClear) -53,53 -7,33% 0,97 106,12 14,53% 0,93 0,86 

SONDA Petrolina Station 

𝐺𝑐𝑠 (McClear) -21,38 -3,62% 1,03 40,94 6,93% 0,99 0,99 

𝐺𝑏,𝑐𝑠 (McClear) -40,21 -5,68% 0,96 131,17 18,52% 0,87 0,77 

Araripina Station 

𝐺𝑐𝑠 (McClear) -12,02 -1,92% 1,01 26,98 4,31% 1,00 0,99 

𝐺𝑏,𝑐𝑠 (McClear) -50,59 -6,65% 0,99 85,29 11,22% 0,96 0,92 

Gobabeb Station 

𝐺𝑐𝑠 (McClear) -9,99 -1,99% 1,03 16,33 3,26% 1,00 1,00 

𝐺𝑏,𝑐𝑠 (McClear) 33,28 4,39% 1,06 63,13 8,33% 0,98 0,95 

 

Finally, in the third step, the 45 days detected in step 1 are separated according to the months where they occur. 

If the particular month has no clear days selected by step 1, the data detected by the first two equations receives 

flag 2 for 𝐺 and flag 3 for 𝐺𝑏 and 𝐺𝑑. Otherwhise, when the particular month has clear sky days detected by step 

1, the nMBE is checked to decide if the 𝐺 or 𝐺𝑏 measurements are coherent or not, as shown in Fig. 4. The idea 

is to compare the clear sky model with the measurements only on clear sky days. As the clear sky model was 

validated in step 2, the model is a reference for what the observations should measure. Then, if the absolute value 

of nMBE is higher than 8% when comparing the measurements with the clear sky model, it means the measures 

are incoherent. If the measures are incoherent on the clear sky days, it is considered incoherent on all data detected 

by the two equations of coherence test for that particular month (Tests 7i and 7ii). For example, in September 

2019, just one clear sky day was identified. On this clear sky day, there is a difference of 26% in the nMBE 

comparing the 𝐺𝑏 and 𝐺𝑏,𝑐𝑠, and a difference of 3% comparing 𝐺 and 𝐺𝑐𝑠. Then, the measurements of 𝐺 are 

coherent and the measurements of 𝐺𝑏 are incoherent on this particular clear sky day. The data detected by the first 

two equations of coherence test (Tab. 2 – Tests 7i and 7ii) will receive anomalous data for 𝐺𝑏, good data for 𝐺 

and suspicious data for 𝐺𝑑 on September 2019. Fig. 5 shows the clear sky day of September 2019 and the next 

day, which was a day with high solar radiation variability. It can be noted that 𝐺𝑏 is below the clear sky model for 

direct normal radiation on September 1st, while both global radiation measurements (𝐺1 and 𝐺2) match with the 

clear sky model for 𝐺 and the diffuse horizontal irradiance also corresponds with the clear sky model for 𝐺𝑑 on 

mean, with some difference on the morning. However, the direct normal irradiance presents a nMBE of 26% when 

compared with the clear sky model for 𝐺𝑏, as it is possible to see in Fig. 4 for September 2019. Then, the 

component with measurement problems is the direct normal irradiance, causing the difference between the global 

horizontal measurements (𝐺1 and 𝐺2) and the sum 𝐺𝑑 + 𝐺𝑏𝑐𝑜𝑠(Θ𝑍), marked with black points in the plot. The 

major outliers found by the coherence test in CRESP Petrolina and Araripina stations are related to pyrheliometer 

underestimates, probably due to soiling. A possible explanation for the pyrheliometer underestimating is that the 

cylindric geometry of the pyrheliometer with the flat glass in front of the sensor and the surrounding rain screen 

can contribute to a greater soiling accumulation than in the pyranometer sensor, whose glass is semi-spherical 

(Geuder and Quaschning, 2006). Furthermore, dust affects the narrow pyrheliometer field of view more than on 

the pyranometer with its all-sky view. Fig. 6 shows the soiling problem on two stations: CRESP Petrolina and 

Araripina. The soiling layer stays on the pyrheliometer flat glass and works as a filter from the sunlight photons 

of direct normal irradiance causing the difference detected by the coherence test with clear sky validation. 
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Fig. 4: Monthly analysis to check coherence of clear sky days occurring in each month. 

 

 

Fig. 5: Results of coherence test in September 2019 for CRESP Station. 

 

The tracker off test presents interesting results for the daily test. For Araripina station, Fig. 7 shows the moments 

when the tracker did not work. The red points indicate days when the tracker did not work during all-day hours 

(Tab. 1 – Test 6i) while the black points indicate specific moments of days when the tracker was off (Tab. 1 – 

Test 6ii). In the detailed plot, two days were detected by the daily test. On 05 and 07 of July, the tracker was off 

because 𝐺𝑑 is similar to 𝐺, and 𝐺𝑏 is close to zero. It should be noted that the daily test did not detect any problem 

on July 6th, a day where the tracker was off too. Then, the QA procedure results analysis needs to be complemented 

to manually put some flags, such as the anomalous flag data in the morning of July 6th for 𝐺𝑑 and 𝐺𝑏.  

 

 

 

 
D. Miranda et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1608



 

 

 

(a) 

 

(b) 

Fig. 6: a) Pyrheliometer of CRESP Station before cleaning (left) and after cleaning maintenance (right); b) Soiling on the modules 

that power the meteorological station of Araripina station before (left) and after (right) cleaning.  

 

Fig. 7: Results of tracker off test for Araripina station.  

In particular, the tracker off test could be helpful to compare the measurements of 𝐺 and 𝐺𝑑 pyranometers, because 

when the tracker is off, 𝐺 and 𝐺𝑑 should be equal. For example, Fig. 8 shows one tracker off day for SONDA 

Petrolina station and another for Araripina station, both clear days. The 𝐺 and 𝐺𝑑 pyranometers present close 

measurements for Araripina station, while in SONDA Petrolina station, 𝐺 is measuring below 𝐺𝑑 and 𝐺𝑐𝑠. One 

linear regression was fitted in SONDA Petrolina, using exclusively the days identified by tracker off test on daily 

basis. The target of linear regression was 𝐺𝑑, while 𝐺 was the variable regressor. After this correction, the 𝐺 and 

𝐺𝑑 measurements of SONDA Petrolina station match in tracker off days, as shown by the third plot in Fig. 8. This 

correction is important because the clear sky model for global horizontal irradiance would not have been validated 

for SONDA Petrolina without the correction of 𝐺. The need for a correction was identified by analysing the results 

of tracker off test on a daily basis (Tab. 1 – Test 6i). Then, for SONDA Petrolina station, first the QA Procedure 

applies this correction in 𝐺 component and, after, starts all the data qualification procedures. The performed 

correction for SONDA Petrolina station is shown in Fig. 9. In the set of days when the tracker was off, it is possible 

to observe that the diffuse pyranometer (current measuring global irradiance because the tracker is off) presents 
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higher measurements than the global pyranometer (left plot of Fig. 9). Therefore, a correction using linear 

regression is applied to the global pyranometer to fit the two global measurements in a line x = y trend, as shown 

by the right plot of Fig. 9. 

Finally, Fig. 10 presents the scatterings 𝑘𝑑 x 𝑘𝑡 and 𝑘𝑛 x 𝑘𝑡 to all stations. These scatterings are helpful tools to 

identify if the QA procedure is filtering the data well. If some points are outliers in these scatterings, measuring 

problems remain on the dataset. If this occurs, an analysis of the outliers in these scatterings is recommended to 

complement the QA procedure. 

 

 
Fig. 8: Comparing the results of tracker off on daily basis for Araripina and SONDA Petrolina stations. 

 

 
Fig. 9: Scattering 𝑮𝒅 𝒙 𝑮 before (a) and after (b) 𝑮 correction in SONDA Petrolina station. 
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Fig. 10: Scattering 𝒌𝒅 𝒙 𝒌𝒕 and 𝒌𝒏 𝒙 𝒌𝒕 for all stations. 

 

4. Conclusion 

Quality assurance of the measured data is essential to increase its reliability to apply them in radiation models 

(separation models, transposition models and photovoltaic power output models) or to evaluate the solar irradiance 

for a site. The proposed QA procedure applied to the meteorological stations allowed the detection of anomalous 

data on the irradiances time series. The use of the coherence test with a clear sky validation to define which of the 

three radiation components are presenting problems detected by the first two equations of the coherence test and 

the tracker off methodology split into two different tests, one on daily basis and another using minutely 

measurements, are the two main innovations of the proposed QA procedure. 

It was identified that the anomalous data detected by the coherence test in stations CRESP Petrolina and Araripina 

happened due to problems in the direct normal irradiance component, which presents lower amplitudes than 

expected. This issue with 𝐺𝑏 was attributed to soiling on the pyrheliometers, which was validated empirically 

according to the maintenance of the stations. Another comparative test, an envelope test, is under development to 

complement the quality assurance methodology. The envelope test highlights a trend in the 𝑘𝑑 x 𝑘𝑡 and 𝑘𝑛 x 𝑘𝑡 

scatterings, seeking to draw envelope curves for the upper and lower limits of these scatterings, similar to what 

was proposed by Yunnes et al. (2005). 
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Abstract 

Radiative cooling (RC) is a passive cooling technology which enables to cool down surfaces by rejecting 

radiation to outer space. The potential of this phenomenon depends on environmental factors. Africa is a 

continent with most of its land within the tropics, so cooling needs are in general high along the year and 

radiative cooling can play an important role for covering them in a renewable way. A powerful spatial 

interpolation method, known as Kriging, has been used to estimate values at unknown points of Africa and 

thus create continuous maps of radiative cooling potential (𝑞𝑐). Additional maps have been created, showing 

the dry bulb temperature and the relative humidity over Africa. Results showed mean annual values of cooling 

potential of 77.64 W/m2 and peak values of 135.80 W/m2 in the desert. Observing the resulting maps, the 

higher the temperature and the lower the relative humidity, the higher the cooling potential.  

Keywords: Radiative cooling, renewable cooling potential, mapping, spatial interpolation, Kriging, Africa 

 

1.  Introduction 

Radiative cooling (RC) phenomenon takes advantage of the high transparency of the atmosphere in the infrared 

longwave spectral band, from 8 to 13 µm (known as atmospheric window), to reject radiation, allowing to 

obtain temperatures below ambient (Li et al., 2019) in a renewable way. According to Bijarniya et al. (2020), 

environmental factors like ambient temperature, cloud cover, moisture, wind velocity and pollution affect RC 

performances.  

Africa is a continent with most of its land within the tropics, so cooling needs are in general high along the 

year and radiative cooling can play an important role for covering them in a renewable way. In fact, a recent 

report by the International Energy Agency (Birol et al., 2018) predicts that the refrigeration demand will triple 

worldwide by 2050 if no action is taken. On the other hand, the physicist Aaswath Raman predicted that the 

cooling demand will have a sixfold increase by 2050 because of the increase in use of the Asiatic and African 

countries (Raman, 2018). Aili et al. (2021) mapped the annual all-day mean RC power of all the world and 

found a high cooling power in Africa, especially in the northern countries. 

The Radiative Collector and Emitter (RCE) is a device which combines radiative cooling with solar heating 

(SH) in a single device using an adaptive cover. The concept was theoretically presented by Vall et al. (2018). 

The RCE provides hot water during the day (SH) and cold water during the night (RC). As for the cooling 

mode of the RCE it is required to know the nighttime RC power potential, this work focuses on developing the 

map of Africa with this information. 

During the night, when solar radiation is null, considering an emittance of ideal surfaces (𝜀𝑠) equal to one and 

assuming the surface temperature equal to the ambient, RC is maximized and can be determined using eq. 1 

and eq. 2 (Vilà et al., 2020). The first term in eq. 1 refers to radiative heat exchanges, the second term is the 

infrared energy rejected by the surface and by the sky (𝑞𝑠𝑘𝑦), while last terms refer to convective and 

conductive heat transfer, respectively. 

𝑞𝑐(𝑇𝑎) = 𝜎𝑇𝑎
4 − 𝑞𝑠𝑘𝑦 − 𝑞𝑐𝑜𝑛𝑣 − 𝑞𝑐𝑜𝑛𝑑            [𝑊𝑚−2]       (eq. 1) 
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𝑞𝑐(𝑇𝑎) = 𝜎𝑇𝑎
4(1 − 𝜀𝑠𝑘𝑦) − 𝑞𝑐𝑜𝑛𝑣 − 𝑞𝑐𝑜𝑛𝑑      [𝑊𝑚−2]       (eq. 2) 

where 𝜎 is the Stefan-Boltzmann constant [𝑊/𝑚2𝐾], 𝑇𝑎 is the ambient temperature [𝐾] and 𝜀𝑠𝑘𝑦 is the sky 

emissivity [−]. 

According to Chang and Zhang (2019), if the radiative surface is designed to work at a surface temperature 

equal to the ambient (𝑇𝑎), convective and conductive heat exchanges can be neglected, as shown in eq. 3. 

𝑞𝑐(𝑇𝑎) = 𝜎𝑇𝑎
4(1 − 𝜀𝑠𝑘𝑦)                                    [𝑊𝑚−2]       (eq. 3) 

Higher 𝑇𝑎 implies high cooling potential at low relative humidity (RH) and low cooling potential at high RH 

(Dong et al., 2019). This study not only presents maps for radiative cooling (RC) potential, but also for 

temperature (𝑇𝑎) and relative humidity (RH) of Africa, and determines the influence of these weather 

parameters in cooling potential. 

 

2.  Data acquisition and methodology 

Meteonorm database (Remund et al., 2019) was used to download the information from weather stations in 

Africa, corresponding to the radiation period from 1991 to 2010 and the temperature period from 2000 to 2009.  

A total amount of 615 weather files were downloaded from Meteonorm, but some of them implied a worse 

performance of the interpolation. After analyzing the effect of some weather stations on the metrics of the 

prediction model, the observations of Tamanrasset (south of Algeria), Saint Helena Island (south of the Atlantic 

Ocean) and Pozo Izquierdo (south of Las Palmas de Gran Canaria) were neglected, as shown in Fig. 1. 

 

Fig. 1: Weather stations downloaded (blue) and removed (red) 

RStudio was then used to clean and format the downloaded data, from which mean annual values at each 

location were calculated. Radiative cooling was determined using eq. 4. A mesh of 500,000 points was created 

to apply the spatial interpolation technique all over the continent. Although Northern Africa is the region where 

less stations are available, the selected interpolation method enables to have and accurate idea of RC potential 

on these countries. 

𝑞𝑐(𝑇𝑎) = 𝜎𝑇𝑎
4 − 𝑞𝑠𝑘𝑦                                          [𝑊𝑚−2]       (eq. 4) 

The infrared energy radiation emitted by the sky (𝑞𝑠𝑘𝑦) was obtained directly from the Meteonorm database, 

which calculates this parameter using the Aubinet model (Aubinet, 1994). 

Kriging interpolation enabled to determine radiative cooling, dry bulb temperature and relative humidity at 

each point of the previously created grid of Africa. It is a geostatistical interpolation technique to estimate 

values and determine the uncertainty of each interpolated result (standard deviation). Weights are not only 

based on the distance (the points near to the point of study have a higher influence on the prediction), but also 

ensure an unbiased model and a minimum variance (Vilà et al., 2020). A variogram is used to determine the 
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weights of each point of the estimation and a mathematical model which best fits the variogram is found in 

order to minimize the error. 

Data from the 612 files were divided into two subsets: 80% of the locations were used in the Kriging method, 

and the remaining 20% were used to evaluate the interpolation performance. 123 predicted values (𝑥𝑝𝑟𝑒𝑑𝑖
) 

were compared with the observed ones (𝑥𝑜𝑏𝑠𝑖
). The metrics of the prediction models examined were: the 

coefficient of determination (𝑅2, eq. 5) and the root mean squared error (𝑅𝑀𝑆𝐸, eq. 6). 

𝑅2 =
∑ (𝑥𝑝𝑟𝑒𝑑𝑖

−𝑥𝑜𝑏𝑠𝑖
)𝑁

𝑖=1

2

∑ (𝑥𝑜𝑏𝑠𝑖
−𝜇𝑖)𝑁

𝑖=1

2                                                             (eq. 5) 

𝑅𝑀𝑆𝐸 = √∑ (𝑥𝑝𝑟𝑒𝑑𝑖
−𝑥𝑜𝑏𝑠𝑖

)𝑁
𝑖=1

2

𝑁
                                                  (eq. 6) 

where 𝜇𝑖 is the arithmetic mean of the observed values (𝑥𝑜𝑏𝑠𝑖
). 𝑅2 is dimensionless, while 𝑅𝑀𝑆𝐸 has the same 

units as the variable interpolated (cooling power, temperature and relative humidity). 

 

3.  Results and discussion 

Annual values of average cooling power potential after 

interpolating are shown in Fig. 2. The highest RC 

potential is found in the Sahara Desert, especially in 

Algeria, Niger, north of Mali and Sudan; although with 

a lower capacity, South Africa also stands out.  

A mean nighttime RC power potential of 77.64 Wm-2 

is observed, which is higher than the average studied 

in United States (48.30 Wm-2) (Li et al., 2019), Europe 

(47.30 Wm-2) (Vilà et al., 2021) and Northwest China 

(Chinese region with the highest potential on average, 

60.10 Wm-2) (Chen et al., 2021). 

Tropical region is remarkable for a low RC power 

potential with high temperature (above the average, 

Tab. 1) and very high relative humidity (around 

maximum values). 

 

Fig. 3: Annual nighttime temperature map of Africa 

 

Fig. 4: Annual nighttime relative humidity map of Africa 

The lowest RC potential is observed along the coastal zone from Nigeria to Gabon, with relative high 𝑇𝑎 (Fig. 

3) and extremely high RH (Fig. 4), confirming what demonstrated Dong et al. (2019). 

Fig. 2: Annual nighttime RC potential map of Africa 
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It should be noted that the north of Africa is in the northern hemisphere, while the south of Africa is in the 

southern hemisphere. Both hemispheres have opposite seasons. The southern hemisphere is warmer in winter 

than the northern and cooler in summer (van Loon, 1991). On the other hand, countries like Gabon, Congo or 

Uganda, cross the equator and their climate conditions are stable through all the year. As the maps presented 

include mean annual results, these seasonal differences are not noticeable and do not affect the aim of this 

work: to estimate the average annual cooling power. 

The best climate conditions in Africa for radiative cooling are: high temperature and low relative humidity, 

that is to say, the weather of the Sahara. Although there are some countries with low RH, specifically on the 

north, the tropical ones are very humid, which leads to mean values of RH above 60% (Tab. 1). 

Tab. 1: Range and mean annual values of qc, Ta and RH in Africa 

 Minimum Maximum Mean 

Radiative Cooling (qc) [Wm-2] 31.35 135.80 77.64 

Temperature (Ta) [ºC] 13.63 27.96 21.95 

Relative humidity (RH) [-] 25.98 93.29 60.93 

Fig. 5, Fig. 6 and Fig. 7 show a clear comparison between predicted and observed data. A perfect interpolation 

would include all the points over the red straight line with a slope equal to 1. Analyzing the results, the average 

radiative cooling potential, temperature and relative humidity differences are 3.31 Wm-2, 1.49 ºC and 2.68 %, 

respectively. As an overall, there are no big differences between the downloaded and the interpolated data, so 

results present a high coincidence. 

On the other hand, the standard deviation maps (Fig. 8, Fig. 9 and Fig. 10) show that the points near the weather 

stations have less error (blue points), as expected. Maximum deviation points are located in regions with less 

climatic data available, like the Sahara Desert, Somalia and Namibia. 

 
Fig. 5: Comparison between the predicted and the observed 

radiative cooling potential 

 
Fig. 6: Comparison between the predicted and the observed 

temperature 
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Fig. 7: Comparison between the predicted and the observed 

relative humidity 

 

 
 

Fig. 8: Standard deviation of the nighttime radiative cooling 

potential of Africa 

 

Fig. 9: Standard deviation of the nighttime temperature of 

Africa 

 

Fig. 10: Standard deviation of the nighttime relative 

humidity of Africa 

qc and RH show good accuracy (low RMSE values) and explain more than 95% of the variance (Tab. 2). 

Performance measures for the temperature show worse assessments metrics, but they are acceptable 

considering that the study by Li et al. (2016) (climatology field) endorse the results with a lower coefficient of 

determination. 

Tab. 2: Measures of the prediction performance for each of the parameters calculated 

 Radiative Cooling (qc) Temperature (Ta) Relative humidity (RH) 

R2 0.96 0.75 0.95 

RMSE 4.72 Wm-2 2.01 ºC 3.75 % 

 

4.  Conclusions 

In this work RC power potential has been mapped for Africa, showing an outstanding performance compared 

with United States, Europe and China, especially all over the Sahara Desert, where mean annual values above 

100 Wm-2 are found, with peaks of 135.80 Wm-2. Actually, the cooling potential of Africa is 64.14% higher 

than Europe, 60.75% higher than United States and 29.18% higher than Northwest China. 
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Vilà et al. (2021) found that the areas of Europe with the greatest RC power potential were the regions of 

southern Europe, so it makes sense that the north of Africa is characterized by the highest cooling power of 

this continent. 

Temperature and relative humidity are climatic parameters which strongly affect RC and required conditions 

in Africa for 110 Wm-2 or more are: RH below 43% and Ta above 17ºC. Moreover, it has been corroborated 

what demonstrated Dong et al. (2019): high temperatures and low relative humidity are required to achieve 

high cooling power. 

The spatial interpolation has correctly predicted nighttime RC power potential in Africa. Small differences 

between the predicted and the observed parameters are found and adequate metrics of R2 and RMSE are 

obtained. 

Future work could focus on the obtention of seasonal instead of annual values. This way, the effect of each 

hemisphere would be analyzed on the cooling power. 
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Abstract 

Solar resource assessment in Qatar by the Qatar Environment and Energy Research Institute (QEERI) started in 

late 2012 with the deployment of a complete monitoring station in Doha to measure direct, global, diffuse and 

longwave (infrared) irradiances. In May 2019, another monitoring station was installed at the site of Qatar’s first 

solar PV plant, and in collaboration with the Qatar Meteorological Department (QMD) a network of 13 high-

precision monitoring stations was fully deployed later that year. Thus, QEERI’s 15 stations across the country 

measure direct, global and diffuse radiations with one-minute resolution at all sites, in addition to the 

meteorological parameters measured by QMD, and some extra measurements (ultraviolet and infrared radiation) 

at two of the sites. This paper presents a description of the solar stations deployed in Qatar, with the related 

operation and management processes, covering from data collection to transmission and quality assurance, with 

an initial overview of the collected data. 

Keywords: solar radiation, monitoring network, irradiance measurements, data quality 

 

1. Introduction 

At a latitude between 24 and 26 degrees north in the Middle East, Qatar is located in the Sun Belt region of the 

world, which promises a favourable potential for solar energy production; however, being a desert country with 

frequent sandstorm events, the local atmospheric conditions have important effects on the quality of available 

solar resources. Qatar has defined goals for the inclusion of renewable energy sources in its 2030 National Vision, 

primarily solar energy, with photovoltaic (PV) being the main technology, and Qatar’s first large-scale PV plant 

is already operating since October 2022. Therefore, detailed studies of the solar resources are fundamental in order 

to not only properly assess Qatar’s solar potential, but to support the deployment of solar power technologies both 

at large and small (including residential) scales. 

QEERI, the Qatar Environment and Energy Research Institute, deployed its first complete high-precision solar 

radiation monitoring station in Education City, Doha, in November 2012 (Perez-Astudillo and Bachour, 2014), 

while a large network of stations across the country was being designed and developed, and QMD, the Qatar 

Meteorology Department, had been measuring global horizontal radiation (G) for some years already at several 

stations across Qatar (Bachour and Perez-Astudillo, 2014a and 2014b). In May 2019, QEERI installed a 

monitoring station at Al Kharsaah, the site where Qatar’s first solar PV plant would be built (construction started 

near the end of 2020), and in the second half of 2019 QEERI deployed a network of 13 additional stations sharing 

several sites with QMD. In line with QEERI’s vision of supporting the development of clean, renewable energy 

in Qatar, this network provides critical data for solar energy projects, both small- and large-scale, with some of 

the initial data already having been used for the planning development of the Al Kharsaah plant, with more projects 

currently in development. 

The following sections describe the distribution of the monitoring stations and an overview of the managing 

process, from maintenance to data collection, retrieval and quality checking for monitoring the operation, and 

finally some initial views of data collected from the first years of operation. 

2. Stations 
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Figure 1 illustrates the locations of the 15 stations (see also Table 1). The top right-side graph in the figure presents 

the distances between all possible pairs of stations, while the bottom right-side graph shows the distances to the 

nearest neighbour. The longest distances are in the north-south direction, given the country’s geography; note also 

that Qatar’s geography is mostly flat, and the station elevations range between sea level and around 50 m above 

sea level. This dense monitoring network provides an excellent spatial coverage of the country, with a compact 

distribution of gap distances (bottom right of Fig.1) between 10 and 35 km. 

 

Figure 1: Locations of QEERI’s solar radiation monitoring stations in Qatar, and the distributions of distances between them, and 

of distance to the nearest neighbouring station. 

 

Tab. 1: Locations of the 15 solar radiations monitoring stations.  

Site Lat 

(deg. N) 

Lon 

(deg. E) 

Site Lat 

(deg. N) 

Lon 

(deg. E) 

Abu Samra 24.75 50.82 Al Shahaniya 25.39 51.11 

Al Batna 25.10 51.17 Al Shehaimiyah 25.86 50.96 

Al Ghasham 24.85 51.27 Al Wakrah 25.19 51.62 

Al Ghuwayriyah 25.84 51.27 Dukhan 25.41 50.76 

Al Jumayliyah 25.61 51.08 Education City 25.32 51.42 

Al Karaanah 25.01 51.04 Sudanthile 24.63 51.06 

Al Kharsaah 25.22 51.00 Turayna 24.74 51.21 

Al Khor 25.66 51.46    

 

At all 15 stations, the three so-called components of broadband solar radiation are measured, namely beam or 

direct normal (Gb), global horizontal (G) and diffuse horizontal (Gd) irradiances. All stations use ISO 9060:2018 

Class A (https://www.iso.org/standard/67464.html) thermopile sensors (two pyranometers and one pyrheliometer) 

for each component, mounted on a sun tracker with sun sensor and shading ball or disk, and all are powered by 

solar panels with battery storage, except for the Education City station, which is located at the rooftop of QEERI’s 

building. 

Solar radiation measurements are sampled at 1 Hz and saved as one-minute averages in W/m2 by their on-site data 
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loggers. The stations were deployed, and are managed, in three groups, hereby called “Education City”, “Al 

Kharsaah”, and “network of 13”. The process of data retrieval is automated for each of these groups as follows: 

• Education City (red in Figure 2). The station is on the rooftop of the QEERI building in Doha, and the 

data logger is connected via a serial cable to a laboratory workstation, with automated data download every 

30 minutes. 

• Al Kharsaah (green in Figure 2). The logger uses a GSM modem and SIM card to connect to the internet, 

and a workstation in QEERI’s premises pulls the data every 30 minutes. 

• Network of 13 (blue in Figure 2). The loggers also use a GSM modem and SIM card to connect to the 

internet. In an initial configuration, the loggers sent the data as email attachments to an email account, from 

which the data were pulled to a local server in QEERI, and then inserted into a database. Recently this has 

been changed to using a cloud server between loggers and local server, replacing the email method. As 

Ammonit data loggers are used in this network, the AmmonitOR cloud service 

(https://www.ammonit.com/en/products/online-services/product-details/ammonit-online-report-ammonitor/) 

is used, which allows for an easy user-friendly logger configuration, and provides an API for automated data 

downloads. 

 

 

Figure 2: Representation of the data retrieval methods used. 

Thus, in the 14 remote (outside Education City) stations, the data logger’s connection to the internet is currently 

done via Qatar’s mobile telephone providers. This means that data retrieval relies on the availability of the mobile 

service connection at the scheduled transmission times. Given that most stations are not located inside or next to 

cities or villages, and in spite of the good mobile coverage across Qatar, the loggers often lose connection and are 

unable to transmit data with the scheduled frequency. In their current setup, the loggers in the network of 13 

stations can display the current strength of the mobile signal as a percentage from 0 to 100%, so a record has been 

kept of these values since 2020, sampled at each maintenance visit, i.e. twice per week (maintenance is described 

in the next section). Figure 3 shows the signal strengths observed at each visit and their averages per year for the 

13 sites for 2020 and 2021, and from January to May 2022. As a whole, the all-site, all-time average is 69%, with 

the highest averages in Al Karaanah (100%) and Abu Samra (96%), and the lowest values in Al Shehaimiya 

(51%), Al Batna (53%) and Al Shahaniya (55%). Note, however, that these values are on-site samples taken by 

the maintenance team twice a week at best, and high values here do not necessarily imply that good connections 

are available all the time; due to the ‘manual’ and sporadic nature of the signal observations (which were not 

coincident with the time of scheduled data transmission) and to high variability of the signal strength (the value 

frequently had large oscillations during the few seconds in which the technicians made the observations), total 

uptime was not recorded, and a lower limit on the signal strength needed for successful transmission was not 

determined (except, naturally, that a signal of 0% results in no connection). Nevertheless, these values provided a 

general view of the communications conditions and highlighted a need for improvement; indeed, one possible 

cause of signal losses is that the modems used are 3G-capable only, and Qatar’s operators have moved to 4G and 

recently to 5G, so 3G coverage is less reliable. 
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Figure 3: Mobile connection strength observed at each visit (blue circles) and their annual averages (red cross) at the 13 sites, 

Jan/2020 to May/2022. 

3. Operations, data 

3.1. Maintenance 

A high-precision station, like the ones used here, requires itself close monitoring and frequent preventive 

maintenance in order to reduce risks and durations of malfunctions and low-quality measurements. Considering 

distances and nearby locations between the different stations, the schedule of the maintenance for the stations was 

designed in a way to cover all the 15 sites in three days, resulting in two site visits per week for all sites. Given 

the desert environment for these stations, the most important activities are the cleaning of sensor domes, windows, 

bodies (including tracker, cabinets and PV panels, etc.), but also include checks on alignment, levelling, shading 

and general site conditions. 

In the period from 1/Jan/2020 to 31/May/2022, on average the stations were visited for maintenance once every 

3.6 days. This average, however, excludes the values from two sites, namely Education City and Abu Samra, 

during 2020, when due to Covid-19 lock-downs access to these sites was restricted for some periods. Figure 4 

shows the annual averages of days between visits for the 15 sites. 
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Figure 4: Annual averages of number of days between maintenance visits for all sites, Jan/2020 to May/2022. 

Some of the most frequent corrections made by the technicians during these visits include the levelling of 

pyranometers. Also, at some sites the loggers occasionally report that the modem is unavailable, or that the signal 

strength is 0%; in these cases, a reboot of the modem generally corrects the issue with the signal strength restored 

to the usual value at the site. Other issues observed have been faster corrosion on cabinets at the coastal sites and, 

in a few pyranometers, an expansion and then disappearance of the bubble level, possibly due to an imperfect 

sealing of the bubble compartment and loss of liquid due to evaporation. 

3.2. Data Monitoring 

From here on, the rest of this work relates only to the data collected by the network of 13 stations, which, as 

explained in section 2, is managed as a group, and provides the largest amount of solar resource data. Data 

collected from the network of 13 stations is monitored in real time using a data display system based on the open-

source web application Grafana (https://grafana.com), through which the measured data points are shown on maps, 

tables, or on graphs spanning a given time interval. This display system is designed for real-time monitoring of 

the general operation and of the data collection. 

To complement this display system, a reporting tool was developed in-house that automatically runs every 

morning to analyse the data (from each of the 13 sites separately) of the previous day, doing quality checks and 

generating a report in PDF format and mailed to the person in charge. These reports (to be described in a separate 

paper) consist of one page per site showing different key details like the number of collected minutes and some 

results of the quality checks, with graphs that help identify some common problems. The quality checks done in 

this automatic tool include: maximum physically possible limits, consistency between Gb, G and Gd (i.e. G = 

Gb*cos(SunZenithAngle) + Gd) and ratio Gd/G as per the BSRN recommendations, and two custom checks on 

the clearness index Kt and diffuse fraction Kd: 

Kt = G / ETh   (eq. 1) 

Kd = Gd / G   (eq. 2) 

where ETh is the (calculated) top-of-the-atmosphere solar radiation projected on a horizontal surface at the 

corresponding time. The quality tests are described and discussed in (Perez-Astudillo et al., 2018) and correspond 

to numbers 3-5, 7-10, 14 and 15 in Table 1 of that work. 

3.3. Spatial coverage and variations 

As discussed in section 2, QEERI’s dense network of stations provides a thorough spatial coverage of the country. 

For an assessment of the spatial variation of solar resources in Qatar, the difference in measured irradiances can 

be studied between all possible pairs of stations as a function of distance, as depicted in Figure 5, which shows 

the relative values (in %) of the mean bias difference (rMBD), mean absolute difference (rMAD) and root-mean-

squared difference (rRMSD) as function of distance between each pair of stations, obtained from the 1-minute 

measurements of Gb (left side), G (centre) and Gd (right side). As the order of stations in each pair was basically 

random, the sign of MBD does not provide meaningful information. The increase of differences with distance is 
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clear on MAD and RMSD, especially for the direct and diffuse irradiances, being more sensitive than the global 

irradiance to local atmospheric variations (clouds and aerosols). This shows that in spite of Qatar’s small size and 

flat geography, solar resources do indeed have measurable variations across the country, mainly due to varying 

aerosol loads in the atmosphere between coastal and inland locations. 

 

Figure 5: Relative differences (mean bias difference, mean absolute difference, root mean square difference) in measured Gb (left), 

G (centre) and Gd (right) at 1-min level, between all pairs of stations as function of distance, for the network of 13, Jan/2020 to 

May/2022. 

As another indicator of spatial variability, the anomalies of daily irradiation in daily kWh/m2 among sites are 

shown in Figure 6, for all days from 1/Jan/2020 to 31/May/2022. The anomalies here are calculated as the 

difference between the daily irradiation value from each station on a given day and the average of the daily values 

from all stations on that day. The empty bins correspond to days when a daily value could not be obtained for a 

given station due to a large number of missing data, where missing means either not collected or quality-rejected. 

As per the procedure established for these stations, a minimum of 85% of the daytime (from sunrise to sunset) 1-

minute entries must pass the quality checks in order to allow for the calculation of a daily average; otherwise, the 

daily average is reported as missing. For sub-daily periods (e.g. 5-min, 10-min, 15-min, hourly), the criterion is 

that at least 50% of the minutes within that period must pass the quality checks. Therefore, a missing daily value 

does not necessarily mean that sub-daily averages are also missing. On the other hand, monthly and annual 

averages are obtained from the daily averages. 

Overall, the largest variations are seen in direct irradiation, with not only the highest maximum and minimum, 

+3.10 and -3.15 kWh/m2, respectively, but also more frequent larger anomalies throughout. For global irradiation, 

the maximum and minimum anomalies were +1.85 and -2.66 kWh/m2, and for diffuse irradiation the values were 

+1.39 and -1.56 kWh/m2. For context, the full-station, full-period average, maximum, and minimum of daily Gb 

were 5.70, 9.56, and 0.06 kWh/m2 per day, respectively; for G, these values were 6.11, 8.58 and 1.27. 
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Figure 6: Daily irradiation anomalies, Jan/2020 to May/2022. 

 

3.4. Longer-term view 

To gain a better insight on the solar climate, it is important to look at data of as many years as possible; ideally at 

least one solar cycle. With the first 2.5 years of operation of the network of 13 stations, an initial view can be 

obtained. Figure 7 shows the monthly averages of the daily direct and global irradiations (values are daily kWh/m2 

during the month), as well as the monthly averages of daily clearness index Kt and diffuse fraction Kd (Kt and 

Kd are calculated first for each day from the daily values of G, Gd and ETh, and then averaged through the month). 

Figure 8 shows the full-period (Jan/2020 to May/2022) averages of Kt and Kd. It can be seen that although Qatar 

has a relatively high clearness index (all-around average of 0.66), denoting usually low cloudiness, Kd is also high 

(all-around average of 0.38), denoting high levels of light diffusion that are unfavourable for concentrating solar 

technologies, for example. 
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Figure 7: Monthly averages of Gb, G, Kt and Kd, Jan/2020 to May/2022, for each site. 

 

 

Figure 8: Full-period (Jan/2020 to May/2022) averages of Kt and Kd for each site. 

 

4. Conclusions 

QEERI currently operates 15 solar monitoring stations across Qatar, measuring direct, global and diffuse 

irradiances with high-precision pyranometers and pyrheliometers mounted on sun trackers. The generated one-

minute data support the country’s goals of sustainable and renewable energy production, with Qatar’s first large-

scale solar PV plant soon to start operations. This work provides a description of the continuous activities needed 

for maintaining and monitoring the operation of the stations, data retrieval and initial assessment of the quality of 

the generated data, with a first look at some results from the data collected during the first 2.5 years of country-

wide monitoring. Although Qatar has a small size and mostly flat terrain, variations in solar resources, although 

not large, are observable. The stations provide a thorough coverage of the country, but the harsh weather 

conditions and difficult off-road access to some of the sites create challenges that have to be addressed or 

mitigated. 
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Abstract   

Vietnam is developing as a solar energy powerhouse, ranking eighth in the world in terms of installed solar 

capacity. With a long coastline and continuous high solar irradiation levels, the country makes a strong push 

toward renewable energy to meet its rising demands for energy to drive economic growth. The effectiveness of 

solar panels installed in Vietnam are decreased due to mass accretion of dust, dirt spots, muddy build-ups and 

bird’s droppings etc. Maintaining high-capacity panels would be a problematic if it is not consistently cleaned. In 

the PV sector, O&M aids in the effective cleaning process and ensures solar cell sustainability. Systematic 

polishing of solar panels leads to increase in the output power generation and tends to maintain a consistent 

performance in solar cells, allowing the country to meet its energy needs. 

Keywords: Solar Panel maintenance, Solar efficiency analysis, O&M, PV cell sustainability 

 

1. Introduction 

Solar energy is expected to contribute for 0.5 percent of total energy output in 2020, 1.6 percent in 2025, and 3.3 

percent in 2050, according to the Vietnam Renewable Energy Development Project to 2030 with a view to 2050. 

As a consequence, by 2050, total solar power output will have increased from a negligible level today to 12,000 

MW. Massive financial investment in solar energy capacity is necessary to attain this goal. The continuous 

maximum effective energy absorbed from the sun particularly the solar panel, as the principal component in the 

supply system decreases installation and production costs while also making peak electrical power needs easier 

to meet (Duong Vu, 2021). 

The experts have researched that the life expectancy of solar panels is 30 years (Surender Rangaraju O. I., 2021). 

The accumulation of dust has an impact on the net output power and reduces solar panel system performance 

dramatically. As a result, physical impurities such as dust, debris, dirty rain, bird droppings, and other potentially 

harmful elements must be kept away from the solar panels. The duration of the PV is determined by the scratching 

action on its surface (Energy & Natural Resources, 2017). 

To clean solar panels, regular maintenance and monitoring activity is important; otherwise, the output efficiency 

would be dramatically reduced. Regular maintenance and the utilization of resources entail a significant expense, 

but conventional O&M services have guaranteed the yield of solar panels for a while. Yield for current and 

forthcoming new solar projects in Vietnam, an periodic O&M services will be the best alternative. As a 

consequence, cleaning PVs in line incessantly will make huge difference in output energy efficiency (Surender 

Rangaraju O. I., 2021).   
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2. Literature survey 

For the solar system to perform at its best, it must be clean. A crucial part of solar panel maintenance is routine 

cleaning. The amount of electricity delivered from a solar PV array varies daily, monthly, seasonally, and annually 

depending on the amount of dust that has accumulated on the solar panels. (Peng, 2023)  

The quantity of irradiance that reaches the solar cells has a major impact on how much power a photovoltaic 

module can produce. The optimum yield or ideal output of a solar module depends on a variety of factors. 

However, one of the contributing factors that has a direct impact on photovoltaic performance is the environment. 

The performance of such systems may be compromised by environmental and natural variables such the 

accumulation of soil, salt, bird droppings, snow, etc. on the PV module surfaces. (Mohammad Reza Maghami, 

2016) 

It is becoming more crucial than ever to manage PV sites optimally and analyze their predicted performance. The 

summertime, when there is the most solar resource, is when soiling can have the biggest impact on efficiency. Sea 

salt, pollen, and other particulates from anthropogenic and natural causes like building, agriculture, and air 

pollution build up on the panels until they are washed off or cleared by rain. (Felipe A. Mejia, 2013) 

The two main environmentally degrading variables that affect solar panels are high ambient temperatures and high 

levels of air dust. All solar plants across the world experience a significant reduction in energy generation due to 

the degradation of solar collector performance brought on by soiling. Transmission loss is brought on by the 

deposition of soil and other particles on solar collectors, or soiling. Due to the absorption and scattering losses of 

the incident light, the so-called "soiling" effect, which refers to particulate contamination of the optical surfaces, 

has been observed to significantly worsen energy yield. (Arash Sayyah, 2014) 

Solar cleaning is a requirement in most solar manufacturers' warranties. The solar panel could not be covered by 

the warranty if it sustains damage and becomes inoperable. This is true if we are unable to show the manufacturers 

that the PV panels have been maintained properly. According to research, cleaned solar panels can operate up to 

10% more efficiently than those that aren't constantly cleaned. The effectiveness of solar panels must therefore be 

maintained through routine cleaning. (Conserve Energy Future, n.d.) 

Solar panels will need more regular and comprehensive maintenance if they are located in dust-prone places, such 

as close to busy roads and agricultural areas. Solar production may suffer if dust isn't removed from panels set in 

these locations. According to research, dust on PV panels reduces solar effectiveness by about 40%' in dust-prone 

areas. (Energy Matters, 2022) 

The longevity of a solar panel system may be increased with regular cleaning. Solar panels that are dirty and aren't 

maintained and cleaned on a regular basis might not even survive as long. Solar panels are an expensive investment 

and ought to be handled accordingly. They can become soiled and damaged if they are not frequently cleaned, 

especially if material like bird droppings is left on them for an extended period of time. Maintaining PV panels 

and keeping them clean will not only help them produce the most electricity possible but will also ensure that they 

are not deteriorating more quickly than they should. In the end, routine cleaning makes sure you get the best 

potential return on your investment. (Karlsson, 2021)  

Trina Solar, one of the top solar panel manufacturers in the world, includes the following in a maintenance and 

care manual... "A solar module's ability to produce energy is directly related to the amount of light that strikes it. 

Because a module with shaded cells will produce less energy, maintaining the module's cleanliness is crucial. 

(Solar Panel Cleaning LTD, n.d.) 

What maintenance is necessary for my solar panels, advises Panasonic, a renowned global firm and producer of 

solar photovoltaics? Your solar panels should be cleaned of dust and debris twice a year. The following are some 

of Panasonic's limited warranty exclusions: "Inadequate maintenance" and "damage or corrosion brought on by 

environmental pollution like soot and mold." (Solar Panel Cleaning LTD, n.d.) 

Canadian Solar, one of the top producers of solar pv modules, advises cleaning the panels if a lot of debris 

accumulates on them. They also suggest that the optimum water has a PH that is close to neutral and has a low 

mineral concentration. 

First Solar states that "In locations with heavy soiling, properly timed module cleaning can improve energy 

yields." They also claim that "RO water provides the best results." (Solar Panel Cleaning LTD, n.d.) 
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According to 8.33 Solar, a company that has been providing services to the European solar sector since 2006, 

"Over time, dirt and dust can build up on the module's glass surface, decreasing its power production. To guarantee 

maximum power generation, Solar 8.33 advises routine cleaning of PV modules. (Solar Panel Cleaning LTD, n.d.) 

Currently, it is estimated that cleaning solar panels uses roughly 10 billion gallons of water annually, which is 

enough to supply drinking water for up to 2 million people. Waterless cleaning methods require a lot of labor and 

can leave surfaces scratched permanently, which lowers their effectiveness. Now, a team of MIT researchers has 

developed a method of mechanically cleaning solar panels or the mirrors of solar thermal plants in a waterless, 

no-contact technique that might greatly minimize the dust issue. (Chandler, 2022)  

At Google's 1.6 MW solar farm in Mountain View, California, a ground-breaking experiment was carried out, and 

it was discovered that cleaning solar panels was "the number one way to maximize the energy they produce." 15-

month-old solar panels that had been operating for cleaning nearly increased their electrical production. (Singh, 

n.d.)  

The solar panels shouldn't be trodden on while being cleaned. Water and other substances that may penetrate the 

panels through tiny holes might seriously damage the facility. In order to improve energy efficiency and assure 

sustainability in power plants, robot cleaning produces expert solutions.  (Robsys, n.d.)    

Solar panel cleaning robots are a solution that makes it possible to produce renewable energy more effectively 

without using any more precious natural resources. (Leichman, 2022) 

The extent to which automation and robot module cleaning are being used by owners and operators of large-scale 

PV projects has been revealed through a first-of-its-kind survey. The use of robotics in solar operations and 

maintenance (O&M) is growing, and there is growing awareness of their advantages in terms of increased power 

production, maximized return on investment, and improved efficiency. This is the clear trend, which is reflected 

in the geographical expansion of solar and the growth of projects. Its capacity to effectively clean thousands of 

modules is one of the most important factors to take into account when selecting a robotic cleaning solution. 

Cleaning modules by hand is no longer feasible due to the hundreds or even thousands of megawatts of solar site 

capacity, both physically and monetarily. (PV MAGAZINE, 2022) 

Solar panels' ability to convert sunlight into electricity is reduced when they are dirty. Solar panels perform worse 

when covered in dust and dirt. This causes a significant loss in both money and renewable energy. A fully 

automated solar panel cleaning service employs drones to install cleaning robots on solar panels. The panels can 

be made more effective, resulting in more green energy production and increased financial gain. (Neira, 2022) 

3. Research Problem  

Sao Mai PV1, one of the large scale solar project in Vietnam with the area of 275 hectares Which produces about 

210MW of peak capacity. It is researched that there is a huge power production loss recent days. The assumptions 

are accumulation of dust and poor solar panel maintenance will be the reason for the losses occurred. So, research 

is carried out whether the augmentation of dust particles and dirt spots really a problem for shrinkage of average 

output efficiency. 

4. Methodology and Tools 

The experimental study on power comparison before and after cleaning is done. At First, readings are taken 7 

times according to the company standards from 8:55 AM to 3.00 PM. All strings are connected to the string 

monitoring box and the readings are derived from the process display. For the research, a total of six sets of 

uncleaned solar strings (i.e. 1 to 6) and two sets of cleaned strings (i.e. 7 and 8) taken into account. A Continues 

cleaning of strings 7 and 8 immediately after every reading is done. It is observed that there is a tremendous 

difference in the output efficiency from the cleaned strings compared to the uncleaned strings. The research 

methodology concludes poor panel maintenance and accretion of dust caused a recurring loss.  

We used a SCADA system (Supervisory Control and Data Acquisition), an efficient asset management system 

that use state of technology to efficiently and proactively manage huge solar farms to collect the readings. With 

the integration of CMS (Central Management System) asset managers and O&M provider can Optimize and 

control energy assets and maintain a productive environment. This study utilized the SCADA system deployed 
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by Inaccess company to monitor and control the solar panels deployed at Sao mai solar farm- Vietnam. 

 

5.   Efficiency Analysis in a Solar Farm 

The energy from the solar panel is crucial. Maintaining the efficiency of the solar panel is necessary. The analysis 

was done at Sao Mai group solar farm in Vietnam. The study gone through the farm and analyzed certain factors that 

the panels are cleaned 100 days in a year and the efficiency is exceptionally high from cleaned string of panels 

when compared to uncleaned one.  

 
 

Fig 1 : Sao Mai PV1 solar farm at vietnam 

6. Cleaning Analysis 

Traditional cleaning of solar panels at Vietnam requires manpower, water, water truck, cleaning liquid and 

cleaning equipment’s. The total installed strings of panels are 17,967. For one string of panel, it consists of nearly 

60 - 90 panels wired together. The cleaning and maintenance of the panels is done at frequency of twice a year.  

 

Fig.2 : Traditional cleaning of panels 
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Generally, for cleaning a string a panel at least 9-10 individuals involved and a total of 200 individuals are 

employed for the entire cleaning process and the green vegetation grown also provide a disturbance for cleaning 

the panels and additional 20 employees are employed for clearing the ground. 

7. Efficiency Analysis Before and After 

cleaning  

The efficiency of the panel has produced a low output from string 1 to 6 and 7,8 in Fig 3.Since the string reading 

are taken at low irradiance level at 8:55 AM.The results shows that there is a slight increase in the average power 

comparing the values 6503.9 W and 6588.4 W. 

 

Fig.3:  Performance of the strings before cleaning 

 
The readings taken at 10:30 AM, the average power value gets gained comparing values 3402.8 W and 3801 W . 

Thus after the cleaning procedures gets over we can see the average power value gets a drastic increases when 

compare to uncleaned strings at rate of 12 percent. 

 

 
Fig. 4: Performance of the cleaned strings at 10:30 AM 

 
The readings taken at 11:30 AM, the average power value gets surged comparing values 11022.9 W and 12706.2 

W at rate of 15 percent. 
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Fig. 5: Performance of the cleaned strings at 11:30 AM 

 
The readings taken at 12:15 PM, the average power value gets stepped-up comparing values 15973.3 W and 

18267.8 W at rate of 14 percent. 

 

 
Fig. 6: Performance of the cleaned strings at 12:15 PM 

 

The readings taken at 2:00 PM, the average power value gets boosted comparing values 13707.9 W and 15055.6 

W at rate of 10 percent. 

 

 
Fig. 7:  Performance of the cleaned strings at 2:00 PM 
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The readings taken at 2:30 PM, the average power value gets incremented comparing values 6480 W and 7614 W 

at rate of 18 percent. 

 

 

Fig. 8:  Performance of the cleaned strings at 2:30 PM 

 
The readings taken at 3:00 PM, the average power value gets hiked comparing values 3730.1 W and 4519.2 W at 

rate of 21 percent. The average power value is calculated in watts tends to be increase in efficiency of the string 

and total average power of cleaned strings surged at the rate 15 percent. 

 

 
 

Fig. 9 : Total average performance of cleaned Strings 

 

Consequently, the strings will always provide superior efficiency when the strings are scrubbed in a frequent 

manner. 

 

8. Findings 

The study was carried out on cleaned and uncleaned solar strings. It is found that dust spots and muddy build-ups 

drastically decrease output power value .The Test carried out cleaning 2 strings out of 8 strings on a regular basis. 

. From the study, the results showed an absolute contrast between the efficiency of the panels If the strings are not 

cleaned or maintained appropriately it will not only rupture the panel but also cause monumental damage to energy 

production. 
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Fig. 10:  Power Comparison Chart 

 

9. Conclusion 

Based on the study we emphasize that regular O&M services are extremely crucial in power generation that uses 

renewable energy sources, particularly solar energy. Even though, the maintenance includes labor expenses and 

other costs. Consistent washing is efficient in solar panel O&M which ensure panel free from dust and wrecks. 

More importantly in this efficiency analysis, the result from the solar farm shows tremendous surge of energy after 

cleaning compared to prior to cleaning of strings. As different methods of dusting are implemented to regulate 

strings tenability. The periodic serviceability on panels is indispensable in case of cell efficiency and durability. 
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Abstract 

We investigate weather photovoltaic power generation can effectively and economically contribute to a massively 

renewable energy (RE) power generation future for Switzerland. Taking advantage of the country’s flexible 

hydropower resources, we calculate the optimum PV/battery configurations that can meet the country’s growing 

electrical demand firmly 24x365 at the least possible cost while entirely phasing out nuclear power generation. 

We explore several ultra-high RE “net zero” scenarios where PV and hydro would meet the bulk of the country’s 

demand. Depending on future battery storage and cost predictions for PV and batteries, and a small contribution 

from in-country or imported dispatchable resources, we show that power production costs on the Swiss grid would 

range from 6 to 9 EUR cents per kWh. While this is well in line with historic market prices, it is much lower than 

the current ones on the regional TSOs 

Keywords: storage, implicit storage, firm power generation, photovoltaics, grid integration, high penetration 

renewables 

 

1. Methodology 

24/365 firm power availability is a prerequisite for intermittent solar and wind resources if they are to evolve from 

their current position at the margin of a core of dispatchable generation to a grid-dominant position. 

It is now well understood that the least expensive way to transform intermittent renewables into firm power 

generators entails: (1) applying implicit storage – i.e., overbuilding and dynamically curtailing the resources (Perez 

et al., 2021, O'Shaughnessy et al, 2021, Tong et al., 2021)  to keep real energy storage requirements at 

economically reasonable levels – and (2) optimally combining renewable resources that may have different daily 

and seasonal availabilities (Perez, 2020). 

The Clean Power Research CPT model (Perez et al., 2021) we apply in the present investigation was designed to 

derive the least cost combination of intermittent renewables (PV, wind) and storage – real and implicit – for any 

location/region. The model also accounts for region or policy-specific operational contexts, such as any allowance 

for dispatchable supply-side generation (e.g., thermal generation from natural gas or e-fuels), the availability of 

other renewables (e.g., hydro), or the application of demand-side load management strategies.  

Inputs to the model include the Capital Expenses (CapEx) and Operating Expenses (OpEx) of all considered 

generation, storage, and load management resources as well as multi-year hourly site/time-specific time series of 

renewable electrical production and demand. The main output of the model is the levelized production Cost Of 

firm Electricity (LCOE) of the optimized resources’ blend. The model also produces the optimal amounts of real 

and implicit storage required to achieve this optimum LCOE. 

Results of previous investigations in the continental US (CONUS) and tropical island power grids indicate that a 

95% optimized wind/solar blend and an allowance for 5% supply-side flexibility via natural gas could yield firm 

24/365 LCOEs below 4 cents per kWh by 2040, with PV/wind overbuild of the order of 50% [Perez, 2020, Perez 

et al. 2020, Tapaches et al. 2020].  
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2. The case of Switzerland 

 

The situation in Switzerland is markedly different from our previous USA and tropical island case studies. It is 

characterized by both unique assets and unique challenges. 

• Assets: Switzerland possesses a large existing hydro and hydro storage resource, including run-of-river 

hydropower and two types of storage systems: pumped hydro, and seasonal lakes, fed mainly by snow 

melt and holding large quantities of water released on demand. The storage systems are currently applied 

to maximize market economics (e.g., arbitrage in neighboring European markets). The specs of the 

hydropower assets are reported in Table 1 along with the other energy generating resources currently 

available in the country. 

• Challenges: (1) it is environmentally difficult to deploy new wind, so large-scale natural wind-solar 

complementarities cannot be fully tapped. (2) The solar resource is highly seasonal with very low 

wintertime (Nov – mid Feb) solar production when electrical demand peaks. 

Tab. 1: Current (2018-2020 average) power generation resources in Switzerland 

 

 

The annual (2018) dispatching of these resources is illustrated in Figure 1. 30-day running means have been plotted 

to remove short-term fluctuations and improve visualization. The top edge of the graph represents demand on the 

Swiss grid. Note that the Swiss current production is insufficient in winter and early spring, requiring imports 

from the rest of Europe. However, production exceeds demand in summer and is exported, mainly to the summer-

peaking Italian grid. 

  

Installed capacity Annual energy yield

Nuclear 3 GW 24.2 TWh

Run-of-river hydro 4.2 GW 17.6 TWh

One-way hydro buffer 8.2 GW 18 TWh*

Pumped hydro 2.9 GW 4.2Twh^

PV 2.4 GW 2.2 TWh

Wind 0.1 GW 0.1 TWh

Non-renewable 

thermal generation
0.42 GW 1.17 TWh

Renewable thermal 

generation
O.55 GW 1.84 TWh

Imports 7 GW 10.77 TWh

Exports 10 GW -10 TWh
* the full-to-empty buffer system has a capacity of 10Wh.. Total output includes river-flow
^ pumped hydro output -- net production in zero.
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Fig. 1: Annual dispatch of Swiss-based of supply-side resources for the year 2020. The top line of the stacked graph represents the 

Swiss grid load [ENTSO-E, 2022] 

3. Case study 

We explore six scenarios at the 2050 horizon where the PV resource will be the central part of a high renewable 

energy (RE) firm power delivery system for the Swiss power grid. All scenarios include a phasing out nuclear 

power generation. All scenarios are based on the Energy perspectives 2050+ (SFOE, 2021). This matches net zero 

(carbon neutral) conditions, needed to fulfil the Paris climate agreement. 

• •Scenario #1 –This scenario retains the current small contributions from thermal energy production and 

adds 2.1 GW of wind power generation amounting to a total wind energy production of 4.3 TWh/year. 

Pumped hydro capacity is increased from 2.9 to 5.7 GW with a commensurate increase in energy storage 

reserve. Seasonal hydro storage capacity is increased from 8.2 to 9 GW, with a 2 TWh increase in full-

to-empty long term energy reserve. 

•  Scenario #2 – 10% imports, no restrictions. This scenario also retains the small current contributions from 

thermal production but adds only 1.0 GW of wind (2.15 TWh/yr). It allows for net imports from the 

European grid to total 8.25 TWh/yr. Pumped hydro capacity is only increased to 4.4 GW, while the buffer 

hydro storage capacity is increased to 8.5 GW with a full-to-empty energy reserve increase of 1 TWh. 

•  Scenario #3 – No imports, natural gas. This scenario is identical to scenario #2 but replaces the 8.25 TWh 

of imports with new thermal generation from natural gas (2.8 GW new capacity; prices including CO2 

certificates). Net-zero import/export are limited to 3 GW with 10 TWh exchanged annually each way. 

•  Scenario #4 – No imports, e-fuels. This scenario is identical to scenario # 3, but replaces natural gas by 

e-fuels, produced either domestically or abroad. Note that this scenario is 100% renewable.  

•  Scenario #5 – Imports and e-fuels. This scenario retains the level of net imports from scenario # 2 and 

includes roughly half of the e-fuel thermal generation from scenario #4 (1.7 GW, 4.97 TWh/yr). 

•  Scenario #6 – Imports, e-fuels, and agri-PV. This scenario is identical to scenario #5, but with a slightly 

lower capital cost for new PV resulting from extensive agri-PV deployments (see below). 

For all scenarios, the considered 2050 Swiss electrical demand is assumed to be 30% higher than current (from 

transportation/building electrification) and nuclear generation is eliminated. The new load demand profile is 

extrapolated upward from current load (+30% for all hours). The energy demand balance not met by hydro, or the 

wind/thermal/import resources identified above is met by new firm PV generation. Figure 2 summarizes the 

contribution all supply-side energy sources in each scenario compared to current. It clearly illustrates the central 

role to be played by new firm PV generation, ranging from 35% of total generation in scenarios #4 and 5 to 46% 

in scenario #1. 

Nuclear
Biogas

Natural gas
PV

All hydro

Imports
Exports

MW
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Fig. 2: Supply-side electrical energy resources for all scenarios compared to current. The bottom part of the figure provides details 

for the source labeled as ‘other’ in the top part. Note that scenario #4 is the only scenario that does not include non-renewable (nat. 

gas) or possibly non-renewable (imports) resources. 

For each scenario, we investigate two sets of assumptions regarding (1) Switzerland interconnectivity with the 

larger European grid, and (2) the cost of new PV and electrochemical storage (battery) technologies. 

For interconnectivity, we look at two configurations: 

1. net-zero imports where the Swiss grid would continue to operate interconnected with the larger European 

grid and, 

2. an extreme limit case where the grid would operate in full autonomy.  

In the net-zero case, supply-side flexibility is provided by allowing 10 TWh/yr to be both exported from and 

imported onto the Swiss grid with a maximum capacity of 3 GW (note that this is above and beyond the supply-

side-only imports identified in scenarios #2, 5, & 6) In the autonomous case, Switzerland would operate 

independently from the larger European grid to the exception of one-way imports considered in scenarios #2, 5 

and 6. We note that this autonomous configuration is unlikely given the country’s natural interconnectedness, but 

this limit case is nevertheless informative in quantifying extreme resiliency conditions. 

Regarding technology, we consider two assumptions for PV and electrochemical storage CapEx at the 2050 

horizon based conservative or optimistic predictions from the NREL technology roadmap1.  

1. The conservative assumption sets turnkey PV at $860/kW and electrochemical storage at $330/kWh. 

2. The optimistic assumption prices these technologies at $390/kW and $45/kWh, respectively.  

The first assumption reflects a conservative approach for small scale systems (e.g., user-sited) likely to be 

prevalent in the Swiss PV/storage build-up, while the second reflects utility-size systems that may also be 

[partially] considered. In both cases we use $4/kW/yr for PV OpEx, and 0.25%/yr for battery OpEx. Note that for 

scenario #6, we apply a smaller CapEx for the Swiss assumption – $786/kW – that is reflective of the larger 

 
1 https://atb.nrel.gov/ 
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proportion of agri-PV deployment assumed in this scenario. 

All supply-side resources to the exception of new PV are considered as either dispatchable or must-run. Their 

financial impact is captured through their electrical generation costs identified in Table 2, i.e., we assume that 

these market-based prices embody both their CapEx and Opex. 

Tab. 2: Assumed 2050 power generation cost of supply-side and storage resources on the Swiss grid 

 
 

We apply the Clean Power Transformation model to determine the optimum PV and battery resources needed to 

meet demand firmly at the least possible cost while dispatchable resources are optimally deployed toward this 

minimum cost/firm power generation objective. The results of this optimization include the required quantities of 

new battery storage, new PV, curtailed PV output (implicit storage), the electricity generation cost of the optimum 

supply-side/storage blend that will supply Swiss demand 24x365. 

Figure 3 show the order of dispatch in the model not including import and export. 

 

Fig. 3: Dispatch model applied in the Clean Power Transformation (CPT) model. PSH stands for pumped hydro storage. 

We apply three years’ worth (2018-2020) of experimental data consisting of hourly electrical demand, and 

measured hourly production of nuclear, PV, wind, and hydropower resources. Future new hourly PV generation 

is extrapolated from current measured production, prorating to new capacity. 

Generation cost 

(¢/kWh)
Notes

Hydro storage 7/6.5 7 ¢/kWh for Scenario #1 only

Pumped Hydro 6/5.8 6 ¢/kWh for Scenarios #1-4 --discharge cost

Thernal Natural gas 11.1/14.1 14.1 ¢/kWh for Sceario #3 (E-certification fee)

Thermal Bio gas 11.1

Thermal e-fuels 19.7/17.9 17.9 ¢/kWh for Scenario #4 only

Imports 6

Exports -5

Run-of-River hydro 5

Existing Wind 15

New Wind 12/11 12 ¢/kWh for Scenario #1 only

Existing PV 6.9
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We use a conservative approach as we do not include any climate change effects:  

1. Climate change will enhance the run of hydro production in winter and lower it in summer (a switch of 

about 0.6 TWh until 2050). 

2. Climate change will lower the duration of winter. Therefore, the need for seasonal storage is lowered. 

3. Climate change will lower the heating needs – and enhances the cooling loads (which will be much lower 

than the heating loads in 2050). Both would be positive for integration of PV. 

All three effects will lower the seasonal unbalance. 

 

4. Results 

In Figure 4, we report the new PV capacity, curtailed PV output (implicit storage), and battery storage required in 

each scenario to firmly meet demand on the Swiss power grid.  

 

Fig. 4: New PV capacity, proactive curtailment, and battery storage required to meet the new Swiss demand 24x365 in each of the 

six scenarios, and each technology cost and grid interconnectivity assumption. 

New PV capacities (Figure 4, top) range from 32.9 GW (scenario #5 & #6 with net-zero interconnectivity and 

optimistic technology costs) to 65.2 GW (scenario #1 stand-alone grid and conservative costs). Applying 

optimistic cost assumptions reduces new PV requirements by about 9% overall compared to conservative costs. 

Operating the Swiss grid stand-alone would require 17% more PV to be built than allowing net-zero 

interconnectivity. We plotted a “max acceptable” line indicating the maximum amount of new PV that could be 

reasonably deployed in the country. This amount is the result of a comprehensive analysis from Remund et al. 

(Remund et al., 2019) that considered all deployable in-country options (including roof space, exclusion zones, 
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farmland, etc.) given current PV efficiencies. Importantly, all but one scenario (#1 autonomous grid) fall under 

this upper limit. 

PV output curtailment (Figure 4, middle) ranges from 2 % (scenario #5 & #6 with net-zero interconnectivity and 

optimistic tech costs) to 35% (scenario #1 autonomous grid and conservative costs). Technology cost assumptions 

have a strong influence on required curtailment. Applying optimistic cost reduces the need for curtailment by an 

average of 41%. Stand-alone grid operation, without net-zero flexibility would increase operational curtailment 

by 130%. 

New battery storage requirements (Figure 4, bottom) range from 10.5 GWh (scenario #6 conservative cost 

assumptions) to 64 GWh (scenario #1 with stand-alone grid and optimistic tech costs). Applying optimistic cost 

assumptions leads to two times more battery storage overall. This significant difference is because future utility-

scale NREL battery cost predictions are very low compared to the conservative small-scale estimates (8 times 

less) while the difference for PV between the two estimates amounts only to a factor of two. Interestingly, 

autonomous operation of the Swiss grid would only require 32% more battery storage than net-zero interconnected 

operation. In all cases, required battery storage is low, amounting to 0.3 hours of full PV capacity in the case of 

conservative cost assumptions, and ~1.2 hours in the case of optimistic cost assumptions. The bottom line is that 

no new long-term storage beyond the small addition to the existing buffer hydro system (+10% for scenarios #2-

6, +20% for scenario #1), as is often assumed when envisaging ultra-high PV or wind penetration. This observation 

corroborates results obtained in the USA (Perez, 2020). 

Figure 5 reports the blended all-resources power generation LCOEs on the Swiss power grid. 

 

Fig. 5: Electric power generation cost on the Swiss grid in each of the six scenarios, and each technology cost and grid autonomy 

case. 

Electricity production costs range from 5.2 ¢/kWh (scenario #2, net-zero interconnectivity, optimistic technology 

costs) to 8.9 ¢/kWh (scenario #1 autonomous grid operation and conservative, small-scale tech costs). Applying 

optimistic utility scale storage/PV cost assumptions reduces generation costs by an average of 22%. Importantly, 

as unlikely as this configuration may be, stand-alone grid operation would only increase these costs by an average 

of 5.5% i.e., not constituting a showstopper. 

The new annual dispatch of all resources is illustrated in Figure 6 for the 100% RE (e-fuel) scenario #4. The top 

graph illustrates the net-zero import/export grid configuration, while the bottom graph illustrates the autonomous 

grid configuration. As in Figure 1, 30-day running mean have been plotted to remove short-term fluctuations and 

improve visualization. 
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Fig.6: Annual dispatch of supply-side resources for the year 2020 illustrated for the 100% renewable scenario with e-fuels (#4). The 

top graph represents the net-zero interconnected configuration where winter imports are energetically matched to summer export 

amounting to net-zero. The bottom graph corresponds to the extreme stand-alone grid configuration. 

 

Figure 7 shows the share of energy production in scenario #6. 

 

Fig. 7: Share of energy production types for scenario #6 for 2050. 

 

Implicit storage impact: Figure 6 illustrates the importance of overbuilding and operationally curtailing the PV 

resource on the bottom line: production costs would be an average of 63% higher across all scenarios for the net-

zero interconnected configuration, and 450% higher in the autonomous grid configuration. The main factor for 

this cost difference is the amount of new battery storage required that would respectively be 1300% and 7500% 

higher without PV oversize/curtailment. 
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Sensitivity analysis: The three years, analyzed independently, lead to very comparable firm power production cost 

results overall as seen in in Figure 8 for the 100% renewable scenario #4. 

 

Figure 8: Electricity production cost on the Swiss power grid as a function of PV output curtailment for all scenarios. The top graph 

corresponds to the interconnected grid configuration with net-zero import/exports with the larger European grid. The bottom graph 

represents autonomous grid configuration. 

 

5. Discussion 

Our investigation shows that high-RE solutions for Switzerland, with PV playing a central role as a complementary 

resource to the Country’s hydropower system, are both physically and economically reasonable, despite the minor 

role wind power can play, and the mediocre PV resource in winter months. 

It is important to state that operational costs in all considered scenarios are reasonable compared to current 

wholesale market prices in Switzerland (these have been well above 20 ¢/kWh the last couple of months 

(Fraunhofer ISE and TNC, 2022). The present ultra-high RE costs are even reasonable when compared to earlier 

pre-crisis TSO wholesale prices (4-6 ¢/kWh) noting that these earlier TSO prices do not fully factor-in 

environmental or strategic externalities which, as we see today with international tensions, can be consequential. 

Another particularly important observation is the result obtained for the 100% RE scenario (#4). Not only are 

operational generation costs reasonable (6½/-8½ ¢/kWh depending on technology and autonomy assumptions), 

but they show the supply-side flexibility catalyst role that e-fuels can play, even as expensive as they are expected 

to be at 18-20 ¢/kWh. 

Finally, we stress the importance of implicit storage (i.e., optimally overbuilding the PV resources). Not 

implementing this deployment strategy would result in higher prices on the network. It is therefore important to 

operationalize optimal overbuilding and curtailment early-on, by e.g., implementing appropriate regulations that 

Net Zero 
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would lead to firm power monetization, instead of current run-of-the-whether PV production. 

Several studies in Switzerland pointed out lately that the energy transition is not easy to implement and that there 

are conflicting goals. The paper of Weiss et al. (2021) about the “Energy Trilemma” showed that sustainability 

(CO2 emissions), affordability (consumers’ costs) and security of supply are competing objectives. Similar to this 

study, Thaler and Hofmann (2022) discussed the impossible energy trinity: energy security, sustainability and 

sovereignty. 

In the paper about “Future Swiss Energy Economy” (Züttel et al., 2022) three approaches for the complete 

substitution of fossil fuels with renewable energy from photovoltaics were considered: a purely electric system 

with battery storage, hydrogen, and synthetic hydrocarbons. This study noted that either huge areas for PV or huge 

hydrogen storage or hydro power systems would be needed inducing high costs and sustainability problems. 

Conflicting goals clearly exist: integration in Europe, biodiversity, climate change and affordability of energy are 

competing challenges to a certain level. However, Züttel et al. modelled unrealistic extreme scenarios with 100% 

renewable energies (no imports also not for e-fuels) and no efficiency gains – which in reality exists based alone 

on electrification for heating and mobility and reduces the respective energy need by a factor of 2–3). In our study 

based on Energy Perspectives 2050+, a part of the energy is imported (28%) – PTL and e-fuels – and air transports 

aren’t included – to deliver those in Switzerland would indeed be difficult. 

Additionally, all three referenced papers did not include curtailment of PV. With curtailment, a mostly isolated 

(with high security of supply) as well as e-fuels based scenarios (with low CO2) lead to low costs of energy. As 

the modelling shows, no optimum scenario for all objectives exists. Nevertheless, scenarios like #2a (import of 8 

TWh of electricity) and #4a (import of e-fuels, but not electricity) would enhance electricity costs only marginally 

by 0.5 cts/kWh (to 8–8.5 cts/kWh) – costs affordable for the Swiss customers.  

The effects of higher levels of energy security (and less integration in the EU) and climate protection is levelled 

out by higher PV installations and higher curtailments. The energy trilemma exists, but is solvable to a big extent 

by overbuilding PV which can be induced by suitable regulations and incentives.  
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Abstract 

This study aims to estimate solar irradiance of dual axis solar photovoltaic (PV) based on measured solar radiation 

data for nine stations in different climatic conditions. Six different sky models (isotropic and anisotropic) were 

compared to estimate the diffused component of the solar radiation incident on the PV surface. The optimum tilt 

and azimuthal angles were evaluated for one year using measured data. Solar radiation components (beam, 

diffused and reflected) were estimated by varying the tilt angle from 0° to 90°. The solar radiation on a tilted 

surface depends on the clearness index (KT) with a correlation coefficient of 0.913. The total radiation on tilted 

surfaces is 1.2 and 1.3 times global horizontal irradiance (Hg) for Lahore and Khuzdar respectively. The annual 

mean irradiance on tilted surface for daily (annual) optimum tilt angle is 326.1 W/m2 (190.0 W/m2) and 209.5 

W/m2 (288.9 W/m2) for respective sites. The mean monthly total radiation for these models shows an almost 6 to 

11 % increase with monthly optimum tilt angle compared to latitude tilt angle for both sites. The maximum 

(minimum) azimuth angle is noted for June (December), which varies from -113.8° to 113.8° (-58.3° to 56.9°). 

The maximum mean monthly total irradiance for the optimum dual axis system is 630.9 W/m2 (Lahore), 709.0 

W/m2 (Karachi) in April while 907.2 W/m2 (Khuzdar) in February, and 884.0 W/m2 (Quetta) in November. The 

comparison between the mean monthly total irradiance obtained using optimum tilt angle and dual axis tracking 

of PV collector shows an increase of about 7 to 26 % for both sites.  

Keywords: Dual Axis Tracking, Optimal Azimuth Angle, Optimal Tilt Angle, Isotropic models, Anisotropic models 

1. Introduction 

The increasing energy demand and fossil fuel depletion have led to an increased demand for the rapid development 

of alternative energy resources. Fossil fuels are the primary source of energy generation and it generates energy 

up to 85 % for domestic and commercial use all around the globe (Bauen, 2006). Fossil fuel emissions (SOx, NOx, 

carbon monoxide and Hydrocarbons) are the major cause of ozone depletion and subsequent increases in global 

warming and air pollution. Different alternative energy resources are being utilized for power generation. 

Renewable energy resources (solar, wind, hydroelectric, geothermal, etc.) are the fastest growing energy 

alternatives due to their environment-friendly nature (Converse, 2006; Ellabban et al., 2014; Panwar et al., 2011). 

Solar energy is one of the best alternative resource for energy generation due to its huge potential and easy 

deployment on both smaller and larger scales (Li et al., 2015; Sefa et al., 2009). 

Solar energy is being utilized to generate power using solar conversion devices such as photovoltaics (PVs) and 

Concentrated Solar Power (CSP). The output power generated by the solar conversion device is quantified by the 

radiation collected (Yao et al., 2014). The lower efficiency of these devices urges the implementation of some 

optimal way to enhance the power output by increasing the amount of incident radiations on the PV surface. The 

solar radiation incident over the surface can be improved by tracking the solar PV with sun orientation, which will 

eventually enhance the performance of the solar collectors. The output power of solar PVs can be enhanced by 

optimizing the azimuthal and tilt angle based on orientation of sun (Chang, 2010; Kaddoura et al., 2016). 

The tilt angle optimization involves the conversion of global and diffuse horizontal solar radiation data into the 

tilted surface data (Demain et al., 2013). The total solar radiation (HT) composed of beam radiations (HB) (incident 

directly over the surface without any hindrance due to aerosol or cloud), reflected (HR) radiations (incident after 

reflected from different surfaces) and diffused (HD) radiations (scattered radiations due to aerosol or clouds 

radiations) (Drummond, 1956; Suckling and Hay, 1977). The tilted beam irradiance was estimated using the ratio 

of beam radiation for tilted to the horizontal PV surface (Huld et al., 2012). It is difficult to evaluate the diffused 

component of radiation as it depends upon various factors such as humidity, sky condition, clearness index (KT), 

and turbidity. The researchers have suggested different techniques to estimate diffuse components of the radiations 

using maximum influencing factor (Duffie et al., 1994). 

International Solar Energy Society EuroSun2022 Proceedings

 

© 2022. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientiic Committee
doi:10.18086/eurosun.2022.15.09 Available at http://proceedings.ises.org 1649



Isotropic models are the simplified methodology for estimating diffused radiation by assuming the uniform 

scattering of radiation over the sky dome, while anisotropic models are the detailed insights considering both 

isotropic and anisotropic parts of the diffused radiations. Different isotropic and anisotropic models have been 

presented for estimating the diffused radiation component on a tilted surface. The formulation is based on the 

clearance index (KT), solar hour, and relative humidity (Rh). Reindl et al. (Reindl et al., 1990) proposed their model 

based on the isotropic and anisotropic parts of diffused radiation and selected four significant factors from a set 

of 28 significant factors. Noorian et al. (Noorian et al., 2008) proposed the comparison of the performance of 

twelve different isotropic and anisotropic models at Karaj (35°55′N; 50°56′E) Iran to evaluate diffused radiation 

on the tilted surface for south and west-facing irradiance. The beam and ground reflected radiation estimation 

remain the same for all the isotropic and anisotropic models, whereas the diffused component is estimated using 

different techniques. 

The azimuthal angle (γ) can be optimized by regulating different factors such as declination angle (δ), solar zenith 

angle (θz), solar inclination angle (αs), and incident angle (θi) based on earth orientation. The surface is tracked 

with the sun radiation throughout the day from sunrise at a solar zenith angle (θz) of -85° to sunset, where it is 85° 

based on radiation, that is collected for 10 minutes from Jan 01 to Dec 31, 2016.  

Sidek et al. (Sidek et al., 2017) proposed a self-positioning solar tracker with a precision control system for 

elevation and azimuthal angle. The result reveals a 12.8% and 26.9% increase in power than fixed-tilted collectors 

for heavy and clear overcast conditions. Abdallah, S. and Nijmeh, S. (Abdallah et al., 2004) conducted an 

experimental study based on the electromechanical dual-axis solar tracking system, controlled by a programmable 

logic controller (PLC) and investigated the effect of dual-axis on the output performance. The study reveals the 

increase of 41.34% collected energy as compared to a fixed PV system tilted at 32°. An experimental study was 

conducted to investigate the electrical power generation and the current-voltage characteristics for different types 

of a solar tracking system such as dual-axis, one axis east-west, one axis north-south and one axis vertical using 

flat-plate photovoltaic. The result illustrates the increase in volt-current characteristic and it was found that the 

recorded power gain for two axes was 43.87% with 37.53% for east-west, 34.43% for vertical and 15.69% for 

north-south tracking than a fixed PV system, the motor and control system energy consumption was less than 2% 

of the total collected energy (Abdullah and Management, 2004). 

2. Methodology 

The total solar radiation incident over the earth surface was classified into three components i.e., Direct or Beam 

radiation (HB), diffused Radiation (HD), and ground Reflected (HR), as expressed by Eq. (1). Beam radiation 

incident directly over the solar PV surface without any deviation. The ground reflected are the beam incident over 

the surface after reflecting from the atmosphere due to phenomena of surface albedo as given by Eq. (2), while 

the diffused radiations are the scattered radiation incident over the PV surface because of the suspended particle 

and cloud in the atmosphere. 

HT = HB+ HD+HR     (1) 

HT=(Hg - Hd)×Rb+HD+0.2Hg×(1+ cos β )   (2) 

Rb represents the ratio of average daily beam radiations on tilted to the horizontal surface can be defined in terms 

of sunrise hour angle on horizontal (ωs) and tilted (ω's) surface, latitude (ϕ) of the location in the northern 

hemisphere sloped towards equator, tilt angle (β) and declination angle (δ). The reflected radiation on an inclined 

surface (HR) was expressed in terms of global horizontal radiation (Hg) and surface albedo (). Generally, a 

standard fixed value used for surface albedo is 0.2, however, the surface albedo varies with time, and the hourly 

data is utilized for the surface albedo acquired from MERRA-2. The estimation for the daily average albedo 

calculated by the available ground albedo data was further used to calculate the average daily reflected radiation 

incident over the solar surface. Rd is a variable factor that can be estimated by sky models. Six sky models are 

selected to estimate the Rd. HD is calculated from Hd and Rd using Eq. (3).  

HD= Hd Rd       (3) 

Isotropic sky models are based on the assumption that the scattering of solar radiation is constant over the sky 

dome. The selected isotropic models include Liu and Jordan Model (LJ) (Liu and Jordan, 1961), Badescu Model 

(Ba) (Badescu, 2002), and Koronakis Model (Kr) (Koronakis, 1986). 
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The Liu and Jordan model is the base of multiple isotropic sky models, which best estimate the diffused radiation 

in cloudy sky. His proposed equation to estimate 𝑅𝑑 mentioned as Eq. (4) relates the cloudiness index, extra-

terrestrial and total solar radiation striking on the surface. Koronakis is an advanced form of Liu and Jordan model. 

It was proposed in 1986 to estimate the diffused radiation in Northern Hemisphere more accurately as given by 

Eq. (5). Liu and Jordan model defines the zenith angle on the basis of 2D theory, while Badescu model contradicts 

and defines the zenith and azimuthal angle based on the 3D model as shown by Eq. (6). 

Rd =
1

 2
(1 + cosβ)       (4) 

Rd = 
1

3
(2 + cos β)      (5) 

Rd = 
1

4
(3 + cos(2β))     (6) 

Anisotropic models are the advanced method to investigate diffused radiation. They estimate the anisotropic and 

isotropic diffused radiation around the sun and the rest of the sky. The anisotropic models include Hay Model 

(Ha) (Hay, 1979), Perez Model (Pr) (Perez et al., 1990), Ma Iqbal Modified Model (IM), and Gueymard Model 

(Gu) (Gueymard, 1987). 

Hay model neglected the horizontal brightening factor and assumes isotropic and circumsolar are the only two 

components of diffused radiation. The proposed relation to estimating the Rd is given in Eq. (7). While MA Iqbal 

proposed a model assuming that diffused radiation consists of radiation emitted by the circumsolar region and the 

rest of the sky. MA Iqbal modified model is modified form of MA Iqbal model which is proposed by the Perez. 

He suggested to replace the clearance index factor 𝐾𝑡 to modified clearance index factor 𝐾𝑡
′, which is given in Eq. 

(8). Gueymard proposed to calculate the radiance of a partly cloudy sky as a weighted sum of the clear and overcast 

sky radiance as given by Eq. (9) 

Rd = (
Hb

Ho
) Rb+ (1-

Hb

Ho
) (

1 + cosβ

 2
)    (7) 

K'T = 
KT

1.031 exp(
−1.4

0.9 + 
9.4
M

)+ 0.1

     (8) 

Rd =  (1 − Ng )Rd0 + Ng Rd1     (9) 

The above-listed models are utilized to estimate the diffused radiation. The monthly mean and daily mean solar 

irradiance for Lahore and Khuzdar is estimated on optimum and latitude fixed tilt angles.  

3.  Result and Discussion 

The maximum solar insolation was calculated using six best performing models that includes three isotropic 

models (Liu-Jordan Model (LJ), Koronakis Model (Kr), Badescu Model (Ba), and three anisotropic models (Hay 

Model (Ha), MA Iqbal Modified (IM) and Gueymard Model (Gu)) respectively. The Gueymard model gives the 

best estimation of diffused radiation. The mean annual irradiance on an inclined plane for daily optimum angle 

and annual optimum tilt angle for Lahore with the lowest sky KT is 209.525 W/m2
 and 190.036 W/m2

 respectively, 

and for Khuzdar it is 326.054 W/m2
 and 288.88 W/m2

 with highest KT. The total annual mean irradiance on a tilted 

surface increases up to 16.67% compared to global horizontal irradiance (Hg) using the Gueymard diffuse model 

for Lahore. The same analysis revealed 30% enhancement in total annual mean irradiance on a tilted surface as 

compared to Hg on a fixed horizontal surface for Khuzdar.  

The incident radiations at Khuzdar are high due to greater KT. Further analysis showed that increase in total 

irradiance on the tilted surface relative to the Hg was strongly dependent upon the KT. The correlation coefficient 

was calculated and comes out to be 0.913, which shows that the greater value of mean annual sky clearness index 

will increase total irradiance on the tilted surface compared to Hg for that specific station. Also, the Gueymard 

model best estimates total irradiance on the tilted surface among all isotropic and anisotropic diffuse models. The 

ratio of total radiations falling on the tilted surface is nearly 1.2 and 1.3 times of Hg for Lahore and Khuzdar 

respectively. A comparison among isotropic models and anisotropic models for monthly mean daily irradiance 

showed that anisotropic models estimate the high value of total solar irradiance on tilted surface. Among 

anisotropic models Gueymard model best estimates the total irradiance on a tilted surface with maximum solar 
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radiations during the summer month. Fig. 5 shows that the monthly mean daily irradiance in any month 

corresponding to daily optimum tilt angle is higher than one estimated against latitude tilt. 

 

Fig.  1: Comparison of Monthly Mean Daily Irradiance (a) Isotropic and (b) Anisotropic Sky Diffuse Models for Daily Optimum 

 

 

Fig. 2: Comparison of Monthly Mean Daily Irradiance (a) Isotropic and (b) Anisotropic Sky Diffuse Models for Latitude Fixed Tilt 

Angles for Khuzdar 

 

 

Fig. 3: Comparison of Monthly Mean Daily Irradiance (a) Isotropic and (b) Anisotropic Sky Diffuse Models for Daily Optimum Tilt 

Angles for Lahore 
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Fig. 4: Comparison of Monthly Mean Daily Irradiance (a) Isotropic and (b) Anisotropic Sky Diffuse Models for Latitude Fixed Tilt 

Angles for Lahore 

The angle at which the HT reaches its maximum value refers to an optimal tilt angle. The optimum tilt angle for 

each month was different for each model. Monthly optimum tilt angles were computed for Khuzdar by using 

maximum monthly mean daily irradiance, varying from 0° in June to 68° in July. The maximum tilt angle value 

for every station was observed in December, and its minimum was in June. The radiations on the tilted surface 

differed based on the sky condition and sky clearance index. The maximum radiations for Khuzdar were observed 

to be 326.5028 W/m2
 in December. The yearly average of the daily optimum tilt angle is observed to be the site 

latitude. The minimum radiation for Lahore station comes out to be 249.5495 W/m2 for the corresponding 

minimum optimum tilt angle. The yearly optimum tilt angle is 27.14° and 28.58° for Lahore and Khuzdar 

respectively, having latitudes of 31.6° and 27.8°.  

A comparison of monthly mean daily irradiance for the combination of six selected models for the monthly and 

latitude-based optimum tilt angle for Lahore is illustrated in Fig. 3 and Fig. 4 and it shows that for daily optimum 

tilt angle, the Gueymard model gives the maximum mean annual solar radiation of 209 W/m2 incident on an 

inclined solar PV collector. Fig. 5 depicts the percentage enhancement of total irradiance incident on a tilted 

surface between monthly optimum and latitude tilt for Lahore and Khuzdar. The result shows the minimum 

enhancement in total Irradiance for Lahore is 5 % to 10 %, while for Khuzdar, it is 6 % to 11%. This information 

is used to compute the optimum tilt angle for selected stations against each diffused sky model. 

 

Fig. 5: Percentage Increase in HT for Monthly Optimum Tilt as Compared to The Latitude Tilt 
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Fig. 6: Comparison of Monthly Optimum Tilt Angle for Isotropic and Anisotropic Sky Diffuse Models for (a) Lahore and (b) 

Khuzdar 

The monthly optimum tilt angle against the isotropic and anisotropic models for the selected station were 

compared. Fig. 6 depicts the results for Lahore having a minimum KT value of 0.49 and Khuzdar with a maximum 

KT value of 0.68. The analysis shows that the optimum tilt angle for any specific month is different for every 

station as it depends on the latitude and declination angle of that site. The optimum tilt angle decreases from 

December solastic to June solastic as the declination angle increases and the radiation angle becomes steeper. 

From June onwards, the increase in declination angle causes an increase in the tilt angle as the radiation incident 

with a shallow angle on the earth’s surface. The monthly averaged daily optimum tilt angle is 55.6° in December 

that decreases to 0° in June/July during which the declination angle varies from +23.17° to +21.37°. The total 

irradiance incident on the tilted surface is enhanced by the monthly adjustment of solar PV to an optimum tilt 

compared to annual tilt adjustment. 

These models are compared in terms of maximum total solar irradiance (HT) for the eight sites, as shown in Fig. 

7 (a). The Gu-model best estimates the diffused radiations. The annual mean irradiance on tilted surface for daily 

(annual) optimum tilt angle is 326.05 W/m2 (190.03 W/m2) and 209.52 W/m2 (288.88 W/m2) for Lahore and 

Khuzdar respectively. The total irradiance on a tilted surface increases up to 16.67 % (Lahore), and 30 % 

(Khuzdar) compared to global horizontal irradiance (Hg) on a fixed horizontal surface using the Gueymard (Gu) 

diffuse model.  

  

Fig. 7: Variations of (a) maximum solar irradiance for all sites and (b) Azimuthal angle for Lahore for 21st day of each month for a 

year (2016) 

The solar irradiance on a tilted surface depends on the clearness index (KT) with a correlation coefficient of 0.913, 

this shows that maximum HT can be obtained using a flat plate collector at an optimum tilt angle. The solar PV 

collector tracking is from east to west facing south direction and azimuthal angle is zero at solar noon. The 

azimuthal angle varies from -113.81° to 113.81° throughout the day with a maximum range of variation in June 

as shown in Fig. 7 (b). The range of the solar PV tracking system decreases in winter season, with lowest range 

of -58.32° to 56.89° in December.  
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Fig. 8: Comparison of mean monthly total irradiance for optimum tilt and dual axis with Global Horizontal Irradiance (Hg) for a) 

Lahore b) Khuzdar 

 

Fig. 9: Comparison of mean monthly total irradiance for optimum tilt and dual axis with Global Horizontal Irradiance (Hg) for a) 

Karachi b) Quetta 

The maximum mean monthly total irradiance for the optimum dual axis system is 630.89 W/m2 (Lahore) in April 

and 907.19 W/m2 (Khuzdar) in February as shown in Fig. 8. The maximum mean monthly HT for the tilted surface 

is increased up to 22.30 % and 24.67 % using dual axis tracking of collector for Lahore and Khuzdar respectively. 

Fig. 9 shows the result for monthly mean irradiance for Karachi and Quetta, the maximum irradiance for Karachi 

is 709W/m2 and for Quetta is 884W/m2 in April and November respectively, and shows the enhancement up to 

22.82% and 25.96% for respective Sites while comparing with the single axis (Tilt) tracking.  

4. Conclusion 

This study was conducted to estimate the total irradiance on a fixed flat, single axis tracked and dual axis tracked 

surfaces. The irradiance on the fixed flat surface is total horizontal irradiance Hg. The mean radiation falling on a 

PV surface for annual and daily optimum tilt angle was calculated using six different isotropic and anisotropic 

sky models. The comparison shows that the Gueymard model gives the maximum mean yearly solar radiation 

incident on an inclined PV collector. Four different cities of Pakistan (Lahore, Khuzdar, Karachi and Quetta) were 

discussed in this study. A non-uniform variation in optimum tilt angle is observed; it remains nearly zero in spring 

and summer while increasing to 75° for autumn and winter. The total irradiance on a tilted surface increases more 

than 16 % and 30 % compared to Hg.  

The optimum dual axis tracking was performed by adjusting the PV collector position with the orientation of sun 

from sunrises to sunset. The maximum solar were irradiance of Khuzdar is 907.19 W/m2 which is maximum 

compared to the other sities, because of its high clearance index value of 0.69. An increase of 7 to 26 % was 

observed in mean monthly total irradiance using the optimum dual axis tracking compared with optimum tilt angle 

of PV collector. 
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Abstract 

This study presents an approach to fill gaps in ground measured solar radiation data using artificial neural 

network (ANN). The high quality global horizontal irradiance (GHI) measured data without gaps for nine 

stations in different climatic conditions was used. Six parameters were used as input and GHI as output to 

ANN. A parametric study was performed to find optimum number of neurons in the hidden layer. Two years 

GHI data (six days for every week with seventh day as gap) was used to train networks for nine stations. GHI 

data of seventh day of each week was predicted using trained networks. The predicted data of seventh day of 

each week was evaluated against actual measured data using statistical parameters (Mean Bias Error (rMBE), 

relative Mean Absolute Error (rMAE), relative Root Mean Square Error (rRMSE) and correlation coefficient 

(R-value)). The predicted data show good agreement with actual data with R-value ranging from 0.966 to 

0.933. The approach proposed in this study can be used to fill gaps in measured data of solar radiation with 

acceptable accuracy.  

Keywords: Solar Radiation, Global Horizontal Irradiance, Data gap filling, Artificial Neural Networks  

1. Introduction 

Global energy demand is rising steadily, therefore, it is important to use those resources that can produce 

sufficient energy. Energy extraction from fossil fuels (oil, natural gas, and coal) falls under conventional energy 

resources. These energy resources have been used for many years due to their ability to produce massive 

amount of energy. Fossil fuels are depleting and when burnt in large quantities, they emit solid residue and 

gases that are harmful for the ecosystem. These disadvantages demand an alternative resource that could serve 

the desired purpose. Now a days, renewable energy resources (wind power, solar power, biogas, biomass, 

hydropower and tidal energy) are getting popular due to their less adverse effects on the environment and their 

capability to produce enough energy as per the increasing needs. International Energy Agency has stated that 

renewable energy resources will make up 66% of the overall global energy supply by the year 2050 (Güney, 

2019). Excessive use of fossil fuels for extracting energy leads to gradually increasing CO2 emissions. 

Renewable energy resources are more environmentally friendly as compared to non-renewable energy sources 

because of their less CO2 emissions which are the biggest pollutant (Gielen et al., 2019). 

The initial power generated from wind energy is less expensive, but the maintenance cost of wind turbines is 

much more than that of solar panels. There are few feasible sites available for setting up wind plants as 

compared to solar plants. Hydropower plants require massive capital for the construction of dams. Solar energy 

production has no harmful effect on the environment and solar plants can be installed at any location due to 

easy availability of solar energy. Selection of site, yearly power output, and temporal performance are crucial 

factors for any solar project installation. These factors are directly linked with solar resource assessment of 

site. Solar resource assessment can be done by using ground measured data, satellite data, and reanalysis data 

(Amjad et al., 2021; Asim et al., 2021). Global solar radiation measurements are less common especially in 

developing countries because of high cost of installation and maintenance of measuring instruments. The 

pyranometer and pyrheliometer are the instruments that are commonly used for solar data measurement. 

(Ağbulut et al., 2021).  

Ground measured data can have data gaps due to malfunctioning of instruments and discarded data due to 

quality issues. Satellite data is not easily available on a global scale and reanalysis data has quality issues due 

to assimilation methods. Hence, filling data gaps is extremely important for solar resource assessment (Asim 

et al., 2021; Denhard et al., 2022; Kumar and Ravindra, 2020).  
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Several techniques have been developed to estimate global solar irradiance for effective solar resource 

assessment. Empirical and machine learning models are the most used approaches for estimation of global 

solar radiation. Empirical models (Sunshine-based, Temperature-based, Cloud-based and Hybrid) estimate 

global solar radiation by developing a linear or non-linear relationship between the meteorological parameters 

and global solar radiation. Sunshine-based models are extensively used to predict global solar radiation. 

Machine learning models are used for complex non-linear cases and hence, these models are more accurate 

(Fan et al., 2019). In recent decades, artificial intelligence has taken over all conventional methods in almost 

every engineering domain. Studies have proved that these machine learning methods give more accurate results 

for the prediction of solar irradiance than the empirical models (Ağbulut et al., 2021). 

Several empirical and machine learning models were used in previous literature. The estimation accuracy 

depends on combination of meteorological parameters and training algorithm. Karakoti et al. (Karakoti et al., 

2012) and Fend L et al. (Feng et al., 2018) used clearness index, relative humidity, sunshine duration ratio, and 

temperature as meteorological parameters to forecast daily and monthly diffused horizontal irradiance (DNI).  

Zhou et al. (Zhou et al., 2021) developed a novel multi-task learning and Gaussian process regression model 

to forecast global and diffused solar radiation for several locations in China. The same model was able to 

predict daily and monthly mean solar radiation simultaneously. Yadav et al. (Yadav and Chandel, 2014) 

analyzed solar radiation prediction models and concluded that ANN methods can give accurate results as 

compared to conventional methods. Quej et al. (Quej et al., 2017) used three machine-learning algorithms 

namely support vector machine, artificial neural network, and adaptive neuro-fuzzy inference system for the 

daily prediction of solar radiation at six stations in Mexico. Mehdizadeh et al. (Mehdizadeh et al., 2016) used 

artificial neural networks, adaptive neuro-fuzzy inference systems, and gene expression programming as their 

training models to predicted daily solar radiation in Kamren, Iran, and concluded that ANN gave the optimum 

results. In another study, Tyvimos et al. (Tymvios et al., 2005) compared two different models namely 

Angstrom and Artificial neural network for the prediction of global solar radiation. Authors concluded that 

ANN turned out to be the best model for it. Marzouq et al. (Marzouq et al., 2019) used ANN, k-NN, and some 

other empirical models to forecast daily global solar radiation. They concluded that k-NN gave the best results. 

Quej et al. (Quej et al., 2017) compared three different machine learning techniques (Adaptive Neuro-fuzzy, 

Support Vector Machine and Artificial Neural Network) to predict daily solar irradiance in a warm semi-humid 

conditions. Rasheed et al. (Al-Naimi et al., 2014) predicted the average daily global solar radiation of Baghdad 

using a model based on artificial neural network. Yildirim et al. (Yıldırım et al., 2018) used artificial neural 

network with regression analysis to estimate monthly global solar irradiance. The analysis was performed for 

four stations in Turkey and several meteorological parameters were selected for training the algorithm.  

This study aims to fill gaps in solar radiation data using artificial neural network technique. The data used was 

measured by Energy Sector Management Assistance Program (ESMAP) at nine different stations (Lahore, 

Quetta, Khuzdar, Islamabad, Karachi, Hyderabad, Multan, Peshawar, and Bahawalpur) of Pakistan. Non-linear 

regressive models were developed with different combinations of input parameters. The evaluation was based 

on statistical parameters. Statistical insignificant parameters were excluded and a final model was developed 

for solar data gap filling.  

2. Methodology 

Gap filling of ground measured solar data was performed using machine learning approach for nine stations in 

Pakistan (Bahawalpur, Hyderabad, Islamabad, Karachi, Khuzdar, Lahore, Multan, Peshawar, and Quetta). 

Initially, ANN was used for 9 input parameters including Solar Zenith Angle (SZA), Extraterrestrial Solar 

Irradiance (Gtoa), Clear Sky Irradiance (Gcls), Clear Sky Irradiance from McClear (Gmcc), Relative Humidity 

(RH), Temperature (T), Periodicity Factor (PF), Wind Speed (WS) and Pressure (P). These parameters were 

selected from literature based on their performance (Wang et al., 2012). 28 non-linear regression models with 

different combinations of these parameters were developed. Coefficient of correlation (R), Mean Biased Error 

(MBE), Mean Absolute Error (MAE), Root Mean Square Error (RMSE), Relative Standard Error (RSE), p-

value, t-statistical value, normalized Akaike Information Criterion (AIC), Corrected Akaike Information 

Criterion (AICc) and Bayesian (Schwarz) Information Criterion (BIC) were utilized to assess the accuracy of 

the models.  
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Category I was comprised of models M01 to M08 in which SZA and Gtoa are fixed based on previous studies 

(Stökler et al., 2016). Category II was comprised of models M09 to M14 in which RH was added at third place 

in accordance with its observed statistical significance. Category III was comprised of models M15 to M19 in 

which Gmcc was added at fourth place based on its observed statistical significance. Category IV was comprised 

of models M20 to M23 in which Gcls was added at fifth place based on its observed statistical significance. 

Category V was comprised of models M24 to M26 in which PF was added at sixth place based on its observed 

statistical significance. Category VI was comprised of models M27 and M28 in which T was added at seventh 

place based on its observed statistical significance. The models with lower values of errors and higher R-value 

were selected for further analysis. The details of combinations for these models are as follows; 

Category I: 

M01: Gmq = b1 + b2 SZA + b3 Gtoa 

M02: Gmq = b1 + b2 SZA + b3 Gtoa + b4 PF  

M03: Gmq = b1 + b2 SZA + b3 Gtoa + b4 T 

M04: Gmq = b1 + b2 SZA + b3 Gtoa + b4 RH 

M05: Gmq = b1 + b2 SZA + b3 Gtoa + b4 P 

M06: Gmq = b1 + b2 SZA + b3 Gtoa + b4 WS 

M07: Gmq = b1 + b2 SZA + b3 Gtoa + b4 Gcls 

M08: Gmq = b1 + b2 SZA + b3 Gtoa + b4 Gmcc 

Category II: 

M09: Gmq = b1 + b2 SZA + b3 Gtoa + b4 RH + b5 PF 

M10: Gmq = b1 + b2 SZA + b3 Gtoa + b4 RH + b5 T 

M11: Gmq = b1 + b2 SZA + b3 Gtoa + b4 RH + b5 P 

M12: Gmq = b1 + b2 SZA + b3 Gtoa + b4 RH + b5 WS 

M13: Gmq = b1 + b2 SZA + b3 Gtoa + b4 RH + b5 Gcls 

M14: Gmq = b1 + b2 SZA + b3 Gtoa + b4 RH + b5 Gmcc 

Category III: 

M15: Gmq = b1 + b2 SZA + b3 Gtoa + b4 RH + b5 Gmcc + b6 PF 

M16: Gmq = b1 + b2 SZA + b3 Gtoa + b4 RH + b5 Gmcc + b6 T 

M17: Gmq = b1 + b2 SZA + b3 Gtoa + b4 RH + b5 Gmcc + b6 P 

M18: Gmq = b1 + b2 SZA + b3 Gtoa + b4 RH + b5 Gmcc + b6 WS 

M19: Gmq = b1 + b2 SZA + b3 Gtoa + b4 RH + b5 Gmcc + b6 Gcls 

Category IV: 

M20: Gmq = b1 + b2 SZA + b3 Gtoa + b4 RH + b5 Gmcc + b6 Gcls + b7 PF 

M21: Gmq = b1 + b2 SZA + b3 Gtoa + b4 RH + b5 Gmcc + b6 Gcls + b7 T 

M22: Gmq = b1 + b2 SZA + b3 Gtoa + b4 RH + b5 Gmcc + b6 Gcls + b7 P 

M23: Gmq = b1 + b2 SZA + b3 Gtoa + b4 RH + b5 Gmcc + b6 Gcls + b7 WS 

Category V: 
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M24: Gmq = b1 + b2 SZA + b3 Gtoa + b4 RH + b5 Gmcc + b6 Gcls + b7 PF + b8 T 

M25: Gmq = b1 + b2 SZA + b3 Gtoa + b4 RH + b5 Gmcc + b6 Gcls + b7 PF + b8 P 

M26: Gmq = b1 + b2 SZA + b3 Gtoa + b4 RH + b5 Gmcc + b6 Gcls + b7 PF + b8 WS 

Category VI: 

M27: Gmq = b1 + b2 SZA + b3 Gtoa + b4 RH + b5 Gmcc + b6 Gcls + b7 PF + b8 T + b9 P 

M28: Gmq = b1 + b2 SZA + b3 Gtoa + b4 RH + b5 Gmcc + b6 Gcls + b7 PF + b8 T + b9 WS 

t-stat and p-value were evaluated to determine the statistical significance of input parameters in each model. t-

stat was performed to indicate whether the result is meaningful or not. p-value is a probability that helps to 

find a correlation between observed values of a sample and population data. t-stat value greater than |±1.96| 

and p-value less than 0.05 was considered significant for the result.  

2.1 Selection of Input Parameters 

The input parameters were selected from literature and then shortlisted based on statistical significance. The 

accuracy of ANN results depends on selection of input parameters, training algorithm and number of neurons. 

The base model was initially made using two input parameters (SZA and Gtoa) which were considered to be of 

primary importance. Different metrological parameters (T, RH, WS, P, PF, Gcls, Gmcc, Day and Hour) were 

added to build Subsequent models. Parameters were evaluated and shortlisted based on statistical significance 

using different statistical parameters such as t-stat, p value, R-value, and AIC, AICc and BIC errors. Only 

those parameters were selected that have t-stat > |±1.96| and p-value < 0.05 (Mandal, 2017). The selected input 

parameters based on statistical analysis were day, hour, SZA, Gtoa, RH, T, Gmcc, and Gcls. After evaluating the 

input parameters, optimum number of neurons were estimated. The statistical parameters were used to evaluate 

the results obtained from ANN. 

2.2 Evaluation of Models 

The performance of the proposed models was assessed using statistical analysis. The statistical parameters 

reported in literature are MAPE, MBE, MABE, RMSE, t-stat and R-value. MAPE is commonly used for 

regression problems and model evaluation. It gives the mean value of relative error between the measured and 

estimated value as represented by eq. (1). The results will be better when the numerical model gives less errors. 

The MBE is based on the bias of a model, positive MBE represents overestimation whereas negative MBE 

represents underestimation by the model. The mathematical expression for MBE is shown by eq. (2). The 

positive and negative values of observation may cancel each other while calculating MBE, therefore MABE 

parameter represented by eq. (3). is used. RMSE gives the actual deviation between measured and estimated 

data. The smaller value of RMSE gives better estimation. The mathematical expression of RMSE is shown by 

eq. (4). The positive correlation coefficient determines the quality of results and ranges from zero to one, R-

value closer to one show good result. t-stat expression is demonstrated by eq. (5). Generally, smaller value of 

t-stat is considered good for validation of empirical models. The models with high R-value and low errors were 

considered as best models among all.  

MBE=
1

n
∑ (GHIei - GHImi)

n
i=1       (eq.1) 

MABE=
1

n
∑ |GHIei - GHImi|

n
i=1        (eq. 2) 

MSE=
1

n
∑ (GHIei - GHImi)

2n
i=1        (eq. 3) 

RMSE=√
1

n
∑ (GHIei - GHImi)

2n
i=1        (eq. 4) 

t-stat=√
(n-1)(MBE)

2

(RMSE)
2
- (MBE)

2        (eq. 5) 
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The analysis was performed using modern ANN technique of machine learning using MATLAB computation 

tool. Gaps were created in the high-quality data measured by ESMAP of the World Bank. The estimated solar 

data was then compared to the available ground measured solar data. 

3. Results and Discussion 

3.1 Effect of input parameters on ANN 

The non-linear regression model with the highest accuracy was identified on basis of statistical parameters. 28 

different models were analyzed using different combinations of nine input parameters. The best four models 

selected after statistical analysis of nine input parameters for forecasting purpose are as follows: 

NM01: Gmq = b1 + b2 SZA+ b3 Gtoa + b4 RH + b5 Gmcc + b6 Gcls + b7 T 

NM02: Gmq = b1 + b2 SZA+ b3 Gtoa + b4 RH + b5 Gmcc + b6 Gcls + b7 T + b8 P 

NM03: Gmq = b1 + b2 SZA+ b3 Gtoa + b4 RH + b5 Gmcc + b6 Gcls + b7 T + b8 WS 

NM04: Gmq = b1 + b2 SZA+ b3 Gtoa + b4 RH + b5 Gmcc + b6 Gcls + b7 T + b8 PF 

The R-value, rRMSE, and rMAE for testing and training four models for nine stations are presented in Fig. 

1(a, b, and c) respectively. The findings of this study demonstrate that three parameters (WS, P, and PF) out 

of the nine were relatively less significant. SZA, Gtoa, RH, Gmcc, Gcls and T were included in all four new 

models based on their statistical significance. Further analysis was made by adding P (NM02), WS (NM03) 

and PF (NM04).  

The addition of these parameters has negligible effect on R-value, rRMSE, and rMAE of 0.1, 1.0, and 1.5 

respectively, therefore, these parameters were not included in the final model. Hence, NM01 with eight 

metrological parameters (day, hour, SZA, Gtoa, RH, Gmcc, Gcls and T) was used for further analysis of solar data 

gap filling. The SZA and Gtoa are considered as the prime parameters for the most accurate non-linear 

regression model evaluated in this study. The remaining four parameters were added in decreasing order of 

statistical significance in model NM01.  It can be observed that Karachi gives the best result for model NM01 

with R-value more than 0.97, rRMSE less than 13.6 and rMAE less than 8.8. The least accurate result was 

observed for Lahore with R-value more than 0.93%, rRMSE less than 24.5, and rMAE less than 15.9. 
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Figure 1: Input parameters (WS, P and PF) versus (a) R (b) rRMSE (c) rMAE for nine stations  

3.2 Optimum Number of Neurons 

The R-value, rRMSE, and rMAE values for testing and training of the selected model combined are presented 

in Fig. 2 (a and b) respectively with an increasing number of neurons. rRMSE and rMAE decrease whereas R-

values increase with the increasing number of neurons up to five neurons and then became constant. The trend 

of these curves indicated that the overall performance of the model was converging from five to ten neurons, 

therefore, ten neurons were selected for further analysis. 
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Fig. 2: Effect of neuron numbers on (a) R-value and (b) rRMSE for nine stations 

3.3 GHI gap filling with selected model 

The proposed model was used with ten neurons to fill the gaps created in measured solar data at nine stations. 

The predicted GHI values were compared with actual data available for the nine stations. The quality of 

predicted values in terms of R-value, rMAE, and rRMSE are shown in Fig. 3. Karachi gave the minimum 

rRMSE of 15.0 and a maximum R-value of 0.967, whereas, Lahore gave a maximum rRMSE of 23.1 and a 

minimum R-value of 0.933. Lahore also has the highest rMAE (14.8 %) while Khuzdar has the lowest (8.4 

%). The low accuracy of GHI predictions in Lahore is due to high-grade air pollution and smog in its 

atmosphere but the correlation is considered significant. 
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Fig. 3: rRMSE, rMAE and R values for nine stations 

4. Conclusion 

The self-created gaps in measured solar data were filled using artificial neural networks and predicted results 

were compared with the available actual data. rRMSE, rMAE, and R-values were evaluated for the prediction 

of Hg. The SZA, Gtoa, RH, Gmcc, Gcls and T are significant training parameters for the nine test stations of 

Pakistan based on statistical analysis. Training of the ANN model gives best results at a specific number of 

neurons in the hidden layer. The results for optimum number of neurons in hidden layer converged around ten. 

Comparative analysis is performed to find the city with best prediction results. The comparison indicated that 

predicted data were most consistent with measured data for Karachi and least consistent for Lahore. There may 

be several reasons for the least accurate prediction of results for Lahore. One of them is air pollution. rRMSE 

for all nine stations was less than 23 % and regression was more than 0.93. The power produced using solar 

panels may easily be predicted once the data quality is assessed.  

5. References 

Ağbulut, Ü., Gürel, A.E., Biçen, Y., 2021. Prediction of daily global solar radiation using different machine 

learning algorithms: Evaluation and comparison. Renewable and Sustainable Energy Reviews 135, 110114. 

Al-Naimi, R.H., Al-Salihi, A.M., Bakr, D.I., 2014. Neural network based global solar radiation estimation 

using limited meteorological data for Baghdad, Iraq. International journal of Energy and Environment 5(1), 

79-85. 

Amjad, M., Asim, M., Azhar, M., Farooq, M., Ali, M.J., Ahmad, S.U., Amjad, G.M., Hussain, A., 2021. 

Improving the accuracy of solar radiation estimation from reanalysis datasets using surface measurements. 

Sustainable Energy Technologies and Assessments 47, 101485. 

Asim, M., Azhar, M., Moeenuddin, G., Farooq, M., 2021. Correcting solar radiation from reanalysis and 

analysis datasets with systematic and seasonal variations. Case Studies in Thermal Engineering 25, 100933. 

Denhard, A., Bandyopadhyay, S., Habte, A., Sengupta, M., 2022. A Comparison of Time-Series Gap-Filling 

Methods to Impute Solar Radiation Data. National Renewable Energy Lab.(NREL), Golden, CO (United 

States). 

Fan, J., Wu, L., Zhang, F., Cai, H., Zeng, W., Wang, X., Zou, H., 2019. Empirical and machine learning models 

for predicting daily global solar radiation from sunshine duration: A review and case study in China. 

Renewable and Sustainable Energy Reviews 100, 186-212. 

Feng, L., Lin, A., Wang, L., Qin, W., Gong, W., 2018. Evaluation of sunshine-based models for predicting 

diffuse solar radiation in China. Renewable and Sustainable Energy Reviews 94, 168-182. 

Gielen, D., Boshell, F., Saygin, D., Bazilian, M.D., Wagner, N., Gorini, R., 2019. The role of renewable energy 

in the global energy transformation. Energy Strategy Reviews 24, 38-50. 

Güney, T., 2019. Renewable energy, non-renewable energy and sustainable development. International Journal 

of Sustainable Development & World Ecology 26(5), 389-397. 

0.91

0.92

0.93

0.94

0.95

0.96

0.97

0

5

10

15

20

25

LHE PEW KZD QUT ISB MUL BHL HYD KHI

R
-V

a
lu

e

r
R

M
S

E
 a

n
d

 r
M

A
E

rRMSE rMAE R

 
Z.u.R. Tahir et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1664



Karakoti, I., Das, P.K., Singh, S., 2012. Predicting monthly mean daily diffuse radiation for India. Applied 

Energy 91(1), 412-425. 

Kumar, D., Ravindra, B., 2020. Gap-Filling Techniques for Solar Radiation Data and Their Role in Solar 

Resource Assessment, Advances in Energy Research, Vol. 1. Springer, pp. 555-564. 

Mandal, P., 2017. Artificial neural network prediction of buckling load of thin cylindrical shells under axial 

compression. Engineering Structures 152, 843-855. 

Marzouq, M., Bounoua, Z., El Fadili, H., Mechaqrane, A., Zenkouar, K., Lakhliai, Z., 2019. New daily global 

solar irradiation estimation model based on automatic selection of input parameters using evolutionary 

artificial neural networks. Journal of Cleaner Production 209, 1105-1118. 

Mehdizadeh, S., Behmanesh, J., Khalili, K., 2016. Comparison of artificial intelligence methods and empirical 

equations to estimate daily solar radiation. Journal of Atmospheric and Solar-Terrestrial Physics 146, 215-227. 

Quej, V.H., Almorox, J., Arnaldo, J.A., Saito, L., 2017. ANFIS, SVM and ANN soft-computing techniques to 

estimate daily global solar radiation in a warm sub-humid environment. Journal of Atmospheric and Solar-

Terrestrial Physics 155, 62-70. 

Stökler, S., Schillings, C., Kraas, B., 2016. Solar resource assessment study for Pakistan. Renewable and 

Sustainable Energy Reviews 58, 1184-1188. 

Tymvios, F., Jacovides, C., Michaelides, S., Scouteli, C., 2005. Comparative study of Ångström’s and artificial 

neural networks’ methodologies in estimating global solar radiation. Solar energy 78(6), 752-762. 

Wang, F., Mi, Z., Su, S., Zhao, H., 2012. Short-term solar irradiance forecasting model based on artificial 

neural network using statistical feature parameters. Energies 5(5), 1355-1370. 

Yadav, A.K., Chandel, S., 2014. Solar radiation prediction using Artificial Neural Network techniques: A 

review. Renewable and sustainable energy reviews 33, 772-781. 

Yıldırım, H.B., Çelik, Ö., Teke, A., Barutçu, B., 2018. Estimating daily Global solar radiation with graphical 

user interface in Eastern Mediterranean region of Turkey. Renewable and Sustainable Energy Reviews 82, 

1528-1537. 

Zhou, Y., Liu, Y., Wang, D., De, G., Li, Y., Liu, X., Wang, Y., 2021. A novel combined multi-task learning 

and Gaussian process regression model for the prediction of multi-timescale and multi-component of solar 

radiation. Journal of Cleaner Production 284, 124710. 

 

 
Z.u.R. Tahir et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1665



A Comparison of Eight Transposition Models Applied for Different 
Orientations Under Different Albedo Scenarios 

João Victor F. F. de Medeiros1, Lucas Barboza1, Janis Galdino1, Diego Miranda1, Olga Vilela1, 

Emerson Gomes1, Alex Pereira2, Eduardo Jatoba2, Alcides Neto2, José Bione de Melo Filho2 

1 Center of Renewable Energy/Federal University of Pernambuco (CER-UFPE), Recife (Brazil) 

2 Hydroelectric Company of São Francisco (CHESF), Recife (Brazil) 

 

Abstract 

The simulation of photovoltaic and thermal systems requires accurate knowledge of the solar radiation incident on 

the plane of photovoltaic modules or thermal collectors. When irradiance in the tilted plane is not measured, 

transposition models are used to transpose the measurements from the horizontal plane to the plane of the array. In 

this work, eight models have been evaluated for four different orientations for a low-latitude city at a minute 

resolution, providing a better description of the radiation behavior. Three scenarios of albedo have been assessed for 

all orientations. A statistical comparison has been performed using normalized mean bias error, normalized root 

mean square error, the coefficient of determination, and a skill score (SS4) for the total solar radiation on a tilted 

plane. The Hay and Davies, Reindl, Muneer and Perez models presented the best results for Petrolina, Brazil (latitude 

9.11ºS), where the sophisticated model of Perez presented the lowest values of nRMSE and highest values of R² and 

SS4 for all orientations. The detailed albedo analysis of the Petrolina soil indicated an average albedo of 27.72%, 

with higher data concentration between 25.52% and 27.80%. It was also observed that simulations conducted with 

albedo varying as a function of solar zenith angle or albedo considered constant, but based on local measurements, 

led to more accurate results than simulations conducted with constant albedo and indicated as default by commercial 

software for the soil in the region.  

Keywords: Transposition models; Diffuse irradiance modeling; Inclined surfaces; Ground reflectance; semi-arid. 

 

1. Introduction 

The simulation of photovoltaic (PV) and thermal systems requires accurate knowledge of the solar radiation incident 

on the plane of PV modules or thermal collectors. Generally, the photovoltaic or thermal arrays are not installed 

horizontally, thus requiring transposition models. These models compute the global irradiance in the tilted plane as 

the sum of the direct, diffuse, and reflected irradiance from the ground (albedo). A simple geometric transformation 

is applied to the direct component. The reflected irradiance is estimated similarly, adding the influence of the ground 

type. The main difference between the transposition models is the approach to transposing the diffuse component, 

where two main groups are highlighted: 1) isotropic models, which consider only isotropic radiation; 2) anisotropic 

models, which add circumsolar and/or horizon brightness component into the analysis (García et al., 2021). 

As the estimation models are strongly affected by the location's latitude due to site-specific characteristics and the 

stochastic nature of solar radiation, it is imperative to find the most accurate model for each site (Maleki et al., 2017). 

It is essential to evaluate the transposition models for different albedo scenarios, bearing in mind the advancing 

market for bifacial modules, and to evaluate those models for higher temporal resolution since data recording has 

been moved from hourly to a sub-hourly resolution to provide more information in the simulations (Gueymard and 

Ruiz-Arias, 2016). Moreover, the growth of solar energy has led to a massive increase in photovoltaic systems with 

different inclinations and orientations typically following the building construction aspects, notably BIPV (Building 

Integrated Photovoltaics) (Assoa et al., 2020).  

In this context, the present work aims to investigate the performance of 8 widely used models to estimate total solar 

radiation on tilted surfaces with 1-minute measurements at Petrolina (Brazil) for four different orientations, north-, 

south-, east- and west-facing surfaces tilted at 45º. All models were evaluated in three different scenarios, with 

constant albedo and equal to 20%, average albedo measured at Petrolina and albedo varying as a function of the solar 

zenith angle. In addition, a detailed analysis of the local surface albedo was performed. The proposed study is 

performed within the framework of the R&D project “Solar Platform of Petrolina - Development, Research and 

Innovation in Advanced Technologies” (CHESF-ANEEL). 
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2. Transposition Models 

The global tilted irradiance (GTI) can be estimated by the sum of the direct and diffuse irradiance incident on the 

inclined plane plus the irradiance reflected by the ground seen by the photovoltaic (PV) array. The GTI is thus 

calculated by the expression: 

𝐺𝑇𝐼 = 𝐷𝑁𝐼 ∗ cos(𝐴𝐼) + 𝐷𝐻𝐼 ∗ 𝑆𝑉𝐹 + 𝑅𝐻𝐼 ∗ 𝐺𝑉𝐹    (eq. 1) 

The direct irradiance incident on the tilted plane can be obtained from a simple geometric transformation, where the 

direct normal irradiance (DNI) component is multiplied by the cosine of the angle of incidence (AI). The diffuse 

portion is obtained by the product of diffuse horizontal irradiance (DHI) and the sky view factor (SVF). The 

irradiance reflected by the ground that is seen by PV array can be obtained by the reflected horizontal irradiance 

(RHI) multiplied by the ground view factor (GVF). The RHI is the product of global horizontal irradiance (GHI) and 

the ground reflectance (ρg), also called albedo (see equation 2).  

𝜌𝑔 = 𝑅𝐻𝐼/𝐺𝐻𝐼          (eq. 2) 

Ground reflectance (albedo) is known to vary with several factors, such as the nature of the ground surface, solar 

zenith angle, specularity, cloud cover, presence or absence of snow, and other factors (Thevenard et al., 2006). 

Dirmhirn and Eaton (1975) showed that water and snow reflection can be forward-augmented or backward-

augmented. Since the evaluated ground is predominantly composed of sandy soil, the albedo analysis will be based 

on the isotropic reflection of radiation. 

Among the three components in the calculation of GTI, diffuse irradiance is the most difficult to compute because it 

strongly depends on the cloudiness and clearness conditions of the atmosphere (Duffie and Beckman, 2013). Several 

authors have studied this component from different approaches, from isotropic models that consider only the isotropic 

diffuse (Badescu, 2002; Koronakis, 1986; Liu and Jordan, 1961), to more complex and elaborated models that treat 

the circumsolar diffuse and/or the horizon brightness in more detail, called anisotropic models (Hay and Davies, 

1980; Klucher, 1979; Perez et al., 1990; Reindl et al., 1990). All these models evaluate the sky view factor (SVF) 

between the collecting surface and the visible part of the sky.  

The isotropic model proposed by Liu and Jordan (1961) [LJ] considers an isotropic distribution of diffuse radiation, 

with the diffuse irradiance incident on the sloping surface being given by DHI corrected by a sky view factor, 

represented by (1 + cos β)/2. In Koronakis (1986) [Ko], a correction in Liu and Jordan's geometric factor is proposed, 

being corrected to (2 + cos β)/3. In Badescu (2002), a 3D approach is performed and compared to the isotropic model 

of Liu and Jordan (1961), showing that Badescu's model estimation with SVF of (3 + cos 2β)/4 was slightly more 

accurate for surfaces with a low slope for a high latitude location. Table 1 presents all isotropic models considered 

in this study. 

Tab. 1: Sky view factor of all isotropic models for comparative analysis.  

Model Code Equation of sky view factor (SVF) 

Liu e Jordan (1961) LJ 𝑆𝑉𝐹𝐿𝐽 =
1 + cos 𝛽

2
 (eq.3) 

Koronakis (1986) Ko 𝑆𝑉𝐹𝐾𝑜 =
2 + cos 𝛽

3
 (eq.4) 

Badescu (2002) Ba 𝑆𝑉𝐹𝐵𝑎 =
3 + cos(2𝛽)

4
 (eq.5) 

 

The model proposed by Hay and Davies (1980) considers isotropic diffuse radiation, and also the circumsolar 

radiation, which results from the scattering of solar radiation concentrated in the solar disk. In this model, the 

anisotropy index of Hay and Davies (FHD) is used. In 1977, Temps and Coulson (1977) applied a correction factor 

for the isotropic diffuse in order to consider the brightness of the horizon. Based on this authors, Klucher (1979) 

modified this correction factor with a modulating function to describe an all-sky model. Similarly, Reindl et al. (1990) 

modified the model of Hay and Davies (1980), proposing the addition of the horizon brightening term. This model 

is commonly referred as HDKR in the literature (Duffie and Beckman, 2013) due to the contribution of the 3 papers 

in the development of this model, in this work Reindl et al. (1990), or HDKR, will be referred as Re. 
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Another anisotropic model widely used and studied in the literature is the Perez et al. (1990) model, where the 

isotropic, circumsolar and horizontal diffuse radiation are analyzed more in detail. In this model coefficients 

representing solid angles of the circumsolar region are used (coefficients a1 and a2). In addition, empirical functions 

of sky brightness describing circumsolar radiation (F1) and horizon brightness (F2) are used considering air mass (m), 

normal incident extraterrestrial radiation (DNIext) and zenith angle (θz).  

In the same year as Perez's model, Muneer (1990) proposes a model that discerns between overcast and non-overcast 

sky conditions, equation 11 presented in Table 2, relates the diffuse from an inclined surface to DHI, where for a 

tilted surface on a cloudy day, FHD becomes zero and the term T becomes a ratio between the irradiance of a tilted 

surface and the diffuse horizontal irradiance. T corresponds to a function of the radiation distribution (b) and the 

surface slope (β) for a given location, so the parameters of equation 13 are adjusted as a function of the location 

evaluated. Table 2 presents the sky view factors for all anisotropic models evaluated in this work. 

Tab. 2: Anisotropic models selected for comparative analysis.  

Model Code Equation of sky view factor (SVF)  

Klucher 

(1979) 
Klu 

𝑆𝑉𝐹𝐾𝑙𝑢 = (
1 + cos 𝛽

2
) (1 + 𝐹 sin3 (

𝛽

2
)) ∗ [1 + 𝐹 cos2 𝐴𝐼 sin3(90 − 𝛼)] (eq.6) 

𝑤ℎ𝑒𝑟𝑒 𝐹 𝑖𝑠 𝑡ℎ𝑒 𝑚𝑜𝑑𝑢𝑙𝑎𝑡𝑖𝑛𝑔 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝐾𝑙𝑢𝑐ℎ𝑒𝑟:          𝐹 = 1 − (
𝐷𝐻𝐼

𝐺𝐻𝐼
)

2

 (eq.7) 

Hay and 

Davies 

(1980) 

HD 

𝑆𝑉𝐹𝐻𝐷 = [(1 − 𝐹𝐻𝐷) (
1 + cos 𝛽

2
) + 𝐹𝐻𝐷𝑅𝑏] (eq.8) 

𝑤ℎ𝑒𝑟𝑒 𝐹𝐻𝐷 𝑖𝑠 𝑡ℎ𝑒 𝑎𝑛𝑖𝑠𝑜𝑡𝑟𝑜𝑝𝑦 𝑖𝑛𝑑𝑒𝑥 𝑜𝑓 𝐻𝐷 𝑎𝑛𝑑 𝑅𝑏 𝑖𝑠 𝑡ℎ𝑒 𝑔𝑒𝑜𝑚𝑒𝑡𝑟𝑖𝑐 𝑓𝑎𝑐𝑡𝑜𝑟:  

𝐹𝐻𝐷 =
𝐷𝑁𝐼

𝐷𝑁𝐼𝑒𝑥𝑡

      (eq. 9)                           𝑅𝑏 =
cos 𝐴𝐼

cos(𝜃𝑧)
           (eq. 10) 

Muneer 

(1990) 
Mu 

𝑆𝑉𝐹𝑀𝑢 = 𝑇(1 − 𝐹𝐻𝐷) + 𝐹𝐻𝐷𝑅𝑏 (eq.11) 

𝑤ℎ𝑒𝑟𝑒: 

 𝑇 = cos2
𝛽

2
+

2𝑏

𝜋(3 + 2𝑏)
[𝑠𝑖𝑛𝛽 − 𝛽 cos 𝛽 − 𝜋 sin2

𝛽

2
] 

(eq.12) 

𝑓𝑜𝑟 𝑡ℎ𝑒 𝑔𝑙𝑜𝑏𝑒: 

 
2𝑏

𝜋(3 + 2𝑏)
= 0.04 − 0.82𝐹𝐻𝐷 − 2.026𝐹𝐻𝐷² 

(eq.13) 

Reindl et 

al. 

(1990) 

Re 

𝑆𝑉𝐹𝑅𝑒 = [(1 − 𝐹𝐻𝐷) (
1 + cos 𝛽

2
) ∗ (1 + 𝑓 sin3 (

𝛽

2
)) + 𝐹𝐻𝐷𝑅𝑏] (eq.14) 

𝑤ℎ𝑒𝑟𝑒 𝑓 𝑖𝑠 𝑡ℎ𝑒 𝑚𝑜𝑑𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟 𝑜𝑓 𝑅𝑒𝑖𝑛𝑑𝑙:          𝑓 = √
𝐷𝑁𝐼 cos 𝜃𝑧

GHI
 (eq.15) 

Perez et 

al. 

(1990) 

Pe 

𝑆𝑉𝐹𝑃𝑒 = [(
1 + cos 𝛽

2
) (1 − 𝐹1) + 𝐹1

𝑎1

𝑎2

+ 𝐹2 sin 𝛽] (eq.16) 

𝑤ℎ𝑒𝑟𝑒: 

𝑎1 = max(0, cos 𝐴𝐼) ; 𝑎2 = max(cos 85 , cos 𝜃𝑧) 

 

(eq.17) 

𝐹1 = max {0, [F11 + 𝐹12𝛥 + 𝐹13𝜃𝑧 (
𝜋

180
)]} ; 𝐹2 = [F12 + 𝐹22𝛥 + 𝐹23𝜃𝑧 (

𝜋

180
)] (eq.18) 

𝛥 = 𝑚
𝐷𝐻𝐼

𝐷𝑁𝐼𝑒𝑥𝑡

  ; 𝑚 =
1

cos 𝜃𝑧

 (eq.19) 

Where the coefficients contained in the equations of F1 and F2 are obtained 

based on the discrete categories of sky brightness (ε), with κ equal to 1.041 

and θz in radians. 

𝜀 =

𝐷𝐻𝐼 + 𝐷𝑁𝐼
𝐷𝐻𝐼

+ 𝜅𝜃𝑧
3

1 + 𝜅𝜃𝑧
3

   

 

 

 

(eq.20) 
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3. Experimental setup 

The solarimetric station was installed in Petrolina, Brazil (latitude 9.11ºS, 40.44W) with four LI-COR Li-200R 

photovoltaic solarimeters disposed at 45º to the North, South, East, and West orientations. Two photovoltaic 

solarimeters were also arranged to measure the global horizontal irradiance (GHI) and the reflected horizontal 

irradiance (see Figure 1) to measure the ground albedo. All sensors were previously and periodically calibrated with 

a Kipp & Zonen CMP22 secondary standard pyranometer. According to Köppen classification, the climate in 

Petrolina is considered semi-arid (BSh).      

                

 

 

 

 

Fig. 1: Solarimetric station installed at Petrolina, Brazil. 

 

Based on GHI, DNI and DHI data measured with EKO class A pyranometers (model MS-80) and pyrheliometer 

(model MS-57), eight transposition models were evaluated using 1-min data measured between December 04, 2021, 

to April 29, 2022. A quality control procedure was applied to the measured radiation data to identify and remove 

outliers. The methodology applied is described in Petribú et al. (2017), and this data quality procedure consists of 

applying objective and automatic tests that can be divided into two large groups: global tests, which identify 

anomalies in the timestamps of the analyzed series, assessing the quality of the time series as a whole, and local tests, 

which are specific for each analyzed variable and take into account the physical nature of the variables studied. 

Following this methodology, the measurements corresponding to solar elevations below 7º were discarded. 

The models were assessed for three scenarios: (i) one with albedo considered constant and equal to 20%, which is 

the default value adopted in commercial software for the local soil, (ii) albedo constant and equal to the average 

value of the ground reflectance, and the third scenario, (iii) evaluating the transposition models with albedo (ρg) 

varying as a function of solar zenith angle (θz). The evaluation was performed at the minute resolution using three 

isotropic models, Liu and Jordan (LJ), Koronakis (Ko) and Badescu (Ba), and five anisotropic models, Klucher (Klu), 

Hay and Davies (HD), Reindl (Re), Muneer (Mu) and Perez (Pe).  

The accuracy of the estimates for the global tilted irradiance is assessed using the usual error metrics, the normalized 

mean bias error (nMBE), the normalized root mean square error (nRMSE) and the coefficient of determination (R²) 

defined in equations 21 to 23.  

 

𝑛𝑀𝐵𝐸 =  
1

𝑁 �̅�𝑚𝑒𝑎𝑠
∑ (𝑥𝑠𝑖𝑚

𝑖 − 𝑥𝑚𝑒𝑎𝑠
𝑖𝑁

𝑖=1 )      (eq. 21) 
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𝑛𝑅𝑀𝑆𝐸 =
1

�̅�𝑚𝑒𝑎𝑠
√

1

𝑁
∑ (𝑥𝑠𝑖𝑚

𝑖 − 𝑥𝑚𝑒𝑎𝑠
𝑖𝑁

𝑖=1 )²      (eq. 22) 

𝑅2 =  1 −  
∑ (𝑥𝑠𝑖𝑚

𝑖 −𝑥𝑚𝑒𝑎𝑠
𝑖𝑁

𝑖=1 )²

∑ (𝑥𝑠𝑖𝑚
𝑖 −�̅�𝑚𝑒𝑎𝑠

𝑖𝑁
𝑖=1 )²

       (eq. 23) 

 

where N is the number of observations data, 𝑥𝑚𝑒𝑎𝑠
𝑖 , �̅�𝑚𝑒𝑎𝑠, and 𝑥𝑠𝑖𝑚

𝑖  correspond, respectively, to the measured 

irradiance at moment i, the average value of the observations (measured) and the simulated irradiance obtained by 

the models at instant i.  

The nMBE indicates how much the model underestimates or overestimates the results with respect to real measured 

data. When nMBE is negative, the model underestimates the measured values. nRMSE indicates the dispersion of 

the data. A model with a low nRMSE compared to the others, indicates that this model best fits the observational 

data. The R² quantifies the variance between the observational data and the estimated data; the closer it is to 1, the 

better the observed data is replicated by the model. 

In addition, a skill score (SS4) which indicates the overall performance of a model, was selected to rank all models. 

This statistical presented in equation 24 considers correlation (R) and the standard deviation of a model (stdmod) 

normalized by the std of the observation (stdobs) (Taylor, 2001). Similar to the coefficient of determination, SS4 is a 

statistic that ranks the model from zero to one, being from worst to best quality, respectively. 

 

    𝑆𝑆4 =
(1+𝑅)4

4(
𝑠𝑡𝑑𝑚𝑜𝑑
𝑠𝑡𝑑𝑜𝑏𝑠

+
1

𝑠𝑡𝑑𝑚𝑜𝑑/𝑠𝑡𝑑𝑜𝑏𝑠
)

2       (eq. 24) 

 

4. Results and discussion 

Since the comparative analysis of the transposition models in this work deals with the albedo for three different 

scenarios, the albedo is initially evaluated in order to calculate the average albedo of the ground (for scenario ii), and 

to evaluate the variation of the surface reflectance as a function of solar position, described by the zenith angle, 

scenario (iii). Scenario (i) assumes an albedo equal to 20%. 

4.1. Albedo Evaluation 

The early and late hours of the day, in other words, times when the Sun has low elevation and thus high zenith angle, 

tend to have higher albedos values than those observed at midday, this variation is explained in Marion (2020) due 

to the distribution of the solar spectrum shifting to longer wavelengths for these times. In addition, the albedo may 

increase due to the angle of incidence of the radiation on the surface being increased (Marion, 2020). The observed 

variation of the Petrolina ground reflectance is presented in Fig. 2. Note that the soil is predominantly sandy as 

observed in Fig. 1.  

 

 

Fig. 2: Albedo as a function of solar zenith angle. 
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This upward profile is observed in other works, which relate both variables, in linear form (Lave et al., 2015), or 

from polynomial equations (Wang et al., 2005). Other works also relate albedo and solar elevation, applying 

exponential functions (Liu et al., 2008; Demain et al., 2013). From the data measured in Petrolina, a semi-arid region, 

albedo varies according to equation 25. 

 

    𝜌𝑔 = 0.0014𝜃𝑧
2 − 0.0289𝜃𝑧 + 25.6851     (eq. 25) 

 

The highest concentration of albedo data is observed in the region above 25% (Fig. 3a). When evaluating the 

histogram (Fig. 3b) it is observed that this concentration of points is given for values between 25.52% and 27.80%, 

with the average albedo for the entire time series being 27.72%. 

 

  
(a) (b) 

Fig. 3: Distribution of albedo data observed by a) colormap and b) histogram. 

 

4.2. Transposition Models 

A comparative analysis between the transposition models was performed for the three scenarios. The value of 20% 

was considered for the first scenario because it is usually applied as a default value in commercial software. For this 

scenario, the results indicate better performance of Perez model, with lower nRMSE and higher R² and SS4 for all 

orientations evaluated, similar to Yang (2016) and García et al. (2021). The north and south orientations evaluated 

presented lower nRMSE than the solarimeters facing east and west. Despite the higher values of nRMSE for the east 

and west orientations, it is observed the same description of the models, where the Hay and Davies (HD), Reindl 

(Re), Muneer (Mu) and Perez (Pe) models were predominantly performant, with an emphasis on Perez's model. Tab. 

3, 4 and 5 present the statistical metrics for the three scenarios adopted, i, ii and iii respectively. The four best models 

have been highlighted in bold for each of the statistics, and the best model for each metric has been underlined.  

 

Tab. 3: Statistics of all 8 models for scenario i) albedo constant and equal to 20%.  

 North South East West 

Model nMBE 

(%) 

nRMSE 

(%) 

R² 

(-) 

SS4  

(-) 

nMBE 

(%) 

nRMSE 

(%) 

R² 

(-) 

SS4 

(-) 

nMBE 

(%) 

nRMSE 

(%) 

R² 

(-) 

SS4 

(-) 

nMBE 

(%) 

nRMSE 

(%) 

R² 

(-) 

SS4  

(-) 

Ba -5,81 17,01 0,953 0,948 -7,44 16,09 0,956 0,952 -7,23 20,00 0,948 0,940 -11,52 22,34 0,954 0,931 

HD -1,93 15,25 0,956 0,954 -2,85 13,07 0,964 0,962 -3,73 16,54 0,958 0,958 -7,05 16,98 0,964 0,958 

Klu 3,41 15,93 0,953 0,953 1,58 13,37 0,960 0,961 3,36 16,64 0,957 0,957 -2,31 17,07 0,958 0,949 

Kor 3,71 16,91 0,947 0,947 1,49 14,03 0,956 0,956 2,05 18,91 0,944 0,941 -3,64 20,03 0,945 0,928 

LJ 0,66 16,14 0,950 0,948 -1,37 13,90 0,957 0,956 -0,92 18,60 0,946 0,942 -6,17 20,35 0,949 0,930 

Mu 1,27 15,08 0,957 0,957 0,16 12,94 0,963 0,963 -0,67 16,46 0,959 0,958 -4,42 15,57 0,964 0,962 

Pe -2,20 14,19 0,962 0,961 -2,25 12,56 0,966 0,966 -1,54 14,21 0,968 0,968 -6,72 15,25 0,972 0,967 

Re -1,10 15,23 0,956 0,954 -2,06 12,92 0,964 0,963 -2,93 16,44 0,958 0,958 -6,37 16,69 0,964 0,958 
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Tab. 4: Statistics of all 8 models for scenario ii) albedo constant and equal to 27.72%.  

 North South East West 

Model 
nMBE 

(%) 

nRMSE 

(%) 

R² 

(-) 

SS4  

(-) 

nMBE 

(%) 

nRMSE 

(%) 

R² 

(-) 

SS4 

(-) 

nMBE 

(%) 

nRMSE 

(%) 

R² 

(-) 

SS4 

(-) 

nMBE 

(%) 

nRMSE 

(%) 

R² 

(-) 

SS4  

(-) 

Ba -4,35 16,40 0,953 0,950 -6,07 15,36 0,956 0,954 -5,80 19,48 0,947 0,941 -10,31 21,58 0,953 0,933 

HD -0,47 14,92 0,957 0,956 -1,48 12,65 0,965 0,964 -2,30 16,18 0,959 0,959 -5,84 16,30 0,964 0,959 

Klu 4,87 16,36 0,953 0,953 2,96 13,68 0,961 0,961 4,79 17,12 0,957 0,956 -1,10 16,89 0,957 0,949 

Kor 5,18 17,28 0,947 0,947 2,87 14,25 0,956 0,956 3,48 19,20 0,943 0,941 -2,43 19,77 0,944 0,929 

LJ 2,13 16,20 0,950 0,949 0,01 13,79 0,957 0,957 0,50 18,63 0,945 0,942 -4,96 19,92 0,948 0,931 

Mu 2,74 15,30 0,957 0,957 1,53 13,09 0,963 0,963 0,76 16,59 0,959 0,958 -3,21 15,20 0,964 0,962 

Pe -0,74 13,93 0,963 0,962 -0,88 12,33 0,966 0,966 -0,11 14,09 0,968 0,968 -5,51 14,58 0,972 0,968 

Re 0,37 15,01 0,956 0,956 -0,69 12,60 0,964 0,964 -1,51 16,18 0,959 0,959 -5,15 16,07 0,964 0,959 

Tab. 5: Statistics of all 8 models for scenario iii) albedo as a function of θz.  

 North South East West 

Model nMBE 

(%) 

nRMSE 

(%) 

R² 

(-) 

SS4 

(-) 

nMBE 

(%) 

nRMSE 

(%) 

R² 

(-) 

SS4 

(-) 

nMBE 

(%) 

nRMSE 

(%) 

R² 

(-) 

SS4 

(-) 

nMBE 

(%) 

nRMSE 

(%) 

R² 

(-) 

SS4 

(-) 

Ba -4,53 16,49 0,953 0,949 -6,24 15,46 0,956 0,953 -5,99 19,52 0,948 0,941 -10,47 21,68 0,953 0,932 

HD -0,66 14,96 0,957 0,956 -1,65 12,70 0,965 0,964 -2,49 16,18 0,959 0,959 -5,99 16,38 0,964 0,959 

Klu 4,68 16,27 0,953 0,953 2,78 13,60 0,961 0,961 4,60 17,01 0,957 0,957 -1,25 16,91 0,957 0,949 

Kor 4,99 17,19 0,948 0,947 2,69 14,17 0,956 0,956 3,30 19,10 0,944 0,941 -2,58 19,77 0,945 0,929 

LJ 1,94 16,17 0,950 0,949 -0,17 13,77 0,957 0,957 0,32 18,57 0,946 0,942 -5,11 19,95 0,948 0,931 

Mu 2,55 15,23 0,957 0,957 1,36 13,03 0,963 0,963 0,57 16,50 0,959 0,958 -3,36 15,23 0,964 0,962 

Pe -0,92 13,96 0,962 0,962 -1,05 12,35 0,966 0,966 -0,29 14,08 0,968 0,968 -5,66 14,68 0,972 0,968 

Re 0,18 15,02 0,957 0,955 -0,87 12,63 0,964 0,964 -1,69 16,16 0,959 0,959 -5,31 16,15 0,964 0,959 

 

Similar to García et al. (2021), anisotropic models (HD, Klu, Mu, Pe and Re) presented better results than isotropic 

models (LJ, Ko and Ba) by better fitting the experimental data. It was also observed that simulations conducted with 

albedo varying as a function of solar zenith angle or albedo considered constant, but based on local measurements, 

led to more accurate results than simulations conducted with constant default albedo equal to 20%. This fact is valid 

for the models that underestimated the observational data, Badescu (2002), Hay and Davies (1980), Perez et al. 

(1990) and Reindl et al. (1990). These models presented negative nMBE for scenario i (albedo = 20%), as presented 

in Table 2. When the albedo adjustment was performed (scenarios ii and iii), considering the locally measured data 

(average albedo) and the variable albedo, a reduction in bias was observed for these models, as well as an 

improvement in the nRMSE. As an example, it can be seen the reduction in nRMSE for the Perez model with North 

orientation, the nRMSE is 14.19% with constant albedo (0.20), while the simulation with variable albedo resulted in 

the reduction of this statistical metric (13.96%). 

Moreover, from Tab. 4 and Tab. 5, it can be seen that the input in the estimation of the global tilted irradiance with 

the local average albedo does not substantially impact R² and SS4 when compared to the simulations that consider 

the variable albedo. However, it tends to have better bias and better dispersion of the estimated data, thus leading to 

slightly better performance. In Nygren and Sundström (2021), photovoltaic systems with bifacial modules were 

evaluated for three albedo conditions, hourly variable albedo, fixed albedo and satellite-derived albedo. It was 

observed that for the modules' front face, the albedo type variation does not have a high impact. However, for the 

rear side, the simulations performed with variable albedo presented higher accuracy when compared to fixed albedo 

and satellite-derived albedo. 

With the aim of facilitating the comparative analysis of the models, the Taylor diagram (Taylor, 2001) was adopted 

as a tool to evaluate the models against the measured results. Fig. 4 to Fig. 7 presents the diagrams for each orientation 

(north, south, east and west). Graphical statistical analysis is a valuable tool, where correlation, standard deviation, 

RMSE and SS4 are presented. The magenta color indicates the observed series and the dots indicate each model. The 

model that is closest to the magenta dot, indicated at the bottom of the graph, tends to describe the observational 

series best. Thus, models that are closer to the pink line and closer to the bottom of the frame highlighted in the 

figures, tend to have a better description of the observed data. 
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Fig. 4: Taylor diagram of all transposition models for North orientation (45º). 

 

 

Fig. 5: Taylor diagram of all transposition models for South orientation (45º). 
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Fig. 6: Taylor diagram of all transposition models for East orientation (45º). 

 

 

Fig. 7: Taylor diagram of all transposition models for West orientation (45º). 
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It can be observed from the graphs shown in Fig. 4 to 7 that the models do not present high differences between 

themselves. This fact may be linked to the climatic conditions of Petrolina because the DNI component has a high 

impact on GTI calculation. The modelling of the diffuse component does not have a powerful impact. However, 

although the differences are slight, it is observed that the Perez model tends to be closer to the magenta colour point 

(observation - OBS), presenting the best RMSE and SS4, thus demonstrating to be the best model for the location. 

The variation of the albedo scenarios, from constant albedo and equal to 20% for the two other scenarios, results in 

a slight difference between them. However, it improves the model performance from the Taylor skill score and the 

relationship between the standard deviations of the model with the observation for the North, South and West 

orientations. 

It is worth noting that the present work evaluated the transposition models with measured DNI, DHI and GHI data 

as inputs. Applying GHI separation models at 1-min resolution may lead to even more variation in GTI calculations 

since DHI and DNI modelling can generate higher errors if the model employed does not fit the evaluated location 

(de Medeiros et al., 2022; Yang, 2022). 

 

5. Conclusion 

The present work investigated the performance of 8 models commonly used in the literature to estimate the radiation 

incident on tilted photovoltaic modules at Petrolina, Northeast region of Brazil. The results indicate that Hay and 

Davies, Reindl, Muneer, and Perez models presented the best performances, especially the Perez model that presented 

the best nRMSE and SS4 results for all orientations and scenarios evaluated.  

Three albedo scenarios were considered to estimate the GTI irradiance, where it was observed that despite slight 

differences, the simulations conducted with the average albedo of the site resulted in greater accuracy. Furthermore, 

from the detailed analysis of the ground reflectance of Petrolina, an average albedo value corresponding to 27.72% 

was observed for the sandy soil type of Petrolina, with a higher concentration of data between 25.52% and 27.80% 

albedo values. 

The graphical analysis of the Taylor diagram allowed a better visualization that the Perez model tends to be more in 

agreement with the observation, being able to describe the irradiance in the inclined plane better. 

As future prospects, it is desired to evaluate the variable albedo for different sky conditions, assigning equations for 

cloudy sky, clear sky or partly cloudy sky, thus seeking to achieve more accurate simulations. Furthermore, it is 

intended to extend the analyses performed here, having as input data the results obtained by GHI separation models, 

to assess how the combination of separation + transposition models impacts the estimation of GTI irradiance. 
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Abstract 

Thermally-driven sorption chillers represent an excellent alternative to make use of low-temperature renewable 

energy sources such as solar or geothermal energy in the range of 60-120°C. In these cases, three commercially 

available geometries emerge: two closed sorption systems (single-stage absorption and adsorption chillers) and 

an open sorption system (Dissociative Evaporative Cooling system, DEC). Due to the complexity of these 

systems, their modeling (which is fundamental for viability studies) remains a complicated task. In this regard, 

black box models represent a simple alternative to simulate their performance. Two specially adapted methods 

have been used in the literature for the most common system (the absorption chiller): the adapted characteristic 

equation (CE) and the Carnot function model (CFM). The present work studies the implementation of these 

methods with different commercial sorption chillers and discusses their advantages and their limits regarding each 

technology. The feasibility of the implementation of the CFM and the adapted CE method with adsorption chillers 

and DEC systems is demonstrated. Despite its natural advantages, the CFM presented the highest deviations 

(especially with �̇�𝑒 and �̇�𝑔), the reason behind this might be that the COPcarnot is a physical parameter that cannot 

be fitted (as in the case of the ΔΔt’ of the adapted CE method). 

Keywords: sorption chiller, absorption chiller, adsorption chiller, DEC, black box, characteristic equation, 

Carnot function 

 

1. Introduction 

Given the current increase in the global energy demand related to cooling in the building sector, especially in 

tropical climates (IEA, 2018), the use of chillers that make use of renewable energy is becoming a necessity more 

than an option (Altamirano et al., 2019a). In this regard, thermally-driven sorption chillers represent an excellent 

alternative since these systems can make use of a renewable heat source (such as solar energy) to operate. These 

systems can be divided into two categories: closed cycle (in which the refrigerant fluid is not in direct contact 

with the air to be cooled, i.e., absorption and adsorption systems) and open cycle (in which the refrigerant fluid is 

in direct contact with the cooled air, i.e., Dissociative Evaporative Cooling systems). In terms of market 

penetration, among the thermally-driven systems, absorption chillers have the largest market share (82-84%), 

followed by adsorption (9-11%) and DEC systems (7%), respectively (Almasri et al., 2022). 

The modeling of sorption systems is of fundamental importance for the evaluation of their performance, and in 

particular when they are coupled to other systems with variable requirements and availabilities (e.g., buildings, 

storage systems, and ambient source) (Altamirano et al., 2019b). Depending on the degree of physical insight on 

the machine, the different models can be divided into three categories: white box (physical), when it contains a 

complete insight into the physical phenomena in the system; gray box (semi-empirical), when there is some degree 

of physical insight, and black box, when no physical insight is required and the model is based on a dataset of 

experimental results  In cases in which the potential of sorption chillers is to be estimated, no need for 

understanding the physical phenomena inside the machine is required and therefore, black box models are seem 

like the most suitable tool for these machines’ modeling given their simplicity, accuracy, and ease of 
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implementation with different dynamic thermal simulation programs such as TRNSYS. 

Among the black box model possibilities, there are two options that might be especially useful in the modeling of 

sorption systems: the adapted characteristic equation (CE) method and the Carnot function model (CFM). Indeed, 

these modeling methods use parameters function of the thermal sources’ temperatures (commonly used by 

researchers and manufacturers for their characterization) to situate the different machine operating regimes. These 

modeling methods, however, have only been studied in the context of absorption chillers (Altamirano et al., 2021). 

Nevertheless, the characterization of the other sorption chillers’ options is also required to compare the different 

available solutions.  

The present work consists of the modeling of commercial thermally driven sorption chillers (a single-stage 

absorption chiller, a single-stage adsorption chiller, and a DEC system) through the adapted CE and CFM 

methods. The study is divided into three parts. In the first part, a theoretical description of the studied systems, 

their operating conditions, and the performance evaluation parameters is presented. The following section 

describes the black box modeling methods used. Finally, the modeling results and the prediction accuracy of the 

different models on the selected systems are presented and discussed. 

2. Operating conditions and performance evaluation parameters 

Sorption systems make use of a physical or chemical affinity between two substances to generate cooling thanks 

to a heat source. One of these substances plays the role of the refrigerant, whereas the other one, with lower 

volatility, plays the role of the sorbent. The most general case (the case of closed systems) is represented by a 

theoretical machine with three heat sources at different temperature levels (Figure 1). In such a case, there is a 

component commonly named as desorber or generator, that receives heat (�̇�𝑔) from a high-temperature source 

(𝑇𝑔). There are also components, called condenser and ad/absorber, that reject heat (�̇�𝑖𝑛𝑡) to a source that is at an 

intermediate temperature level (𝑇𝑖𝑛𝑡). Finally, there is a component (an evaporator) that extracts heat (�̇�𝑒) from a 

low temperature source (𝑇𝑒). Different geometrical configurations are available for commercial closed-cycle 

sorption systems. However, the single-effect configuration is the most adapted for low-temperature renewable 

energy sources such as solar or geothermal energy in the range of 60-120°C (obtained through flat plate and 

evacuated tube collectors) (Alahmer and Ajib, 2020). In the case of open-cycle sorption systems, the most 

commonly manufactured system is based on the Pennington cycle (also known as ventilation cycle) (La et al., 

2010), which is also adapted to similar driving temperature levels (Almasri et al., 2022). Taking this into 

consideration, three sorption chillers with a similar nominal capacity were selected: a 35-kW single-effect 

commercial absorption chiller (Yazaki Energy Systems Inc., 2018), a 30-kW single-effect commercial adsorption 

chiller (InvenSor GmbH, 2015), and a 20-kW DEC experimental system (Pons and Kodama, 1999) with similar 

nominal conditions than commercial systems (Robatherm GmbH, 2014).  

 

Fig. 1: Illustrative diagram of a sorption machine with three heat sources at different temperature levels.  

The nominal and part-load operation range conditions of the selected systems are presented in Table 1. The data 

of the commercial systems (absorption and adsorption chiller) were extracted from the commercial catalogues 

(InvenSor GmbH, 2015; Yazaki Energy Systems Inc., 2018), whereas the data of the DEC system were obtained 
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from (Pons and Kodama, 1999). After the discretization and extraction of these data, the total number of operating 

conditions are 358, 28, and 9 for the absorption chiller, adsorption chiller, and DEC system, respectively. 

Tab. 1: Operation range conditions of the studied systems (nominal conditions in parentheses ) (InvenSor GmbH, 2015; Pons and 

Kodama, 1999; Yazaki Energy Systems Inc., 2018)  

Variable 35-kW H2O-LiBr 

Absorption Chiller  

30-kW H2O-Zeolite 

Adsorption Chiller 

20-kW H2O-Silica 

Gel DEC System 

𝑇𝑒
𝑜 [°𝐶] 5 – 12 (7) 10 – 17.4 (14) – (14) 

�̇�𝑒  [𝑘𝑊] 2.9 – 60.7 (35.2) 4.5 – 33.9 (29.5) 16 – 22.9 (20.2) 

𝑇𝑖𝑛𝑡
𝑖  [°𝐶] 24 – 32 (31) 22 – 37 (27) – (31) 

�̇�𝑖𝑛𝑡  [𝑘𝑊] 13.7 – 148.3 (85.4) 15.4 – 93.7 (78.5) 16 – 23 (20.2) 

𝑇𝑔
𝑖  [°𝐶] 75 – 95 (88) 45 – 95 (85) 62 – 100.8 (80.4) 

�̇�𝑔 [𝑘𝑊] 10.9 – 87.7 (50.2) 10.2 – 59.8 (49) 30.9 – 63.1 (37.9) 

𝐶𝑂𝑃𝑡ℎ [−] 0.26 – 0.8 (0.7) 0.39 – 0.68 (0.6) 0.36 – 0.54 (0.53) 

𝐶𝑂𝑃𝑐𝑎𝑟𝑛𝑜𝑡  [−] 1.24 – 4.58 (1.84) 1.22 – 6.77 (3.58) 1.56 – 3.15 (2.36) 

 

The performance of sorption chillers depends on a large series of parameters that can be internal (the working 

fluid, the exchanger technology, or the control system) or external (the climatic conditions or the thermodynamic 

state of the heat transfer fluid) (Pons et al., 2012). Whereas the performance of mechanical compression machines 

is measured by the so-called electrical coefficient of performance (COP) (the cooling capacity divided by the 

electrical input to the compressor, defined by equation 1, in the case of sorption machines, because the driving 

source is heat, a thermal COP is often used, defined by equation 2. Moreover, some authors consider a global 

COP (equation 3), in which the heat source and the electrical supply (e.g., in the case of using pumps) are taken 

into account as energy sources. 

 

𝐶𝑂𝑃𝑒𝑙 =
�̇�𝑒

�̇�𝑒𝑙
                                                    (eq. 1) 

𝐶𝑂𝑃𝑡ℎ =
�̇�𝑒

�̇�𝑔
                                                (eq. 2) 

𝐶𝑂𝑃𝑔𝑙 =
�̇�𝑒

�̇�𝑔+�̇�𝑒𝑙
                                                (eq. 3) 

Another important parameter in the study of thermodynamic systems is the Carnot COP (equation 4), which 

represents the COP of an ideal cycle, and which is a function of the temperatures of the sources at the three levels 

in the case of closed-cycle sorption machines. The COPcarnot, therefore, implies a reversible process with infinite 

(isothermal) energy sources, which for the heat transfer fluids corresponds to the temperatures at the generator 

inlet (𝑇𝑔
𝑖), at the ad/absorber and condenser inlet (𝑇𝑎

𝑖 = 𝑇𝑐
𝑖 = 𝑇𝑖𝑛𝑡

𝑖 ), and at the evaporator outlet (𝑇𝑒
𝑜). This 

definition is particularly suitable since manufacturers of closed-cycle sorption machines use the same 

temperatures to characterize their systems. DEC machines, unlike closed-cycle systems, do not have an 

intermediate temperature source and a cold temperature source in the strict sense. Pons and Kodama (1999) 

propose to use the ambient temperature as the intermediate temperature source and the conditioned air temperature 

as the low-temperature source for the calculation of the Carnot COP. 

𝐶𝑂𝑃𝑐𝑎𝑟𝑛𝑜𝑡 = (
𝑇𝑔

𝑖 −𝑇𝑖𝑛𝑡
𝑖

𝑇𝑔
𝑖 ) (

𝑇𝑒
𝑜

𝑇𝑖𝑛𝑡
𝑖 −𝑇𝑒

𝑜)                      (eq. 4) 
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3. Adapted black box modeling methods 

3.1. Adapted characteristic equation method  

The adapted CE method (Kühn and Ziegler, 2005) is based on a multiple linear regression to obtain an arbitrary 

parameter, called the adapted characteristic temperature difference (ΔΔt', equation 5), which is a function of the 

external source temperatures (at the evaporator, generator, and heat sink) linearly correlated with the cooling 

power (equation 6). A second fitting is then employed to correlate the ΔΔt' to the thermal power of the generator 

(equation 7). The authors of the original method propose the use of the external arithmetic mean temperatures of 

the heat sources, however, an alternative is the use of the generator inlet temperature (𝑇𝑔
𝑖), heat sink inlet 

temperature (𝑇𝑖𝑛𝑡
𝑖 ), and evaporator outlet temperature (𝑇𝑒

𝑜), since these variables are commonly used to 

characterize the part-load behavior of sorption chillers (experimental prototypes and commercial machines). 

∆∆𝑡′ =  𝑇𝑔
𝑖 − 𝑎 ∙ 𝑇𝑖𝑛𝑡

𝑖 + 𝑒 ∙ 𝑇𝑒
𝑜                      (eq. 5) 

�̇�𝑒
𝑐𝑒′ =  𝑠′ ∙ ∆∆𝑡′ + 𝑟 = 𝑠′ ∙ 𝑇𝑔

𝑖 − 𝑠′ ∙ 𝑎 ∙ 𝑇𝑖𝑛𝑡
𝑖 + 𝑠′ ∙ 𝑒 ∙ 𝑇𝑒

𝑜 + 𝑟       (eq. 6) 

�̇�𝑔
𝑐𝑒′ = 𝑏 ∙ ∆∆𝑡′ + 𝑐                                      (eq. 7) 

3.2. Carnot function model 

The Carnot function model (Boudéhenn et al., 2014), on the other hand, characterizes the thermal COP and cooling 

capacity of the system in terms of its Carnot COP (equation 8) through fitted parameters 𝜔1, 𝜔2, 𝜏1, 𝜏2, and 𝐹0.   

𝐹𝑐𝑓𝑚 =  𝜔1 ∙ 𝑒(−𝐶𝑂𝑃𝑐𝑎𝑟𝑛𝑜𝑡 𝜏1⁄ ) +  𝜔2 ∙ 𝑒(−𝐶𝑂𝑃𝑐𝑎𝑟𝑛𝑜𝑡 𝜏2⁄ ) +  𝐹0       (eq. 8) 

4. Results and discussion 

The present section shows the results of the implementation of the two black box modeling methods presented in 

section 3 to the three selected sorption chillers. The least squares method along with the generalized reduced 

gradient (GRG) nonlinear method were used to fit the parameters of the equations presented in section 3 to the 

data of the different machines. The fitted parameters of the adapted CE method are presented in Table 2, whereas 

those of the CFM are presented in Table 3. 

Tab. 2: Fitted parameters of the adapted CE method  

 35-kW H2O-LiBr 

Absorption Chiller  

30-kW H2O-Zeolite 

Adsorption Chiller 

H2O-Silica Gel 

DEC System 

𝑠′ 1.46 0.61 0.16 

𝑎 2.13 2.24 4.73 

𝑒 0.41 1.42 2.95 

𝑟 -2.79 0.55 23.78 

𝑏 1.96 0.96 0.70 

𝑐 -0.79 3.78 60.35 

 

As previously mentioned, the main advantage of the adapted CE method and the CMF with sorption chillers is 

that they have a specific parameter that represents the operating regime of the machine. In other words, they 

correlate either the ΔΔt' (equation 5) or the COPcarnot (equation 4) to the cooling power that the machine can deliver 

under certain conditions of specific source temperatures (Te, Tint, and Tg) and at the same time, they give 

information about the thermal performance related to those operating conditions. In the case of the adapted CE 

method, the influence of the external temperatures on the operating regime is represented by the factors 1, a, and 

e in equation 5 for 𝑇𝑔
𝑖, 𝑇𝑖𝑛𝑡

𝑖 , and 𝑇𝑒
𝑜, respectively. Table 1 shows that for the three selected systems, 𝑇𝑖𝑛𝑡

𝑖  has the 

highest influence, followed by 𝑇𝑒
𝑜, with exception of the absorption chiller, for which 𝑇𝑒

𝑜 seems to have the lowest 

influence on the operating regime. The COPcarnot, being a physical parameter, cannot be adjusted to better divide 
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the effects of the external temperatures. However, from its definition (equation 4), 𝑇𝑖𝑛𝑡
𝑖  has a strong influence on 

the system’s operating regime, especially at low values of 𝑇𝑖𝑛𝑡
𝑖 . 

Tab. 3: Fitted parameters of the CFM 

 35-kW H2O-LiBr 

Absorption Chiller  

30-kW H2O-Zeolite 

Adsorption Chiller 

H2O-Silica Gel DEC 

System 

 �̇�𝒆
𝒄𝒇𝒎

 𝑪𝑶𝑷𝒕𝒉
𝒄𝒇𝒎

 �̇�𝒆
𝒄𝒇𝒎

 𝑪𝑶𝑷𝒕𝒉
𝒄𝒇𝒎

 �̇�𝒆
𝒄𝒇𝒎

 𝑪𝑶𝑷𝒕𝒉
𝒄𝒇𝒎

 

𝜔1 -75.07 -2.69 -173.59 -1.46 -49.52 -2.84 

𝜔2 -90.11 -4.46*1012 -38.39 -4.48*1012 -29.64 -4.52*1012 

𝜏1 1.18 0.38 65.82 0.64 0.60 0.10 

𝜏2 1.18 0.04 1.18 0.021 0.64 0.03 

𝐹0 61.43 0.71 187.60 0.62 22.56 0.45 

 

The modeling results of the implementation of the (a) CFM and the (b) adapted CE method to the absorption 

chiller are presented in Figure 2. Figure 2a shows that even in the COPth prediction of the CFM seems to be good, 

the cooling load does not follow the same evolution as the proposed function. This happens especially for chilled 

water temperatures that are either very low or very high. On the other hand, even though the adapted CE method 

seems to properly predict the behavior of the cooling and heat source loads, there are some regimes at elevated 

values of ΔΔt' that do not correspond to the proposed function. Again, these conditions correspond to low 

evaporator temperatures, for which the performance of the chiller decreases drastically. 

    
Fig. 2: Results of the implementation of the (a) CFM and the (b) adapted CE method with the absorption chiller  

Figure 3 presents the comparison of the numerical results with the catalog data of the absorption chiller. �̇�𝑒
𝑐𝑓𝑚

 has 

a coefficient of determination (R2, useful to quantify the quality of the prediction of the model) of 0.8188, an 

average error of 17%, and 34.64% of the cooling loads that are predicted within an error of 10% or less (Figure 

3a). Regarding �̇�𝑔
𝑐𝑓𝑚

 (directly calculated having 𝐶𝑂𝑃𝑡ℎ
𝑐𝑓𝑚

 and �̇�𝑒
𝑐𝑓𝑚

), it has a coefficient of determination of 

0.7038, an average error of 19.22%, and 28.49% of the heat source loads that are predicted within an error of 10% 

or less (Figure 3b). Finally, regarding 𝐶𝑂𝑃𝑡ℎ
𝑐𝑓𝑚

, it has a coefficient of determination of 0.2918, an average error 

of 6.12%, and 85.20% of the thermal COPs that are predicted within an error of 10% or less (Figure 3c). 

�̇�𝑒
𝑐𝑒′ has a coefficient of determination of 0.9485, an average error of 7.35%, and 70.95% of the cooling loads that 

are predicted within an error of 10% or less (Figure 3a). Regarding �̇�𝑔
𝑐𝑒′, it has a coefficient of determination of 

0.9767, an average error of 5.42%, and 88.27% of the heat source loads that are predicted within an error of 10% 

or less (Figure 3b). Finally, regarding 𝐶𝑂𝑃𝑡ℎ
𝑐𝑒′ (directly calculated having �̇�𝑒

𝑐𝑒′ and �̇�𝑔
𝑐𝑒′), it has a coefficient of 

determination of 0.0861, an average error of 7.03%, and 78.21% of the thermal COPs that are predicted within an 

error of 10% or less (Figure 3c). 

Figure 3a shows that the CFM has the largest prediction errors on the cooling load, especially at low operating 

regimes. It would seem from this figure that the COPcarnot has indeed some correlation with the cooling load. 

However, this correlation might not be good enough to be used in a performances prediction model. On the other 

(a) (b) 
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hand, the adapted CE method shows a good accuracy at low operating regimes and higher errors at high cooling 

loads, indicating that the hypothesis of a linear correlation of ΔΔt' with the cooling load might not be valid at these 

conditions. Similar results are observed for the comparison of the heat source load (Figure 3b). The adapted CE 

method, however, possesses low deviations in the whole range of operating conditions. The thermal COP is 

commonly overestimated by the models (Figure 3c). This might be due to missing data of the system operating at 

low performances (especially at heat source temperatures lower than 75°C). For a big part of the operating 

conditions, the machine operates with a COPth close to the nominal one (0.7). Indeed, 70% of the operating 

conditions present a thermal COP between 0.65 and 0.75. 

    
Fig. 3: Comparison between numerical and catalog results for the absorption chiller 

The modeling results of the implementation of the (a) CFM and the (b) adapted CE method to the adsorption 

chiller are presented in Figure 4. To the best of our knowledge, this is the first time that these methods are applied 

to an adsorption chiller, and the results seem coherent and similar to those obtained with the absorption chiller.  

     
Fig. 4: Results of the implementation of the (a) CFM and the (b) adapted CE method with the adsorption chiller 

Figure 5 presents the comparison of the numerical results with the catalog data of the adsorption chiller. �̇�𝑒
𝑐𝑓𝑚

 has 

a coefficient of determination of 0.7590, an average error of 24.41%, and 14.29% of the cooling loads that are 

predicted within an error of 10% or less (Figure 5a). Regarding �̇�𝑔
𝑐𝑓𝑚

, it has a coefficient of determination of 

0.6207, an average error of 26.16%, and 14.28% of the heat source loads that are predicted within an error of 10% 

or less (Figure 5b). Finally, regarding 𝐶𝑂𝑃𝑡ℎ
𝑐𝑓𝑚

, it has a coefficient of determination of 0.6379, an average error 

of 6.16%, and 85.71% of the thermal COPs that are predicted within an error of 10% or less (Figure 5c). 

�̇�𝑒
𝑐𝑒′ has a coefficient of determination of 0.8830, an average error of 13.44%, and 39.29% of the cooling loads 

that are predicted within an error of 10% or less (Figure 5a). Regarding �̇�𝑔
𝑐𝑒′, it has a coefficient of determination 

of 0.94, an average error of 10.25%, and 57.14% of the heat source loads that are predicted within an error of 10% 

or less (Figure 5b). Finally, regarding 𝐶𝑂𝑃𝑡ℎ
𝑐𝑒′, it has a coefficient of determination of 0.3365, an average error of 

8.28%, and 50% of the thermal COPs that are predicted within an error of 10% or less (Figure 5c). 

Similar to the case of the absorption chiller, the CFM presents the largest prediction errors on the cooling and heat 

source loads (Figures 5a and b). However, it has a higher precision on the thermal COP prediction (Figure 5c).  

For this machine, 42.86% of the operating conditions present a thermal COP between 0.55 and 0.65 (close to the 

nominal COPth of 0.6). More information on the behavior of the machine at low operating performances is 

necessary for more accurate models. 

(a) (b) (c) 

(a) (b) 
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Fig. 5: Comparison between numerical and catalog results for the adsorption chiller  

The modeling results of the implementation of the (a) CFM and the (b) adapted CE method to the DEC system 

are presented in Figure 6. To the best of our knowledge, this is the first time that these methods are applied to a 

DEC system and, from these figures, it seems that the CFM (Figure 6a) is well adapted to predict the cooling load 

of this system, however, this is not the case for the thermal COP, for which the model seems to have important 

deviations. One has to consider, however, that only 9 experimental conditions are available and therefore, the 

model prediction accuracy is highly dependent on the choice of said conditions. The adapted CE method seems 

to accurately predict the behavior of the DEC system (Figure 6b). 

   
Fig. 6: Results of the implementation of the (a) CFM and the (b) adapted CE method with the DEC system 

Figure 7 presents the comparison of the numerical results with the experimental data of the DEC system. �̇�𝑒
𝑐𝑓𝑚

 

has a coefficient of determination of 0.9602, an average error of 1.90%, and 100% of the cooling loads that are 

predicted within an error of 10% or less (Figure 7a). Regarding �̇�𝑔
𝑐𝑓𝑚

, it has a coefficient of determination of 

0.7136, an average error of 16.49%, and 11.11% of the heat source loads that are predicted within an error of 10% 

or less (Figure 7b). Finally, regarding 𝐶𝑂𝑃𝑡ℎ
𝑐𝑓𝑚

, it has a coefficient of determination of 0.1760, an average error 

of 14.58%, and 11.1% of the thermal COPs that are predicted within an error of 10% or less (Figure 5c). 

�̇�𝑒
𝑐𝑒′ has a coefficient of determination of 0.9351, an average error of 2.49%, and 100% of the cooling loads that 

are predicted within an error of 10% or less (Figure 7a). Regarding �̇�𝑔
𝑐𝑒′, it has a coefficient of determination of 

0.9423, an average error of 4.80%, and 77.78% of the heat source loads that are predicted within an error of 10% 

or less (Figure 7b). Finally, regarding 𝐶𝑂𝑃𝑡ℎ
𝑐𝑒′, it has a coefficient of determination of 0.6852, an average error of 

7.24%, and 77.78% of the thermal COPs that are predicted within an error of 10% or less (Figure 7c). 

Based on these results, it seems that the CFM and the adapted CE method might be adapted to predict the 

performances and cooling loads of DEC systems. However, this should be confirmed with experimental tests on 

systems in a larger operating conditions range and with more experimental points. 

(a) (b) (c) 

(a) (b) 
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Fig. 7: Comparison between numerical and experimental results for the DEC system 

5. Conclusions and perspectives 

The present work demonstrated the feasibility of the implementation of the CFM and the adapted CE method 

(which had until now been exclusively used with absorption chillers) with adsorption chillers and DEC systems. 

These black box models, that use the external source temperatures as parameters to graphically situate the machine 

operating conditions, offer the advantages of ease of implementation with dynamic thermal simulation programs 

such as TRNSYS and a visual representation of the systems’ operating regime either through the ΔΔt'  or the 

COPcarnot. The main advantage of the COPcarnot as a tool to represent the systems’ operating conditions is that it is 

a universal parameter with a physical sense and therefore, a comparison of machines of different nature or 

geometries in the same domain (COPcarnot) is possible. This parameter, however, cannot be fitted for better model 

prediction accuracy, such as in the case of the ΔΔt' of the adapted CE method, and this might be one of the main 

reasons why the CFM presented the highest deviations (especially with �̇�𝑒 and �̇�𝑔), limiting its utility for 

applications in system performance monitoring. A more detailed study is required to highlight the reasons behind 

these deviations since they might be related to the performances of the individual components (heat and mass 

exchangers) in the system or to the physical limitations of the theoretical cycle. This might help develop improved 

black box modeling methods with better accuracy. 
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Appendix: Nomenclature 

Nomenclature Subscripts and superscripts 
a characteristic parameter (-) 0 Carnot function model y-intercept 

b characteristic parameter (-) a absorber 

c characteristic parameter (-) c condenser 

CE characteristic equation ec' adapted characteristic equation variable 

CFM Carnot function model cfm Carnot function model variable 

COP coefficient of performance (-) e evaporator 

e characteristic parameter (-) el electric 

F Carnot function model parameter (-) exp experimental 

Q̇ heat transfer rate (kW) g generator 

r characteristic parameter (-) gl global 

s' characteristic parameter (-) i inlet 

T external temperature (°C)  int intermediate temperature source 

Ẇ power (kW) nom nominal 

  o outlet 

Greek letters th thermal 

𝛼 characteristic parameter (-)   

Δ differential quantity   

ΔΔt’ adapted characteristic temperature 

difference (K) 

  

𝜏 Carnot function model parameter (-)   

𝜔 Carnot function model parameter (-)   
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Abstract 

Solar trackers have been widely used in photovoltaic plants due to the increase in their capacity factor. However, 

the operation of tracker systems still has challenges, mainly related to failures during operation. The mechanical 

failures on trackers significantly impact the PV generation and, consequently, have a non-negligible impact on 

the economic return. The data on trackers’ failures in operation situations is rare. The present paper will use a 

statistical method for daily failure detection from the relation between PV power output and plane-of-array (POA) 

irradiances. This methodology extracts features from data curves and classifies the days according to them. The 

accuracy obtained showed that new methods, such as those presented in this paper, may perform better in 

identifying tracking system failures. 

Keywords: sun trackers, anomalies, detection, features, plane-of-array, fault, output power, irradiance 

 

1. Introduction 

 
Solar trackers have been widely used in photovoltaic (PV) plants due to the increase in their capacity factor. 

Despite this, the presence of trackers introduces uncertainties in the PV plant’s performance because the tracking 

system is a piece of moving equipment. Then, the mechanical failures on trackers have a significant impact on the 

PV generation and, consequently, a non-negligible impact on the economic return of the plant. Therefore, studying 

trackers’ failures during the operation is crucial. Nevertheless, the data on trackers’ failures in operation situations 

is rare, and the literature on this subject use accelerated tests or others laboratories procedures to understand the 

phenomenon (Elerath, 2011; Elerath et al., 2011). In this sense, this study aims to develop a methodology for 

detecting days that the tracking system is stuck in a fixed position in a PV plant, in other words, days that it is not 

tracking the sun. Based on the Ruth and Muller (2018) publication, the present paper will use a statistical method 

for failure detection from the relation between the daily time series of the PV output power and plane‐of‐array 

(POA) irradiances for a given day. 

2. Methods and Materials 

 
Bazovsky (2004) defines failures as an intended period when a device or system does not adequately perform its 

purpose under operating conditions. From this definition, the main objective of a solar tracker is to increase power 

production by tracking the sun throughout the day. Thus, even if the tracking system can get stuck all day, if this 

does not significatively affect the energy production (as is best seen in subsection 3.3), it cannot be considered a 

failure. Thus, the criterion for determining failures in a tracker is the energy production associated with the 

photovoltaic system. Moreover, concerning the length of the time considered, it is intuitive to realize that slight 

deviations in the sun’s tracking throughout the day do not generate significant losses in power production. In this 

sense, it is appropriate to consider the day as the scale of the time considered for the failure analysis. Therefore, 

this work will focus on daily failures.  

The main idea of daily tacker failure detection is based on the relation between the time series of PV output power 
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and plane-of-array (POA) irradiance (Ruth and Muller, 2018). As shown in Fig. 1, when the tracker functions as 

expected, the power curve has a shape similar to the POA curve for a system tracking the sun. On the other hand, 

when the tracker is stuck, the power curve is similar to the POA curve for a fixed collector (Fig. 2). 

 

Fig. 1: Daily time series of PV output power and POA irradiances for a solar PV system with a dual-axis tracker, at site 2 in Desert 

Knowledge Australia Solar Centre, in Alice Springs, Central Australia, on August 19th, 2012. The solid red line represents the 

measured power; the dashed blue line is the dual-axis POA; the green dotted line the fixed-tilt POA. Note that when the tracker is 

working, the power curve is similar to the POA curve for a tracking collector. 

 

 

Fig. 2: Daily time series of PV output power and POA irradiances for a solar PV system with a dual-axis tracker, at site 2 in Desert 

Knowledge Australia Solar Centre, in Alice Springs, Central Australia, on August 29th, 2012. The solid red line represents the 

measured power; the dashed blue line is the dual-axis POA; the green dotted line the fixed-tilt POA. Note that when the tracker 

was stuck, the power curve was similar to the POA curve for a fixed collector. 
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3.1. Methodology 

 
Plane-of-array (POA) irradiance is the total irradiance arriving at the collector plane (a tilted PV panel, for 

instance). This collector can be in a fixed position or moving from a tracking system. Usually, we obtain POA 

irradiance from local measurements of global (G), beam (𝐺𝑏), and diffuse (𝐺𝑑) irradiances in the horizontal plane. 

Eq. 1 shows the relation between G, 𝐺𝑏, and 𝐺𝑑, involving the azimuth angle 𝜃𝑍. If one of these horizontal 

irradiances isn’t available, we can determine the missing irradiance from the other two. The eq. 2 shows how to 

calculate POA from G, 𝐺𝑏, and 𝐺𝑑, where 𝛽 is the collector tilt angle, and  is the albedo (fraction of irradiance 

reflected by the ground). The angle  is the incidence angle between the sun rays and the collector normal line.  

has a different expression for collectors fixed installed and for collectors with solar trackers. Tab. 1 presents the 

incidence and collector tilt angles for fixed and dual-axis systems (Rabl, 1985). It is necessary local latitude , 

declination  and hour  angles of the sun, azimuth   and inclination  angles of the collector for eq.2. The 

expressions of these angles and their references can be found in Rabl (1985).  

 

𝐺 = 𝐺𝑏 cos 𝜃𝑍 + 𝐺𝑑          (eq. 1) 

 

𝑃𝑂𝐴 = 𝐺𝑏 ×  cos 𝜃 + 1
2⁄ × 𝐺𝑑 × (1 + cos 𝛽) +  1 2⁄ × 0.2 × 𝐺(1 − cos 𝛽)          (eq. 2) 

 

Tab. 1: Cosine of incidence angle value for a tilted fixed collector, and a collector with dual axis tracker   

 Tilted Fixed Collector Collector with dual 

axis tracker 

Cosine of incidence angle 𝜃 

cos 𝛿 cos   cos 𝛽 cos 𝜔
+  sin 𝛿 sin   cos 𝛽
+ cos 𝛿 sin   sin 𝛽 sin 𝜔 
+ cos 𝛿 cos  sin   sin 𝛽 cos 𝜔
− sin 𝛿 cos  sin 𝛽 cos   

 

1 
 

Collector tilt angle 𝛽 Collector fixed tilt angle Zenith angle 𝜃𝑍  

Source: Rabl (1985). 

 

In this context, the present methodology extracts three features from POA and output power curves aiming to 

identify daily tracker failures. First of all, the curves are normalized by their maximum values of the day. This 

normalization allows comparing two variables with different units: irradiance and power. The first feature is the 

Pearson correlation between the output power and the tracked collector POA irradiance, which reveals if the 

tracker is working as expected for a given day. The next step is comparing the output power with a fixed collector 

POA irradiance. For this comparison, the methodology sets a range of possible tracker stuck positions, calculates 

the Pearson correlation between the correspondent POA irradiance and power curves, and chooses the position 

with the most significant value. This procedure is necessary because there is no information about the precise 

stuck position. The third feature is also related to a fault in the tracking system. It involves the error curve, i.e., 

the curve resulting from the element-wise difference between the normalized series of output power and tracked 

POA irradiance. The error curve has a characteristic shape for stuck tracker days, as shown in Fig. 3. So, the 

feature extracted is the Pearson correlation between the real error curve (using real output power time series) and 

the theoretical error curve. This theoretical curve uses the modelled power instead of the actual power output. In 

this step, the stuck position is found for the second feature and is used to calculate the theoretical power from eq. 

3 (Abd El-Aal et al., 2006; Navarte and Lorenzo, 2008). The nominal generator power 𝑃𝑁𝑂𝑀 , the efficiency  the 

power temperature loss coefficient , and the coefficient K are constants in eq.3; and ambient temperature 𝑇𝐴𝑀𝐵 , 

and POA irradiance are inputs of the model. The PV module datasheet informs the  value, and 0.03 is a good 
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approximation for K (Fuentes et al., 2007).  The trust region reflective non-linear least squares method calculates 

the coefficient value  that best fits the data (Li, 1993). 

 

𝑃 = 𝜂 𝑃𝑁𝑂𝑀
𝑃𝑂𝐴

1000
{1 −  𝛽[(𝑇𝐴 + 𝐾 × 𝑃𝑂𝐴) − 25]}          (eq. 3) 

 

 

Fig. 3: Error Curves for a solar PV system with a dual-axis tracker failure at site 2 in Desert Knowledge Australia Solar Centre, in 

Alice Springs, Central Australia, on August 29th, 2012. These curves result from the element-wise difference between normalized 

series of power and normalized tracked POA. The solid red line represents the error curve obtained using the actual power 

output; the dashed magenta line is obtained using modelled output power. 

 

The features used in the model are functioning correlation, fixed correlation, and error curve correlation. So, the 

method selects the days from the dataset and calculates these three features for each day. An interval value must 

be determined for a feature to classify a day as tracker functioning or tracker stuck. Since all features are Pearson 

correlations, we assume an interval that ends at one and begins at one minus 15% of the standard deviation of the 

corresponding feature series. So, the classification of days inside these ranges are tracker functioning, or tracker 

stuck: in the functioning correlation method, set as functioned; in the fixed or error curve correlations methods, 

selected as failed. 

 

3.2. Observational Data 

 
The sample data analysed in this work is from a 26.5kW photovoltaic system (Fig. 4) at the Desert Knowledge 

Australia Solar Centre (DKASC-2), site 2 in Alice Springs, Central Australia, at a longitude of 133.87°W and 

latitude of 23.76°S (DKA, n.d.). Between August 24th, 2010 to December 1st, 2012, a dual-axis tracker was 

working at the site. The lifetime of the tracking device totals 830 days. In addition, there are also some records of 

the maintenance staff during this period. The DKASC-2 data contain G, 𝐺𝑑 and active power output, with a 

timestep of 5 minutes. The coefficients   and K from eq. 3 for DKASC-2 are in Tab. 2. 
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Tab. 2: The coefficients   and K from eq. 3 for DKASC-2. 

    K 

0.75 0.0045 °𝐶−1 0.03 °𝐶 𝑊−1𝑚2 

  

 

 

Fig. 4: The dual-axis tracker 26.5kW photovoltaic system of site 2 of the Desert Knowledge Australia Solar Centre (DKASC-2), in 

Alice Springs, Central Australia, working between August 24th,2010 to December 1st, 2012. Source: DKA. 

 

 

3.3. Visual Inspection 

 

The 830 days of the dual-axis tracker lifetime have visually been analyzed to identify failures aiming to validate 

the methodology explained in subsection 3.2. The days have been classified into function, failures, undetermined 

and missing. Curves like the left in Fig.1 are classified as ‘function’; curves like the right in Fig.1 as ‘failure’. The 

days when the maintenance staff identifies periods in which the tracker is stuck are set as failure days too. For 

instance, the tracker was stuck in a fixed position from March 22th, 2012, to May 30th, 2012, due to a porous clamp 

housing (DKA, n.d.). ‘Missing’ are days when power or irradiances daily series have less than half the expected 

sample data. Finally, as shown in Fig. 5, ‘undetermined’ are days when it is impossible to know whether the 

tracker is working. On the undetermined days, whether the tracker is working does not affect the daily power 

generation because many other problems could occur; then, it cannot be classified as ‘failure’. On the other hand, 

it is impossible to ensure that the tracking system functioned as expected. In other words, in the absence of 

maintenance notes, on undetermined days (usually cloudy days), the tracker is in a simultaneous functionally and 

failure state due to visual inspection method limitation, and, it is not possible to ensure ‘function’ or ‘failure’ class 

to that day. 
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Fig. 5: Daily time series of PV output power and POA irradiances for DKASC-2 on July 12th, 2011. The solid red line represents 

the measured power; the dashed blue line is the dual-axis POA; the green dotted line the fixed-tilt POA. These days are classified 

as undetermined because visual inspection cannot determine the failure. 

 

 

3.4. Model Performance Metrics 

 

In the model performance analysis, the undetermined and missing days will be excluded from the control dataset 

because they do not assure if the tracker is functional or not, as explained in subsection 3.3. The present work uses 

confusion matrix and accuracy as model performance metrics (Costa et al., 2007). These metrics use the numbers 

of true and false positives (TP and TF, respectively) and true and false negatives (TN and FN, respectively). In 

this sense, the positive in the methodology using functioning correlation is identified as functional tracker days, 

while the method using fixed or error curve correlations is to identify tracker failure days. Tab. 3 shows the 

principle of a confusion matrix, and eq. 4 presents the formula for accuracy.   

 

Tab. 3: Confusion Matrix. 

 Predicted Class 

True Class Positive Negative 

Positive True positive (TP) False negative (FN) 

Negative False positive (FP) True negative (TN) 

 

 

𝐴𝐶𝐶 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
          (eq. 4) 
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3. Results and Discussion 

 

Tab. 4 shows the accuracies for each method. Remember that the missing and undetermined days are excluded 

from the control dataset for the accuracy calculation. The error curve correlation presents the best result in 

predicting the target, followed by fixed correlation and functioning correlation. In this sense, the methods that 

directly use the correlation between power and POA curves have the worst performances, while the process that 

uses an intermediate step (the error curve) has the best accuracy. This procedure differs from what Ruth and 

Muller (2018) found in their work. In Ruth and Muller’s work, they used functioning and fixed correlations and 

achieved good results. Perhaps, this difference is because the present work uses sample data of a dual-axis tracker, 

not a single-axis. Then, the result suggests that using other features and methods can increase the models’ 

performance.  

 

Tab. 4: Confusion Matrix for DKASC-2 Error Curve Correlation series. Undetermined and missing days have been excluded from 

the control dataset. 

Method Accuracy 

Functioning Correlation 0.49 

Fixed Correlation 0.80 

Error Curve Correlation 0.90 

 

Fig. 6, Fig. 7 and Fig. 8 show the functional, fixed, and error curve correlations series, the classification obtained 

by visual inspection in each one, and their respective classification thresholds. Note that there is a kind of 

information complementarity, i.e., when a day is not set as a ‘failure’ day in the methods of error curve or fixed, 

it is because it is supposed to be classified as a ‘function’ day. Tab. 5, Tab. 6 and Tab. 7 present the confusion 

matrices. 

 

Fig. 6:  Functional Correlation series for DKASC-2. The solid green line represents the correlation values; the magenta dots are 

the functional days identified in the visual inspection; the blue dashed lines represent the lower and upper range limits of detection 

of functioning days.  
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Tab. 5: Confusion Matrix for DKASC-2 Functional Correlation series. Undetermined and missing days have been excluded from 

the control dataset. 

 Predicted Class 

True Class Positive Negative 

Positive 17 324 

Negative 0 294 

 

 

Fig. 7:  Fixed Correlation series for DKASC-2. The solid green line represents the correlation values; the red dots are the failure 

days identified in the visual inspection; the blue dashed lines represent the lower and upper range limits of detection of failure 

days.  

 

Tab. 6: Confusion Matrix for DKASC-2 Fixed Correlation series. Undetermined and missing days have been excluded from the 

control dataset. 

 Predicted Class 

True Class Positive Negative 

Positive 167 127 

Negative 0 341 
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Fig. 8:  Error Curve Correlation series for DKASC-2. The solid green line represents the correlation values; the red dots are the 

failure days identified in the visual inspection; the blue dashed lines represent the lower and upper range limits of detection of 

failure days.  

 

Tab. 7: Confusion Matrix for DKASC-2 Error Curve Correlation series. Undetermined and missing days have been excluded from 

the control dataset. 

 Predicted Class 

True Class Positive Negative 

Positive 228 66 

Negative 0 341 

 

4. Conclusions  

 

The work extracts features for each day of data from DKASC-2. The objective was to identify daily failures and 

regular working days by three features: functioning correlation, fixed correlation and error curve correlation. 

Different from Ruth and Muller (2018) paper, the results show that the error curve had the best accuracy, which 

indicates that developing more methods could increase detection performance. Furthermore, the three methods 

have a kind of complementarity of information that needs further studies. 
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Abstract 

The performance monitoring of PV plants is essential to ensure their correct operation, detect faults, and maximise 

their output. To be able to decide whether a plant is operating within normal parameters, a reference is needed, 

which indicates the PV performance that the plant should have under certain weather conditions. Weather data 

and historical monitoring data from times when the PV plant was operating correctly can be used to train machine 

learning models, which can provide the reference PV performance. In this research, a random forest regression 

machine learning algorithm is used to train models which predict the electrical power that is measured by 19 PV 

inverters and the PV main electricity meter. Several random forest models utilising different parts of the available 

weather data were trained. Their prediction performance was evaluated for five different time resolutions and 

three different PV module orientations. The results indicate that random forest regression is a suitable tool to 

predict the performance of PV plants. 

Keywords: photovoltaic, performance monitoring, performance prediction, machine learning, random forest 

regression 

 

1. Introduction 

There are several methods and tools to calculate the performance of PV plants (Tozzi and Ho Jo, 2017; Umar et 

al., 2018). The science behind PV technology and its relation to weather data, geometrical parameters (e.g., 

orientation), and the surroundings (e.g., shading) is well-known (Mayer and Gróf, 2021). Even though a PV plant 

might have been planned in detail in a sophisticated PV simulation tool, usually, the PV plant owner does not 

have access to detailed planning information. It is common that the owner only receives a report indicating the 

expected PV performance for a year with average weather conditions. Such reports might be useful to evaluate 

whether the magnitude of the monthly PV production is in the correct range or not, but they are useless for 

monitoring the correct plant operation on an hour-to-hour or at least day-to-day basis. For monitoring a correct 

plant operation or its health status, there are various methods and algorithms (Pillai and Rajasekar, 2018), some 

even facilitating machine learning algorithms (Chen et al., 2018; Yao et al., 2021). 

One relatively simple yet powerful machine learning algorithm is “random forest”. It can be used for classification 

and regression (Breiman, 2001). While it can excel at predicting data within the range of the data they were trained 

with, it fails when tasked to extrapolate beyond its trained scope (Breiman, 2001; Hastie et al., 2017). 

Extrapolation should generally not be required to predict the nominal PV electricity production at a given location 

as long as the training data includes weather that can typically be expected during a year. Thus, random forest 

models could be useful for fulfilling this prediction task. 

In this paper, we evaluate the prediction performance a random forest regressor machine learning algorithm can 

achieve when predicting PV electricity generation at particular weather conditions. Instead of calculating the 

reference PV performance out of detailed plant configuration information, it is derived from historical data from 

when the plant was operating correctly. Thus, the PV plant owner does not need a detailed model of the system 

and simulation tool to simulate it but only sufficient monitoring data of the plant and weather data.  

The data source used in this research is from the energy monitoring system of TU Wien’s (Plus-)Plus-Energy 

Office High-Rise Building. It is a highly energy-efficient building developed according to a net-zero energy 

concept. Within this concept, the primary energy source is a PV plant, which is integrated into the building’s 

International Solar Energy Society EuroSun2022 Proceedings

 

© 2022. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientiic Committee
doi:10.18086/eurosun.2022.16.03 Available at http://proceedings.ises.org 1699



façade and mounted on its roof (Schöberl et al., 2014). 

Fig. 1 shows the basic configuration of the building’s PV plant. This graph summarises the information presented 

in (David et al., 2023). It illustrates the different PV sub-surfaces Ai connected to one inverter Ij and their PV 

module type. The stated surface sizes are the sum of the aperture sizes of the modules, and the stated power values 

are the sum of the modules’ maximum power values at standard test conditions. The plant consists of four different 

parts: (i) southwest roof, (ii) southwest façade, (iii) southeast PV insulating glass, and (iv) southeast façade. Each 

illustrated combined surface is connected to one inverter – the only exception is inverter I1, which is connected to 

the southwest-oriented surface A0 and the southeast-oriented surface A1. As indicated by Fig. 1, the plant’s PV 

modules have one of these three orientations: (i) towards the southwest with a 15° inclination, (ii) towards the 

southwest with a 90° inclination, and (iii) towards the southeast with a 90° inclination. 

 

Fig. 1: Overview of the (Plus-)Plus-Energy Office High-Rise Building’s PV plant at TU Wien 

2. Method 

This research aims to evaluate whether random forest regression is a suitable tool to predict the nominal 

performance of PV plants under certain weather conditions. For this purpose, historical weather data and PV 

monitoring data is needed from times when the PV plant operated as intended. This data must be split into a 

training and a test dataset – the training dataset for the training of the random forest models and the test dataset to 

evaluate their performance. This section shows how the monitoring data from the (Plus-)Plus-Energy Office High-

Rise Building was processed and used to train and evaluate random forest models. 

The (Plus-)Plus-Energy Office High-Rise Building is equipped with an extensive building energy monitoring 

system, which logs data from energy meters (electricity and thermal energy for heating and cooling), operational 

data (sensor data, setpoints and control signals), and weather data (external air temperature, global radiation, wind 

speed, …) in a 5-minute interval. One of the systems’ electricity meters is the PV main meter, which meters the 

electricity production of the entire PV plant fed into the building’s low-voltage main distribution. The electricity 

production of each of the 19 inverters is metered separately by integrated electricity meters. As every single meter 

from the 19 integrated ones and the PV main meter can be seen as the meter of a separate PV plant, they are treated 
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as such – each meter is used to train and evaluate a separate random forest model. 

Since the integrated meters were initially not part of the building energy monitoring system, the data processed in 

this research is from when they were connected to the system, i.e., after January 2017. The monitoring data from 

the following two years was used for the training and the performance evaluation of the random forest models: 

• Year 1: 04.02.2017 00:00 – 04.02.2018 00:00 

• Year 2: 04.02.2018 00:00 – 04.02.2019 00:00 

As the data from year 1 has several gaps with sizes ranging from a few days up to almost two weeks, and as year 

2 is practically without gaps, year 2 was chosen as the training dataset and year 1 as the test dataset. All of the 

following processing steps described in this section were applied to both datasets. 

Since inverters I3 and I14 had some failures during year 2, and as the goal of this method is to train random forests 

to predict the nominal PV performance that the inverters should have, their data was excluded from this research. 

The PV main meter is also affected by the failures of those two inverters, but as they are only parts of the entire 

plant, their impact was expected to be less significant. 

For each meter, the time series of the load profile of the PV electricity generation is derived by calculating the 

first-order difference quotient of the time series of the respective meter’s counter. The random forest models were 

trained to predict these load profiles as the target variables. 

Since the models are intended to predict PV electricity generation under given weather conditions, the time series 

of some of the measured weather parameters are the predictor variables (short: predictors). Tab. 1 illustrates the 

weather parameters that were used in the training of the random forest models. 

Tab. 1: Parameters provided by the (Plus-)Plus-Energy Office High-Rise Building’s weather station that are used as predictors in 

the random forest models 

Measurement Unit 
Letter in the name of a random forest model if the model 

utilises this measurement for its predictions 

(Global horizontal) irradiance W/m² i 

(Air) temperature °C t 

Relative humidity (of the air) % h 

Illuminance on the north vertical surface lx n 

Illuminance on the east vertical surface lx e 

Illuminance on the south vertical surface lx s 

Illuminance on the west vertical surface lx w 

 

Besides the weather parameters presented in Tab. 1, some further predictors were calculated out of time stamp 

information – Tab. 2 shows two time indicators that were used as predictors: 

• The indicator “Sinus of the year” encodes the time of the year in the form of a sinus curve, which is fitted 

to the times when the solstices and equinoxes occur during a year. At the time of the summer solstice, 

this indicator is 1; at the time of the winter solstice, it is -1; and at the time of the equinoxes, it is 0. 

• The indicator “Sinus of the day” encodes the time of the day in the form of a sinus curve, which is fitted 

to the times when noon and midnight occur during a day. At noon, this indicator is 1; at midnight, it is -

1; and at 6 AM and 6 PM, it is 0. 

Tab. 2: Time indicators calculated out of time stamp information that are used as predictors in the random forest models 

Time indicator Unit 
Letter in the name of a random forest model if the model 

utilises this indicator for its predictions 

Sinus of the year - y 

Sinus of the day - d 

 

One crucial part of developing machine learning models is the model selection. The goal is to train models that 

can accurately predict the target variables. To do that, they have to grasp the underlying connections between the 

predictors and the target variables based on the provided training datasets. When providing machine learning 
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algorithms with too many predictors, there is the danger of overfitting the models to the respective training dataset. 

To find out which predictors are useful for predicting the target variables and avoid overfitting, several models 

utilising different combinations of predictors must be trained. Their prediction performance is then evaluated by 

providing them with the test dataset. The decision of which model is best for the task at hand is then made based 

on the evaluation results (Hastie et al., 2017). 

All the predictors in Tab. 1 and Tab. 2 have been assigned a single unique letter. In this paper, the designation of 

the developed random forest models is a combination of the letters of the predictors that each respective model 

utilises. For instance, if the model designation is “nesw”, the model uses all four illuminance measurements from 

the weather data, and if the model designation is “ithydnesw”, the model utilises all of the predictors presented in 

Tab. 1 and Tab. 2. The following eight model configurations were investigated in this research: ithyd, ithydnesw, 

itydnesw, itynesw, itnesw, inesw, tnesw, and nesw. 

All of the models are set up as random forest regressors “sklearn.ensemble.RandomForestRegressor” from the 

Python package “scikit-learn 0.22.1” (Pedregosa et al. 2011) in the standard configuration with 100 estimator 

trees. As randomness is one of the key aspects of random forests, the models were repeatedly trained with the 

training dataset (100 repetitions). Their prediction performance at each repetition was evaluated with the test 

dataset. For each of the eight researched model configurations and each of the eighteen load profiles (PV main 

meter and all inverter meters except I3 and I14), a random forest regressor was set up by providing it with the 

respective load profile from the training dataset as target and the corresponding utilised predictors. 

The prediction performances of all models were evaluated by providing the models with the predictors from the 

test dataset in order for them to predict the respective load profile. Each predicted load profile was then compared 

with the actual load profile in the test dataset. This was done by calculating the R² score and the deviation of the 

cumulated predicted load profile from the cumulated actual load (short: deviation). 

With 𝑛 as the number of values in the time series of the load profile, �̂�𝑖 as the ith value of the predicted load profile, 

𝑦𝑖  as the ith value of the actual load profile, and �̅� as the mean of the actual load profile, the R² score is calculated 

as shown in eq. 1, and the deviation is calculated as shown in eq. 2: 

𝑅2(𝑦, �̂�) = 1 −
∑ (𝑦𝑖−�̂�𝑖)

2𝑛
𝑖=1

∑ (𝑦𝑖−�̅�)
2𝑛

𝑖=1

   (eq. 1) 

𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛(𝑦, �̂�) =
(∑ �̂�𝑖

𝑛
𝑖=1 )−(∑ 𝑦𝑖

𝑛
𝑖=1 )

∑ 𝑦𝑖
𝑛
𝑖=1

  (eq. 2) 

While the R² score indicates of how well the course of the predicted load profile matches the course of the actual 

load profile, the deviation indicates the overall error that can be expected when predicting a whole year. 

All of the steps described in this section were repeated for five different time resolutions: 5 min, 10 min, 15 min, 

30 min, and 60 min. To accomplish this, the original energy monitoring data with a time resolution of 5 min was 

simply resampled to the other four time resolutions by utilising the method “pandas.DataFrame.resample” from 

the Python package “pandas 1.0.1” (McKinney, 2010) and calling its function “mean()”. 

As calculating PV electricity generation out of weather data is a problem with geometric transformations and 

strong linear dependencies, multiple linear regression should also be able to predict the eighteen load profiles 

accurately. Thus, a multiple linear regressor model utilizing the same predictors was also set up and examined for 

each of the eight investigated random forest model configurations. Due to the nature of multiple linear regression, 

their predicted PV electricity generation could be negative. To counteract this effect, negative values were always 

set to zero. The designation of the multiple linear regression models is identical to that of the random forest models 

but extended by the prefix “LR-“. 

3. Results 

Even though in this research, the training and evaluation of regressor models were always conducted with the 

same training dataset and test dataset, the results from all repetitions, all time resolutions, and all model 

configurations are too numerous to be presented in detail. Thus, the results had to be condensed by grouping and 

averaging. To avoid that averaging of the achieved deviations cancels out the signs of the deviations, their average 
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is computed out of the absolute deviations. 

Tab. 3 gives an overview of the average prediction performance (R² score and absolute deviation) that the eight 

different random forest model configurations achieved after being provided with data from the five different time 

resolutions. As the prediction results of the different load profiles of the inverters were quite similar if the 

orientation of their PV modules was the same, the results were grouped and averaged according to the PV module 

orientation. Since inverter I1 is connected to PV modules with different orientations and as the PV main meter 

measures the sum of the load profiles of all inverters, they are displayed separately. 

Tab. 3: Average prediction performance that the random forest models achieved at 100 repetitions 

T
im

e
 r

e
so

lu
ti

o
n

 

Random 

forest 

model 

R² score Absolute deviation 

Mean of 

Inverter 

I1 

PV main 

meter 

(sum of 

all 

inverters) 

Mean of 

Inverter 

I1 

PV main 

meter 

(sum of 

all 

inverters) 

South- 

west 

roof 

inverters 

South- 

west 

façade 

inverters 

South- 

east 

façade 

inverters 

South- 

west 

roof 

inverters 

South- 

west 

façade 

inverters 

South- 

east 

façade 

inverters 

0
5
 m

in
 

ithyd 0.910 0.684 0.699 0.832 0.923 1.12% 6.96% 0.99% 0.06% 0.17% 

ithydnesw 0.934 0.908 0.935 0.927 0.944 1.58% 0.37% 2.07% 2.18% 2.24% 

itydnesw 0.933 0.908 0.934 0.926 0.944 2.38% 0.78% 2.40% 2.85% 2.59% 

itynesw 0.932 0.907 0.932 0.923 0.943 2.46% 0.79% 2.65% 3.19% 2.85% 

itnesw 0.926 0.905 0.932 0.918 0.941 2.65% 0.61% 2.44% 2.96% 2.57% 

inesw 0.923 0.904 0.932 0.921 0.940 4.17% 0.57% 2.71% 2.37% 3.11% 

tnesw 0.921 0.899 0.929 0.914 0.938 2.22% 1.46% 2.45% 3.09% 2.62% 

nesw 0.916 0.897 0.928 0.914 0.936 3.53% 1.35% 2.67% 2.35% 3.05% 

1
0
 m

in
 

ithyd 0.943 0.754 0.788 0.882 0.957 0.33% 5.53% 0.75% 0.83% 0.76% 

ithydnesw 0.957 0.935 0.956 0.950 0.968 1.23% 0.54% 1.59% 1.69% 1.83% 

itydnesw 0.956 0.935 0.955 0.949 0.967 1.83% 0.39% 1.80% 2.15% 2.05% 

itynesw 0.955 0.934 0.954 0.948 0.967 1.89% 0.38% 1.95% 2.27% 2.15% 

itnesw 0.953 0.933 0.954 0.945 0.967 1.97% 0.37% 1.79% 2.04% 1.92% 

inesw 0.949 0.932 0.953 0.946 0.965 4.01% 0.34% 2.24% 1.86% 2.71% 

tnesw 0.950 0.931 0.953 0.943 0.966 1.16% 0.35% 1.72% 1.89% 1.71% 

nesw 0.947 0.930 0.952 0.943 0.964 2.92% 0.64% 2.10% 1.57% 2.45% 

1
5
 m

in
 

ithyd 0.958 0.792 0.827 0.909 0.969 0.19% 4.97% 0.75% 1.18% 1.22% 

ithydnesw 0.969 0.953 0.970 0.965 0.977 1.31% 0.50% 1.08% 1.45% 1.90% 

itydnesw 0.969 0.952 0.969 0.964 0.977 1.75% 0.31% 1.21% 1.84% 1.97% 

itynesw 0.969 0.952 0.969 0.963 0.976 1.75% 0.29% 1.27% 1.88% 1.97% 

itnesw 0.967 0.951 0.968 0.961 0.976 1.78% 0.34% 1.25% 1.89% 1.81% 

inesw 0.965 0.950 0.966 0.961 0.975 3.82% 0.38% 2.03% 1.97% 2.61% 

tnesw 0.965 0.950 0.968 0.960 0.977 0.49% 0.31% 1.18% 1.61% 1.53% 

nesw 0.964 0.949 0.966 0.960 0.975 2.42% 0.60% 1.91% 1.58% 2.26% 

3
0
 m

in
 

ithyd 0.978 0.854 0.891 0.945 0.982 0.56% 4.71% 0.65% 1.55% 1.55% 

ithydnesw 0.986 0.976 0.984 0.981 0.987 1.20% 0.68% 1.11% 1.21% 1.87% 

itydnesw 0.986 0.976 0.984 0.981 0.987 1.40% 0.56% 1.15% 1.38% 1.89% 

itynesw 0.986 0.976 0.984 0.981 0.987 1.35% 0.53% 1.20% 1.38% 1.88% 

itnesw 0.985 0.974 0.983 0.980 0.987 1.41% 0.47% 1.13% 1.47% 1.64% 

inesw 0.981 0.973 0.981 0.978 0.986 3.89% 0.29% 2.09% 1.78% 2.40% 

tnesw 0.984 0.974 0.983 0.978 0.988 0.06% 0.48% 1.07% 1.26% 1.29% 

nesw 0.982 0.973 0.980 0.976 0.986 2.29% 0.38% 2.00% 1.51% 2.01% 

6
0
 m

in
 

ithyd 0.987 0.891 0.932 0.969 0.987 0.94% 4.15% 0.70% 1.15% 1.66% 

ithydnesw 0.992 0.985 0.990 0.987 0.991 1.37% 0.57% 1.09% 1.34% 1.86% 

itydnesw 0.992 0.985 0.990 0.988 0.992 1.48% 0.49% 1.03% 1.42% 1.82% 

itynesw 0.992 0.985 0.990 0.988 0.992 1.47% 0.48% 1.05% 1.42% 1.81% 

itnesw 0.992 0.984 0.989 0.987 0.992 1.41% 0.29% 1.01% 1.52% 1.69% 

inesw 0.988 0.982 0.987 0.985 0.990 3.64% 0.59% 1.93% 1.87% 2.40% 

tnesw 0.991 0.983 0.989 0.986 0.992 0.06% 0.34% 0.95% 1.23% 1.43% 

nesw 0.988 0.982 0.987 0.985 0.990 2.05% 0.64% 1.86% 1.45% 2.13% 
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As seen in Tab. 3, the average prediction performance is generally relatively high. Almost all models achieve on 

average R² scores around or above 0.9 and absolute deviations well below 3%. It can be observed that with lower 

time resolutions (larger time intervals), the prediction performance increases: At a time resolution of 60 min, the 

R² score almost always reaches values around 0.99, and the majority of absolute deviations stays below 1.5%. The 

load profiles of the southwest roof inverters and the PV main meter generally achieved the best prediction 

performance – even in the case of the model “ithyd”, which has the poorest overall performance. The results 

indicate that the reason for it being the poorest is the absence of the illuminance values in the model’s predictor 

variables. 

The order of the random forest models in Tab. 3 is the order in which the model configurations were executed. 

While the model “ithyd” utilises the weather parameters usually found in weather data and the time indicators that 

can easily be calculated, the model “ithydnesw” is the same but extended by information about the illuminance 

on the vertical surfaces of the four cardinal directions. As these illuminance measurements are usually not part of 

the data provided by weather stations, the initial intention of this work was to develop random forest models 

without them. But as the prediction performance increased significantly when utilising the illuminance 

measurements, they were kept as predictors for all following models. 

Since “ithydnesw” is the largest model configuration, utilising all predictors, it was assumed that it might be 

overfitted to the training dataset. To find out whether this is true and to detect another model configuration with a 

better prediction performance, the model was scaled down by leaving out some of the predictors. Although there 

are slight variations in the prediction performance, the following smaller models generally performed slightly 

worse than the full model “ithyndesw” – but their performance was still the same magnitude. This observation is 

also valid for the smallest model configuration “nesw”, which exclusively uses the illuminance measurements as 

predictors. Since none of the models performs better than “ithydnesw”, and its prediction performance is generally 

quite high, it appears that the model is not overfitted. 

All models that utilise the illuminance measurements can generally be recommended for predicting load profiles 

– they achieve high performances over all of the investigated PV module orientations. As the high performances 

are achieved even though there are no direct illuminance measurements of the southeast and the southwest 

orientation, it is assumed that the load profiles of PV modules with orientations in the four cardinal directions 

north, east, south, and west will also be predicted accurately by those models. 

The results indicate that the random forest model “ithyd” only achieves good prediction results if the load profile 

correlates with the global horizontal irradiance. In this research setting, this is only the case for the load profiles 

from the southwest roof inverters and the PV main meter. 

Even though the load profile of the PV main meter is impacted by the failures of the inverters I3 and I14, all random 

forest regressors still achieved a remarkably high R² score and relatively low absolute deviation. This indicates 

that their impact on the load profile of the PV main meter is indeed not too significant. Nevertheless, it is assumed 

that the random forest models would have performed even better if there were no inverter failures. 

Tab. 4 gives an overview of the prediction performance that multiple linear regression models achieve when 

provided with the same data as the random forest models. Even though all of the eight model configurations were 

evaluated in this research, only the three most distinctive cases are displayed in Tab. 4: a model utilizing all data 

except the illuminance (ithyd), the full model (ithydnesw), and a model using only the illuminance (nesw). All 

other models that are not explicitly displayed showed results that lay between the results of “ithydnesw” and 

“nesw”. Generally, the results exhibited a pattern similar to the results of the random forests: “ithyd” is the model 

with the worst and “ithydnesw” is the model with the best prediction performance. 

When comparing the results of the multiple linear regression models (Tab. 4) with the results of the corresponding 

random forest models (Tab. 3), it becomes obvious that the prediction performance of the random forests exceeded 

the prediction performance of the multiple linear regressions: The R² score was generally always higher and, in 

most cases, the absolute deviation was smaller. That seems to be because none of the provided predictors directly 

correlates with PV electricity generation. We expect the multiple linear regression models to achieve much better 

prediction performances when the irradiation or illuminance for the exact surface orientation of the PV modules 

is provided as a predictor. 
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Tab. 4: Prediction performance that the multiple linear regression models achieved 

T
im

e
 r

e
so
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ti

o
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Multiple 

linear 

regression 

model 

R² score Absolute deviation 

Mean of 

Inverter 

I1 

PV main 

meter 

(sum of 

all 

inverters) 

Mean of 

Inverter 

I1 

PV main 

meter 

(sum of 

all 

inverters) 

South- 

west 

roof 

inverters 

South- 

west 

façade 

inverters 

South- 

east 

façade 

inverters 

South- 

west 

roof 

inverters 

South- 

west 

façade 

inverters 

South- 

east 

façade 

inverters 

5
 m

in
 LR-ithyd 0.884 0.546 0.510 0.750 0.865 1.73% 19.22% 5.15% 4.73% 3.17% 

LR-ithydnesw 0.898 0.825 0.872 0.855 0.907 0.44% 14.52% 3.37% 3.06% 2.43% 

LR-nesw 0.882 0.768 0.823 0.850 0.888 1.76% 7.10% 2.27% 0.54% 1.22% 

1
0
 m

in
 LR-ithyd 0.921 0.566 0.532 0.786 0.899 0.72% 18.73% 5.06% 4.21% 2.46% 

LR-ithydnesw 0.938 0.870 0.908 0.895 0.947 0.95% 13.43% 2.54% 1.76% 1.28% 

LR-nesw 0.929 0.816 0.859 0.891 0.932 2.05% 7.00% 2.75% 1.04% 1.54% 

1
5
 m

in
 LR-ithyd 0.938 0.576 0.543 0.802 0.910 0.32% 18.53% 5.09% 4.19% 2.26% 

LR-ithydnesw 0.957 0.894 0.925 0.913 0.960 1.58% 13.01% 2.21% 1.37% 0.91% 

LR-nesw 0.951 0.841 0.876 0.909 0.946 2.18% 7.11% 2.97% 1.11% 1.66% 

3
0
 m

in
 LR-ithyd 0.956 0.590 0.556 0.821 0.922 0.29% 18.36% 5.10% 4.18% 2.11% 

LR-ithydnesw 0.976 0.921 0.945 0.934 0.973 2.09% 12.77% 1.96% 1.12% 0.63% 

LR-nesw 0.972 0.866 0.894 0.930 0.960 2.19% 7.18% 3.25% 0.96% 1.78% 

6
0
 m

in
 LR-ithyd 0.962 0.600 0.563 0.833 0.927 0.40% 18.22% 5.12% 4.23% 2.02% 

LR-ithydnesw 0.983 0.934 0.955 0.946 0.979 2.35% 12.73% 1.91% 1.11% 0.53% 

LR-nesw 0.980 0.878 0.902 0.941 0.965 1.94% 7.14% 3.45% 0.89% 1.83% 

 

These results indicate that when only data from surfaces with a different orientation than the PV modules is 

available as predictors, the random forest regressors significantly outperform the multiple linear regression.  

A detailed inspection of the prediction results of single repetitions of the random forest models shows that the 

average prediction performances presented in Tab. 3 correctly depict the performances to be expected in the 

different cases. Fig. 2 and Fig. 3 show the performance of three selected random forest models during one of the 

repetitions for a time resolution of 5 min. The prediction performance of the best multiple linear regression model 

(LR-ithydnesw) is also displayed in both figures. Since no averaging is involved, the deviation in Fig. 3 is 

presented as it is – i.e., it is not the absolute deviation as in Tab. 3 and Tab. 4. 

When comparing the results presented in Fig. 2 and Fig. 3 with those in Tab. 3, it becomes obvious that the 

averaged results are very close to the results of one specific case. Thus, they are a reasonable way to represent the 

performance expected from the random forest regressors in the different cases. 

 

Fig. 2: Prediction performance (R² score) that was achieved by three selected random forest models in the case of a 5 min time 

resolution during one of the repetitions and prediction performance achieved by the best multiple linear regression model 
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Alike in Tab. 3, the performance of the models “ithydnesw” and “nesw” is remarkably high in Fig. 2: Regardless 

of the PV module orientation, the R² score lies between 0.9 and 0.95 for almost every load profile, and the absolute 

deviations are below 3% in most of the cases. Contrary to that, the model “ithyd” only performs well in the cases 

of the PV main meter and the southwest roof inverters. In the case of the façade inverters, its performance is 

significantly worse. 

The best multiple linear regression model, “LR-ithydnesw”, never outperforms the random forest models 

“ithydnesw” and “nesw”. Except for the southwest roof inverters, this is also the case for the random forest model 

“ithyd”. 

The depiction of the real deviation in Fig. 3 instead of the absolute deviation allows for additional observations: 

While the models “ithydnesw” and “nesw” generally underestimate the PV electricity production, the model 

“ithyd” generally overestimates it. As an underestimation could be explained due to the fact that the training 

dataset is from the year after the year that was used for the test dataset – the difference could (at least partially) be 

explained by the degradation of the PV modules. Further, in the case of the PV main meter, the difference most 

certainly is also caused by the failures of inverters I3 and I14 during 2018. 

At the moment, there is no obvious, plausible explanation for the overestimation of the PV electricity production 

by “ithyd” – maybe it is simply an expression of its poor prediction performance in some cases. 

 

Fig. 3: Prediction performance (deviation of cumulated predicted load profile from the cumulated actual load profile) that was 

achieved by three selected random forest models in the case of a 5 min time resolution during one of the repetitions and prediction 

performance achieved by the best multiple linear regression model 

All the results presented in Tab. 3, Tab. 4, Fig. 2, and Fig. 3 focussed on the performance indicators R² score and 

deviation of the cumulated predicted load profile from the cumulated actual load profile. To illustrate the 

underlying data and show which prediction accuracy can be expected during a day, Fig. 4 and Fig. 5 show 

comparisons of the time series of the predicted and actual load profiles. The presented time series are from the 

timespan 04.02.2017 00:00 - 09.02.2017 00:00, which is the very beginning of the test dataset. Again, the random 

forest models “ithydnesw”, “ithyd”, and “nesw” and the best multiple linear regression model “LR-ithydnesw” 

are shown in both depictions. The shown load profiles are only the profiles of inverter 7, one of the southeast 

façade inverters. This inverter was chosen on purpose, as in the case of the façade inverters, the model “ithyd” 

achieved a relatively poor prediction performance while the other models achieved a relatively high prediction 

performance. While Fig. 4 illustrates the case of a 5 min time resolution, Fig. 5 presents the case of a 60 min time 

resolution. 

As seen in Fig. 4, the models “ithydnesw” and “nesw” could accurately predict the course of the actual load profile 

in the case of a 5 min time resolution. The predictions replicated the course of the PV electricity generation during 

a cloudy day (detail 1), its relatively smooth course during a sunny day (detail 2), and its more complex course on 

a sunny day with some clouds (detail 3). 
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These two random forest regressor models could accurately replicate the skewness of the daily course (caused by 

the southeast orientation of the inverter’s PV modules) is remarkable – especially when considering the fact that 

none of the predictors directly correlates with the direct irradiation on a southeast-oriented surface. The random 

forest regressors appear to be able to infer the information needed to replicate such skewness from the predictors 

– assumedly by the irradiance measurements on the south vertical surface and the east vertical surface. 

 

Fig. 4: Comparison of the measured PV electricity generation of inverter 7 (southeast façade inverter) and the predictions from 

three selected random forest models and the best multiple linear regression model in the case of a 5 min time resolution (shown R² 

scores and deviations are the values of the predictions of a whole year) 

On the other hand, model “ithyd” predicted a load profile that is far off the real course of the actual load profile.  

The reason for that and the general poor prediction performance of “ithyd” seems to be that the information hidden 

in the “ithyd” training data is insufficient for the random forest model to correctly grasp the underlying 

connections between the predictors and the load profiles. It appears that the random forest regressors are simply 
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not able to reproduce the necessary geometric transformations out of weather data which only includes 

irradiation/irradiance values for one single surface orientation. 

The load profile predicted by the multiple linear regression model “LR-ithydnesw” is also off the real course. It 

is generally too low during the day and too high during the night. Nonetheless, the prediction fits the actual load 

profile better than the prediction of “ithyd”. 

 

Fig. 5: Comparison of the measured PV electricity generation of inverter 7 (southeast façade inverter) and the predictions from 

three selected random forest models in the case of a 60 min time resolution (shown R² scores and deviations are the values of the 

predictions of a whole year) 

For the case of a 60 min time resolution, see Fig. 5, the prediction performance of “ithyd” improved. Its prediction 

is much closer to the actual load profile, but it is still significantly worse than the predictions of the other three 

models. A direct comparison of Fig. 4 and Fig. 5 also explains the better R² score with decreasing time resolution: 

The load profile at a 60 min time resolution has a much smoother course than the one with a 5 min time resolution. 
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4. Conclusion 

Given that the right weather data is available to be used as predictor variables, random forest regression is a 

suitable tool to accurately predict PV electricity generation. With increasing time resolution, the prediction 

performance generally gets slightly worse. The random forest regressors achieved remarkably high R² scores at a 

time resolution of 60 min. Thus, if the goal is to ensure the correct operation of the PV plant, predicting and 

comparing the PV electricity generation in a time resolution of 60 min can be recommended.  

The best prediction performance can be expected from the full model (“ithydnesw”), which utilises all available 

weather information (horizontal global irradiance, air temperature, relative air humidity, and illuminance on the 

vertical surfaces of the four cardinal directions) and time indicators (yearly sinus function fitted to the solstices 

and equinoxes, daily sinus function fitted to noon and midnight). The model without the information about the 

illuminances (“ithyd”) should only be used to predict PV electricity generation of plants where the load profile 

correlates with the global horizontal irradiance – this model cannot be recommended to predict load profiles of 

façade integrated PV modules. 

The weather data used as predictors should include the illuminance measurements on the vertical surfaces of the 

four cardinal directions, north, east, south, and west, to achieve good prediction performances for all PV module 

orientations. In the case of the weather station used in this work, these parameters were not directly measured but 

instead calculated internally in the station itself. Since most weather stations do not provide illuminance on vertical 

surfaces, it is strongly recommended to calculate it using available weather data to use it as input for random forest 

regressors. 

It is expected that if the illuminance is also calculated for all of the PV module orientations of a PV plant, multiple 

linear regression could also be generally recommended to predict PV load profiles. The downside is that at least 

the PV module orientations must be known, and the illuminance must be calculated specifically for each 

orientation. 

The random forest regressors only need measurement data and the illuminance on the vertical surfaces of the four 

cardinal directions to achieve good prediction performances. The advantage is that the random forest regressors 

do not need specific knowledge about the PV module orientation predestines them for a large-scale application. 

They could be used in online monitoring systems provided by PV inverter manufacturers. 

For such an application, the location of the PV plant must be known, and the weather data for this specific location 

must be obtained. The illuminance on the vertical surfaces of the four cardinal directions must be calculated from 

the weather data, and the sinus of the day and sinus of the year must be calculated from the time stamp information. 

After the monitoring data of the PV plant encompasses at least a whole year without uninterrupted operation, the 

full random forest regressor model (“ithydnesw”) can be trained and then used to provide the reference for PV 

performance monitoring. To account for the degradation of the PV modules, the reference profile should be scaled 

down accordingly. 
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Abstract 
A concept for a graph based digital representation of heating systems is presented. It explicitly defines various 
relations between the components and data points. Thus, it allows a semantic description of the heating system 
and available data points which can be used for automated fault detection. Implementation of analysis algorithms 
can get complex considering the multitudes of options regarding different system configurations and measurement 
equipment. The semantic description enables a computer to make automatic conclusions, and thus can reduce this 
effort. Simultaneously, the concept also may reduce the effort to find and apply analysis algorithms for a specific 
system, since it allows for automated comparison between needed and available components along with their 
relations.  

Keywords: function control, fault detection and diagnosis, FDD, Digital Twin  

1. Introduction 
Heating systems are getting more complex to achieve high efficiencies and high fractions of renewable energy. 
At the same time, they are often individually planned and assembled at each site, with individual parameterization 
of controller settings. This may lead to faults in planning, installation, and operation phases. Automated fault 
detection and diagnosis (FDD) can help to ensure the intended behaviour and efficiency of the system. While 
currently many sensor and signal data can be logged, the automated analysis of the data is less common. Often, 
data is just visualized and interpreted by an expert. This might have two causes. 

Firstly, there is little or no information about validated detection algorithms publicly available. For instance, VDI 
2169 (VDI, 2012) mainly describes rather rough concepts of detection ways than directly applicable algorithms. 
However, when implemented in the simple form, they will rise lots of false alarms, making them practically 
unusable.  

Secondly, it is challenging to automatically select applicable detection algorithms and link available data to their 
inputs. These tasks of selecting and linking require meta information, which often is not stored at all, or just in an 
inconsistent, heterogenous way, which impedes easy access by machines (see fig. 1). In single monitoring projects, 
an expert uses his meta information knowledge to select the algorithms that should be executed, and to manually 
assign suitable data to their inputs. This approach would lead to high effort for greater numbers of monitored 
systems. For an automated analysis of many different systems, each heating system has to be represented digitally 
in a way that allows the automatic application of detection algorithms. One possibility is to use predefined blocks 
of components, as done in the Methodiqa project (Ohnewein et al., 2016). This works well when small parts like 
components or a group of nearby components are considered, and a limited number of detection paths.  However, 
the block representation approach might get complex, if interactions of larger parts of the system or the whole 
system are to be considered, and more different sets of available data points and correspondingly different ways 
of deriving information have to be checked.  

We therefore suggest a graph representation which explicitly states relations between the components or 
subsystems of the system and offers more flexibility.  

International Solar Energy Society EuroSun2022 Proceedings

 

© 2022. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientiic Committee
doi:10.18086/eurosun.2022.16.04 Available at http://proceedings.ises.org 1711



 

 
Fig. 1: Selecting applicable evaluation algorithms and linking them  to recorded data requires meta information which often is not 

available in a consistent, machine-readable manner. 

 

2. Graph representation 
Depending on the intention, different views on a heating system are important. 

• Geometry and Topology: distances and dimensions of subsystems and components, or their spatial 
adjacency or inclusion, e.g. lengths of pipes 

• Function: what is the function of which subsystem, functional grouping of subsystems, what are intended 
interactions, e.g. supply pipe delivering heat from boiler to storage 

• Control: which interactions between subsystems are actively controlled by which controller, and which 
of their signals are used for which control task, e.g. storage bottom temperature used as input for 
operating the solar circuit via a temperature hysteresis control 

• Recorded data structure: identification, availability, and logical grouping of data points, in order to find 
the meaning of each time series of data 

• Abstraction level of system components: for instance, an air-to-water heat pump might also be regarded 
as a general heat pump or heat generator or energy converter 

Thus, those aspects should preferably be included in the graph representation. For FDD, geometry is the least 
important aspect and only needed in some specific evaluations, which is why it is omitted here. The function of a 
subsystems can also be considered in many respects. Since the purpose of a heating system is to generate heat and 
provide it to different consumers, it is useful to describe the function with respect to both the energy flow and the 
fluid flow that may transport the energy.  

2.1. Energy flow graph 
The energy flow graph describes the energy flows from heat generators to heat consumers. It already contains the 
basic structure and main components of a heating system. An energy flow graph that just contains heat generators, 
storages and sinks is illustrated in fig. 2. However, since a component, e.g. a storage, can have several ports at 
which energy is transferred, those ports have to be included as nodes as well in order to have nodes that uniquely 
identify a specific energy flow. An example of such an extended energy flow diagram is shown in fig. 3. It 
additionally contains the solar heat exchanger (which does not alter the energy flow in first approximation) and 
“logical” components (“XORDistributor”, “Adder”) that explicitly distribute or merge energy flows, ensuring that 
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there is only one incoming and one outgoing edge at each port node. This prevents ambiguities how to interpret 
several incoming/outgoing edges at a node. Of course, each component still needs an individual node representing 
the component, in order to describe, to which component an energy port belongs. The component node has the 
type of the component. Such a component node also indicates that energy flow (and/or state variables of associated 
medium flow) is significantly altered by conversion, merging, distributing, etc. For instance, a 
SolarThermalCollectorField  node will convert irradiance into thermal energy of a heat medium, which are two 
different types of energy. Furthermore, such a conversion is known to have significant losses that cannot be 
ignored. Likewise, a distribution node indicates that energy flow of an incoming edge in general does not equal 
the energy flow of an outgoing node. Moreover, the temperatures of the incoming energy flows will be mixed, 
thus potentially being changed significantly. A heat exchanger node might not alter the magnitude of an energy 
flow significantly, but primary and secondary temperatures will differ. The magnitude of the energy flow and 
state variables of the assoiciated fluid flow may be propagated along an energy flow path, but propagation is never 
allowed across component nodes. The propagated value may be used as estimator for the case of ideal energy 
transfer, i.e. neglecting heat losses of the pipes. With this propagation mechanism, algorithms can increase the 
chance of the availability of needed data if propagated values are allowed. Please note that pipes were not included 
explicitly as component nodes here. For the case of long pipes whose heat losses and temperature drops are never 
to be ignored, their explicit inclusion as a component node indicates that no forwarding of energy flow and state 
variables must be made.  

 
Fig. 2: A (too) simple energy flow graph (right) of a solar thermal combi system (left). Different node colors and shapes indicate 

different types of nodes. It carries too little information about system structure and allows for ambiguities.  

 
Fig. 3: Extended version of the energy flow graph in fig. 2, with port nodes and additional components. Energy demand for 

circulation is here included in MyDHW. 
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The energy flow graph can be created easily by hand with help of predefined subgraphs for the respective 
components.  Only the links between the ports, i.e. the edges between gray boxes in fig. 3., have to be added. The 
creation and linking process might be automated to a higher degree if existing data about components and piping 
can be imported from BIM (Building Information Modeling) data in future.  

While the energy flow graph is still simple, it already carries much information about the system. Thus, it can be 
used to describe a system on a basic level.  

2.2. Medium flow graph 
However, if details of medium flows get important, e.g. in order to trace return flows, a medium flow graph has 
to be specified. The medium flow graph describes possible flows of different media, e.g. the flow of water in a 
circuit. To make nodes in a medium flow graph identifiable, further relations and nodes are needed. This is 
explained for an external heat exchanger subgraph, shown in fig. 4. In order to relate a node to a component, a 
specific “belongsTo” relation is needed. Contrary to the energy flow graph in fig. 3, the fluid flow cannot be 
simply directed to a “HX” component node. Otherwise, this would have to be done for both primary and secondary 
fluid flows. This would effectively connect both fluid circuits to a single connected circuit. Additionally, a relation 
stating whether a node is on the primary or secondary side is needed. For further refinement, edges in the fluid 
flow are differentiated into “fluidTransfer” edges (dark blue in fig. 4) and “fluidProcess” edges (light blue in fig. 
4). This differentiation adopts the role of the component nodes in the energy flow graph fig. 3. Along 
“fluidTransfer” edges, state variables may be propagated (as estimators for the case of ideal transfer), while 
propagation along “fluidProcess” edges is not allowed. In the latter kind of edges, it is indicated that state variables 
of the fluid change significantly. Thus, nodes at the beginning of a fluidProcess edge represent the state before a 
significant process (e.g. temperature rise of the fluid), and nodes at the target of fluidProcess edges the state after 
the process, accordingly. 

To unify the graph structures, also the energy flow graph fig. 2 can be modified to contain “energyTransfer” and 
“energyProcess” edges, such that the permission for value propagation is likewise indicated by the type of the 
edge and not via the existence of a component node within the energy flow. The component node then is not 
located within the energy flow, but attached to energyNodes via a “belongsTo” relation. 

Similar subgraphes like fig. 3 can be defined for other components like boilers, heat pumps, distributors, etc. 

These can be used to quickly create graphs of a system. Thus, only “fluidTransfer” edges between FluidNodes of 
those subgraphs would have to be added. 

 

 
Fig. 4: Subgraph for a heat exchanger. Several nodes and relations are needed to identify nodes in a fluid/medium flow graph. 

 

2.3. Data point identification 
The graphs fig. 3 and fig. 4 still miss a connection to available data points, i.e. to actual data of recorded time 
series of measurement values or logged signals, e.g. the outlet temperature of the heat exchanger at secondary 
side. Moreover, data points can refer to parameters like storage volume, collector size, etc. In order to assign data 
points to a fluid, energy or component node, corresponding relations to data point nodes can be defined (compare 
fig. 5). To simplify data point identification, relative standard data point names can be linked to the data point 
nodes. For instance, each FluidNode can have data points with associated standard names like “Temperature” or 
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“VolumetricFlowRate”, and each EnergyNode or ComponentNode likewise, allowing to also define standard 
component parameters. Each standard data point node can then be linked to another “providing” data point node 
that represents an existing data point that actually can provide data (time series of recorded values or parameter 
values). It is linked to the system specific unique identifier of that data point. The separation allows to link several 
standard name data point nodes to a single providing data point, and to explicitly differentiate between a defined 
and an actually available data point. Furthermore, it is possible to link standard data points to equivalence groups 
which can store which data points are considered equivalent, independently of the existence of a providing data 
point. The equivalence groups can be used to later automatically link all contained data points to a providing data 
point when it is added to the graph. 

 

 
Fig. 5: Data point linking to a node. Actual data can be linked to different nodes with different standard data point names. The 

gray relations additionally indicate the relation of the “HeatGenerator” and the “FluidNode”. 

 

2.4. Component Abstraction levels 
From perspective of algorithm authors, it is very useful to request existence of components at different abstraction 
levels. As described above, it might be sufficient to request a component to be a heat generator, or it might be 
necessary to require a more specific component like condensing gas boiler because the algorithm uses assumptions 
or characteristics that are only valid for the more specific component type. For instance, to calculate any coverage 
ratios, one needs to adress the considered (specific) heat generator as well as “all other heat generators” or “heat 
consumers” independent of their specific type. By integrating such class hierarchy relations of components into 
the graph, it is possible to adapt the abstraction level of each (component) node in the request. An example is 
shown in fig. 6. The graph structure also allows to define several class hierarchies (with other abstraction class 
nodes) in parallel and thus does not enforce to use a particular taxonomy. 

 
Fig. 6: Exemplary abstraction classes graph. Edges represent the relation “is subclass of” or equivalently “is specialization of”. 

3. Algorithm selection and linking 
If a system is described via a graph with the relations shown in section 2, algorithms can formulate their expected 
components and relations by defining a requested subgraph structure (see fig. 7). Technically, this can be achieved 
by storing the system graph as set of RDF (Resource Description Framework) triplets, and defining SPARQL 
(SPARQL Protocol And RDF Query Language) queries for each algorithm. SPARQL and RDF are standards 
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defined by the World Wide Web Consortium W3C. It might be necessary to not only check for existence of some 
relations, but also to check for non-existence of other similar relations (maybe of same type). This is also a reason 
why in the energy flow graph, explicit “Adder” and “Distributor” nodes are included. In this way, the request can 
allow or disallow further energy flows (besides the energy flow of interest) to arrive at a component port by simply 
adding or omitting a corresponding “Adder” node to the request. Without such a node, the number of incoming 
edges at a port node would have to be checked by different means, complicating the formulation of the algorithm’s 
requirements. 

Furthermore, algorithms might be designed to not execute on each match separately but use a collection of matches 
as input for a single algorithm instance. For instance, an algorithm might want to cumulate the energies of all heat 
consumers, needing a collection of all heat consumers as input for a single algorithm instance. Thus, several modes 
for the process of converting matches to assignments of algorithms (=algorithm instances) must be provided.  

 
Fig. 7: Illustration for matching an algorithm’s request graph to the system graph. Different node colors and edge styles represent 

different node types and relations. 

4. Conclusion and Outlook 
A concept for the description of heating systems as graph for automated FDD has been presented. Advantages of 
a graph description are: 

• Decoupled from specific usage or software solution 

• Extensible by different stakeholders, no need to model whole system at once 

• Quick compilation from predefined subgraphs 

• Easy individual modification and addition of relations 

• Standardized file formats for data exchange 

• Standardized query language for data retrieval, allowing complex relation patterns to be queried 

Further details of the graph description and its usage for fault detection in heating systems will be shown in future 
work.  
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     Abstract 

A number of commercially available simulation programs are already able to represent a temperature limitation in 

solar thermal collectors with a two-part collector efficiency curve. The use of this procedure for the simulation of 

temperature limiting heat pipe collectors would lead to deviations in its thermal behavior. This work presents a 

TRNSYS type which is able to represent the temperature limitation of heat pipes in solar thermal collectors correctly. 

For this purpose, we modified the TRNSYS type 832 regarding the correct temperature limitation behavior. For 

validation we use measurement data of four demonstration systems with temperature limitation in real operation. The 

range of consideration includes both flat-plate collectors and evacuated tube collectors with different system 

dimensions. The comparison shows only minor deviations between simulation and measurement of less than 5 % 

regarding the solar yield of the collector. Furthermore, the TRNSYS type is used in system simulations and compared 

to a reference direct-flow collector without temperature limitation, to identify the energetic impact of the temperature 

limitation onto the solar system performance. By using a direct-flow flat-plate collector, the saved auxiliary energy 

(fsave) increases by +15 %, which has to be considered under the design-related higher aperture area of + 9 %. The 

use of a direct-flow evacuated tube collector leads to an increased fsave of 1.1 %. Additionally, we have investigated 

the use of both TRNSYS collector types in the IEA SHC Task32 buildings, and reported similar results. The 

stagnation temperatures > 130 °C were reduced by 600 h and the maximum temperature was reduced by 115 K. 

Keywords: solar thermal collector; temperature limitation; heat pipe; system simulation; TRNSYS  

1. Introduction 

Solar thermal systems are already well-established on the market as efficient renewable heat sources. In 2021, the 

worldwide installed capacity amounted to 746 million m² with a capacity of 522 GWth (Weiss and Spörk-Dür 2022). 

High costs and high complexity, however, are major barriers to their dissemination and avoid the development of 

their large potential. New technical solutions are needed to improve their cost-effectiveness and general acceptance. 

Novel solar thermal collectors with heat pipes are a promising approach for this purpose. A suitable design provides 

for a high efficiency in the operating range as well as for the reduction of thermal stress in stagnation state. By using 

the dry-out effect of heat pipes, the maximum solar circuit temperature can be limited to 125 °C. Preventing 

overheating in the stagnation state enables cost-effective system configurations with polymeric pipes, smaller 

designed expansion vessels and cost-optimized solar stations. Furthermore, an easier installation process and low-

maintenance operation can lead to a significantly higher profitability of such systems. 

In normal operation mode, the incident solar radiation is converted into heat at the collector and then stored in the 

thermal storage tank. However, if there is no possibility to transfer the heat away from the collector (e.g. if the thermal 

storage is fully charged) and the solar availability is still high, the state of stagnation occurs. Thus, the solar pump 

stops its operation and the collector overheats up to its maximum (stagnation) temperature, when the thermal 

equilibrium is reached. In a usual solar thermal system, this process causes high temperatures and leads to the 

evaporation of the heat transfer fluid inside the solar circuit. In turn, this leads to high system pressure and to high 

temperatures in the whole solar system, which can cause significant damage to temperature sensitive components. 

Conversely, this means that the avoidance of high temperatures during stagnation can increase the lifetime of most 

system parts and decrease the overall costs due to a simplification in the system design and installation.  

The avoidance of critical temperatures during stagnation can be easily accomplished by a collector coverage with an 

opaque material, however, this must be done by hand and is not beneficial to an efficient system operation. Many 

other methods have been developed in the past  (Harrison and Cruickshank 2012; Frank et al. 2015; Kizildag et al. 

2022; Müller et al. 2019) but most of them are not intrinsically safe. 

A solution to this problem is the use of heat pipes. These are well-established on the solar thermal market and have 

been used in evacuated tube collectors for a long time. With the use of special designed heat pipes, the maximum 
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temperature at the collector can be limited to such an extent that evaporation of the heat transfer fluid can be 

prevented. This approach has successfully been proved for evacuated tube collectors (Schiebler et al. 2018) as well 

as for flat-plate collectors (Schiebler et al. 2019). 

2. TRNSYS type validation  

So far, only one simulation program is known to be able to represent a temperature limitation in solar thermal 

collectors with the use of a two-part collector efficiency curve (T*SOL (Valentin Software 2022)). Even if this is the 

right procedure for some temperature limiting techniques (for example thermochromic collectors (Müller et al. 2019)) 

it does not fit for the heat pipe temperature limitation process and would lead to major deviations in the simulation, 

since the process is a function of both temperature and irradiance (cf. Fig. 1). For a defined stagnation temperature, 

the slope of the limitation curve is less steep at high irradiation than at low irradiation, which means, that the 

performance of the heat pipe collector is stronger affected (limited) at high then at low irradiation. 

 

Fig. 1: Collector performance for a standard collector (---) in comparison with a temperature limiting heat pipe collector (-) with 

variation of the solar irradiance 

To be able to correctly simulate temperature limiting heat pipe collectors, we have adapted the TRNSYS type 832 

(Haller 2014), which is able to simulate flat-plate collectors (FPC) as well as evacuated tube collectors (ETC). For 

this purpose, we have implemented the two parameters ϑStag and mStag, which describes the maximum occurring 

temperature in the stagnation state and the slope of the heat pipe shut-off function. Both parameters can be identified 

by means of collector performance measurement, as described in (Schiebler et al. 2018). Since mstag is determined in 

a power-related measurement, but Fig. 1 shows the efficiency, different slopes result for mstag. The temperature 

limitation is achieved by limiting the collector efficiency, starting at the so-called kink point. The position of the kink 

point is dependent on the current irradiation, due to the already mentioned different collector efficiency curves at 

different irradiation. In order to verify the functionality of this TRNSYS type, the measurement data of real 

demonstration systems (which are show in Tab. 1 and are also presented in (Schiebler et al. 2022)) were available.  

Tab. 1: Overview of the demonstration plants FPC 1-2 and ETC 1-3 with the individual collector area Acol (gross area) and heat tank 

volume Vtank 

FPC1 FPC2 ETC1 ETC2 ETC3 

At institute external external external external 
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Type: DHW 

Acol: 5 m² 

Vtank: 0.3 m³ 

Type: Combi 

Acol:20 m² 

Vtank:1 m³ 

Type: DHW 

Acol:8 m² 

Vtank:0.3 m³ 

Type: Combi 

Acol:17 m² 

Vtank: 0.15+1 m³ 

Type: Combi 

Acol: 11 m² 

Vtank: 1 m³+2 m³ 

 
 

   

 

These systems have been monitored for more than one year regarding the system performance as well as the 

temperature distribution in the solar circuit. Fig. 2 shows the comparison between the measurements and the 

TRNSYS simulations for a chosen day of the FPC2 system by the use of the collector performance. To provide better 

visibility, the data are presented as a moving average of 2 min. For the sake of comparison, the original TRNSYS 

type 832 without temperature limitation is also shown. As simulation inputs, we use the measured weather data 

(irradiation, ambient temperature) as well as the measured collector input temperature. 

 

Fig. 2: Moving average (2 min) of the measured collector performance for the FPC2 with heat pipe temperature limitation and 

comparison of the TRNSYS type 839 with temperature limitation and the TRNSYS type 832 without temperature limitation 

The graph shows, that the temperature limitation takes place at around 9:30 am for the measured collector. The 

simulated start of the temperature limitation is around 10 am. This difference in time occurs due to the ideally 

simulated collector behavior, which assumes an ideal transition from the working section to the temperature limiting 

section, which does not correspond to the real operation of a HP collector.  

The transition (kink point) from the working section to the temperature limiting section has a huge impact onto the 

collector simulation, especially if the collector is often operated near to the kink point, as shown in Fig. 3 for the 

FPC1 system. Here, the simulation exceeds the measured performance due to uncertainties in modeling the limitation 

process of the heat pipes. The deviations in collector operation should not be neglected at this point and are caused 

by uncertainties in the measurement system. 
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Fig. 3: Moving average (2 min) of the measured collector performance with heat pipe temperature limitation for the FPC1 operated 

near to the kink point and comparison of the TRNSYS type 839 with temperature limitation and the TRNSYS type 832 without 

temperature limitation 

Furthermore, even small deviations in the heat pipe design and its overall heat transfer coefficient in the collector 

can lead to a large deviation in the collector behavior, especially in the temperature limiting section. Fig. 4 shows 

this correlation using the example of an evacuated tube collector.  

 

Fig. 4: Moving average (2 min) of the measured and simulated collector performance for ETC3 with heat pipe temperature limitation 

in comparison with the same collector without temperature limitation (chart) as well as the simulation with a varied parameter of mStag 

(top right corner) 

The deviation can be caused by either a differing heat pipe design, which will cause slightly differing collector 

parameters, or by the uncertainties of the monitoring system. As shown in the top right corner of the graph, a slightly 

different value of the parameter mStag fits the measurement curve in a better way.  

In conclusion, the use of the new temperature limiting heat pipe collector TRNSYS type can significantly reduce the 

deviations between simulation and measurement as it would be the case with the use of the TRNSYS collector 

type 832. The collector fields of all monitored external systems were also simulated for a period of one month, to 

investigate the difference between measurement and the simulation with the new TRNSYS type 839. June 2021 was 

chosen as test period, as it has sufficiently high solar radiation values. Fig. 5 shows the results of the determined 

solar yields in the observation period. The results are mostly within a satisfactory range of deviation and are in the 

range of the measurement accuracy of ± 7 % for all plants. The exception to this is the system ETC3, where the 

radiation measurement (pyranometer) was affected by the shadowing of a near building, which was not considered 

in the simulation. The FPC1 plant is a laboratory plant at the institute and was operated in the context of dynamic 

system tests (DST). A comparison of the system yields between the DST approach and TRNSYS is not further 

discussed here. Furthermore, the simulation results for the TRNSYS type 832 (without heat pipe limitation) are 
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shown. While the ETC systems experience almost no difference to the TRNSYS type 839 simulation, the result for 

the FPC system softens a significant increase in solar yield. This can be explained by the fact, that the ETC systems 

are rarely operated at higher temperatures where the heat pipe limitation takes place. The influence of the annual 

system yield is discussed later with Fig. 8.  

 

Fig. 5: Evaluation of the thermal gains from the solar thermal collectors in the monitored demonstration systems based on a one-month 

period (June 2021) 

3. System simulations 

3.1 Simulation of the monitored demonstration systems 

After the experimental validation of the TRNSYS collector type, the monitored systems (solar and heating circuit) 

were implemented in TRNSYS. For the simulations, we used site-specific Meteonorm 8 weather data (Remund et 

al.) as well as the system-specific energy demand. The parameterization of the individual components is based on 

real system parameters. In the case of unknown parameters, standard system assumptions are used. An important 

parameter for the simulations carried out is the controller of the solar circuit pump, which limits the maximum 

collector temperature. In a conventional solar thermal system, this value is set to about 125 °C. In the HP system we 

choose 95 °C which would cause high stagnation times in a normal system. By using temperature-limiting heat pipe 

collectors and thus preventing steam formation, the operation of the solar circuit pump can be limited to 95 °C 

without any negative consequences. This allows the use of more cost-effective components and materials, such as 

polymeric-based piping (Schiebler et al. 2022). 

The energetic evaluation of the systems is based on the fsave value (Streicher 2003), which expresses the savings in 

conventional auxiliary energy by the use of a solar thermal system (equation 1). In this equation, Qaux, without ST is the 

needed energy from the auxiliary heating device if no solar thermal collector is used. In contrast, Qaux indicates the 

needed energy from the auxiliary heating device with the use of a solar thermal collector. 

   𝑓𝑠𝑎𝑣𝑒 =
𝑄𝑎𝑢𝑥,𝑤𝑖𝑡ℎ𝑜𝑢𝑡 𝑆𝑇−𝑄𝑎𝑢𝑥 

𝑄𝑎𝑢𝑥,𝑤𝑖𝑡ℎ𝑜𝑢𝑡 𝑆𝑇
   (eq. 1) 

The performance of the solar thermal system can be further evaluated via the solar fraction sf (equation 2) by using 

the solar thermal collector’s energy gain QSol.  

  𝑠𝑓 =
𝑄𝑆𝑜𝑙

𝑄𝑆𝑜𝑙+𝑄𝑎𝑢𝑥
     (eq. 2) 

Tab. 2 shows the results of the energetic evaluation of the demonstration plants for the measurement and the 

simulation. It should be noted that the fsave value requires the knowledge of Qaux, without ST which can only be measured 

for the system ETC1.   

The measured data are affected by a measurement accuracy of approx. 7 %. Furthermore, the simulation is based on 
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average weather data. Both of these issues can cause discrepancies in the simulations. Even if the simulated values 

(e.g. for QSol) are modeled with deviations in comparison with the measured values, the ratios of energy gain and 

energy demand are appropriate, so that the energetic key figures show only slight deviations from the measured 

values. It should be noted, that the ETC1 and ETC3 systems are not conventional installations (over- or undersized 

solar field), which explains the unusual results. 

 

Tab. 2: Comparison between measured and simulated energetic key figures of the monitored systems over a one-year period 

   FPC2 ETC1 ETC2 ETC3 

Evaluation 

period  

  28.07.20 – 

27.07.21 

05.11.20 – 

04.11.21 

09.06.20 – 

19.05.21 

20.05.20 – 

19.05.21 

Qsol 
Measurement kWh 5258±368 868±61 4451±312 2900±203 

Simulation kWh 4864 974 4078 2669 

fsave 

Measurement % * 82±6 * * 

Simulation % 28 80 24 6 

sf 
Measurement % 44±3 93±7 25±2 5±0.4 

Simulation % 37 93 25 5 

In the next step, the temperature limiting HP collector was changed with a direct-flow reference collector without 

temperature limitation. The used collector parameters for the simulations are shown in the appendix (Tab. 3). While 

the collector parameters for the heat pipe collector are based on a performance measurement carried out in the 

institute’s solar simulator, the reference collector is based on data from a corresponding Solar Keymark certificate 

(Solar Keymark 2019, 2021). Fig. 6 shows the area specific solar yield for all the investigated systems, both for the 

use of a HP collector and for the direct-flow collector. 

 

Fig. 6: Area specific solar yield for the investigated systems for both the heat pipe and the direct-flow collector 

As expected, the direct-flow collector achieves an additional solar yield for most of the systems. ETC1 has a highly 

oversized collector area to gain high stagnation times in the system. Due to that, the HP collector can even gain a 

higher solar yield, caused by the better performance directly after a stagnation event. In general, it can be concluded, 

that the influence of the HP ETC onto the solar yield is lower than it is for the FPC. This is caused by the 

approximately 9 % smaller aperture area of the HP FPC in comparison with the HP direct-flow collector. 

Furthermore, the lower aperture area has a higher influence onto the saved auxiliary energy (fsave), as can be seen in 

Fig. 7. While the increase in the fsave - value remains about the same for the ETC, it increases significantly to 14 % 
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for the FPC. This correlation was also confirmed by parallel DST measurements at the institute's demonstration 

system FPC1 (Schiebler et al. 2022). 

 

Fig. 7: Saved auxiliary energy due to the use of both the heat pipe collector and the direct-flow collector 

In order to evaluate the results regarding the influence of the heat pipe limitation, we varied the maximum collector 

temperature ϑStag (cf. Fig. 1) for all systems. Fig. 8 shows the simulated fsave value for each of the monitored systems 

in comparison with a heat pipe collector without temperature limitation (equivaltent to TRNSYS type 832). As it can 

be seen, the influence of the limitation process can be neglected for maximum temperatures of ϑstag > 120 °C, which 

is the case for the ETC heat pipe collector in the demonstration systems. For ϑstag < 120 °C, the heat pipe limitation 

starts to affect the fsave value, but in a small manner. It should be stated out, that the simulation of maximum 

temperatures of less than 100 °C is a pure hypothetical study, as the heat pipe process would not be functional in this 

way in real operation. 

 

Fig. 8: Change of fsave due to the variation of the maximum collector temperature in comparison with a heat pipe collector without 

temperature limitation (*equivalent to TRNSYS type 832) 

In summary, the given results indicate, that the solar yield of the simulated systems is not significantly affected by 

the heat pipe limitation and thus TRNSYS type 832 could also be used for its simulation without making any major 

errors. However, this statement must always be considered in the context of differing system configurations, which 

has a huge influence of the occurring collector temperatures and thus onto the influence of the heat pipe limitation. 

To correctly simulate the temperature limiting heat pipe collector, TRNSYS type 839 is needed. 
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3.2 Simulation of Task 32 building 

In addition to the real demonstration systems, the corresponding collectors were simulated for two buildings of the 

IEA SHC Task 32 (Heimrath and Haller 2007) to achieve a better comparability by using a representative building 

with a customary solar system. The buildings represent a single-family house with a space heating demand of 

45 kWh m-2 a-1 (SFH45) and 100 kWh m-2 a-1
 (SFH100) at the Zürich site. These systems are simulated with both 

FPC and ETC, each in the HP and reference configuration (parameters are shown in Tab. 3 in the appendix). They 

consist mainly of 20 m² collector gross area and a 900 l thermal storage tank with a gas boiler as auxiliary heating. 

Fig. 9 shows the distribution of the occurring collector temperatures for a one-year based simulation with the SFH45 

building for an ETC on the Würzburg site. As it can be seen, the reference collector is exposed to temperatures above 

130 °C, which accumulates for around 400 h per year with a maximum temperature of slightly above 240 °C. In 

contrast, the stagnation temperatures of the HP collector are switched to the 120 – 130 °C interval, since its maximum 

temperature is 125 °C. This equals a reduction of the maximum occurring temperature of 115 K. If this simulation is 

performed with TRNSYS type 832 (as discussed before), the frequency for temperatures above 130 °C would 

accumulate for around 600 h (which is higher than the frequency of the reference collector, since the controller shut-

off is 95 °C for the HP collector). For the SFH100 building and other locations, the collector temperature distribution 

shows a similar pattern but with differing frequencies.  

 

Fig. 9: Overall collector temperature frequencies for a simulation of the SFH45 building with 20 m² ETC collector gross area on the 

Würzburg site 

Furthermore, we have compared the reference collector with the HP collector regarding the fsave value to evaluate the 

energetic impact of the temperature limitation. As it is shown inFig. 10, by using the flat-plate reference collector, 

the fsave value increases by 9.6 % for the SFH100 building at the Würzburg site. This result correlates very well with 

the 9% higher aperture area of the reference collector. For the SFH45 building, the increase is only 6.8 %, because 

stagnation and standstill effects of the collector occur more frequently, due to the lower space heating demand. 

By using the evacuated tube reference collector, the increase in the fsave value is even lower (3.9 %), since higher 

collector temperatures are reached faster and thus the influence of stagnation and standstill effects is also larger.  

In principle, an analogous behavior can be observed for the Athens site, but at a lower level of increase. 

In general, the simulation of the Task32 buildings show similar results to our monitored demonstration systems (ETC 

less influence than FPC), but can extend this investigation to include other location. Especially for a location with 

high solar incidence (e.g. Athen), the energetic impact of the HP collector is small while at the same time, a 

temperature limitation is accomplished that can fully prevent stagnation. 
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Fig. 10: Increase in the fsave value by replacing the temperature limiting HP collector with the direct-flow reference collector without 

temperature limitation 

4. Conclusion 

We simulated four solar thermal demonstration plants with temperature limiting heat pipe collectors (HP) in the 

TRNSYS simulation environment. For this purpose, the existing TRNSYS type 832 was adapted regarding the heat 

pipe based temperature limitation and validated on the basis of measurement data from the demonstration plants. 

Measured boundary conditions (radiation, inlet temperature, mass flow and other environmental conditions) were 

read into the model and the simulated collector performance was compared with the measured one. The heat pipe 

limitation is well reproduced, only in the kink point region there are small deviations, which are caused by the ideal 

model description and small uncertainties in the HP collector design. For an evaluation period of one month (June 

2021), the deviation does not exceed 5 %. 

After the model validation, we performed annual simulations with synthetic weather data and energy consumptions 

in TRNSYS. The aim of this simulation was to analyze the behavior of the systems when using different collectors 

(temperature-limited heat pipe collectors as well as direct-flow reference collectors). We evaluated the quality of the 

simulation based on the comparison between simulation and measurement. The resulting deviations increase with 

the complexity of the overall system, but are within a satisfactory range, considering the occurring measurement 

accuracy.  

Based on these models, different parameter variations were performed and energetically evaluated. The replacement 

of the temperature-limiting heat pipe collector with a direct-flow reference collector was presented. For the two 

system configurations we report different results. In the flat-plate collector system presented, the use of the reference 

collector leads to an increase in conventional energy savings (fsave) of about 15 %. The reason for this, however, is 

not the shut-off behavior of the heat pipe, but rather its smaller aperture area of approx. 9 % due to the design, as 

well as the higher heat resistances in connection with the use of heat pipes. For the evacuated tube collector system, 

the fsave value increases by only 1.1 % when a direct-flow reference collector is used.  

The simulations were also performed with the TRNSYS collector type 832 with the same collector parameters but 

without the heat pipe temperature limitation. The influence onto the solar yield is neglectable small (for the 

investigated systems) but high stagnation loads are simulated. Thus, TRNSYS type 832 could also be used for the 

simulation of the investigated systems without making any major errors regarding the solar yield but to correctly 

simulate the temperature limiting heat pipe effect, TRNSYS type 839 is needed. 

Finally, two representative single-family buildings (SFH45 and SFH100), which were defined in the IEA Task 32, 

were simulated with both of the collectors. These simulations report similar results to those obtained during the 

simulation of the demonstration systems and confirm the essential statements of our experimental investigations, 

especially with regard to the differences between HP collector and reference collector as well as the influence of the 

shut-off temperature on the annual yield. We showed, that for the Würzburg site a significant reduction of the 

stagnation load of 400 h can be achieved by using the HP collector. Thereby the maximum temperature was reduced 

by 115 K from 240 °C to 125 °C. 
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Appendix 

 

Tab. 3: Used collector parameters for the temperature limiting HP collector and the reference collector without temperature limitation 

for both the FPC and the ETC 

  Flat-Plate (FPC) Evacuated tube (ETC) 

Parameter Unit Heat Pipe (HP) Reference (Ref) Heat Pipe (HP) Reference (Ref) 

- - Measurement 011-7S323F Measurement 011-7S2979 R 

η0 - 0.748 0.856 0.72 0.772 

Kdiff - 0.870 0.870 0.920 0.88 

a1 W m-2 K-1 3.940 3.710 1.9 1.403 

a2 W m-2 K-2 0.0136 0.016 0.005 0.011 

Uint W m-2 K-1 21 67 16 127 

cabs J m-2 K-1 4900 3179 1590 932 

cfluid J m-2 K-1 1350 2657 3160 5397 

mStag W m-2 K-1 -13.0 - -11.5  

Tmax °C 110 / 125 / 160 210 110/ 125 / 160 280 

Aaperture m² 2.12 2.3 1.01 1.01 

Agross m² 2.51 2.51 1.61 1.61 

 

 

Tab. 4: Used symbols and their quantities 

Quantity Symbol Unit Quantity Symbol Unit 

area A m2 

auxiliary energy needed 

without the use of a solar 

thermal collector 

Qaux,without ST kWh 

linear heat loss coefficient  a1 W m-2 K-1 solar thermal yield Qsol kWh 

quadratic heat loss coefficient  a2 W m-2 K-2 specific solar thermal yield qsol kWh m-2 

collector specific heat capacity 

without fluid  
cabs J m-2 K-1 solar fraction sf % 

collector fluid specific heat capacity  cfluid J m-2 K-1 internal heat transfer 

coefficient 
Uint W m-2 K-1 

solar irradiation E kW h m-2 Volume V m³ 

saved auxiliary energy by the use of 

a solar thermal system 
fsave % inclination angle (0° = 

horizontal) 
 ° 

incidence angle modifier for diffuse 

radiation 
Kdiff - zero-loss coefficient  - 

slope of heat pipe power shut-off mstag W m-2 K-1 temperature ϑ °C 

auxiliary energy needed in a solar 

thermal system 
Qaux kWh    
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Harald Kirchsteiger and Lukas Gaisberger 

 ASIC Energy Research, University of Applied Sciences Upper Austria, Wels, Austria 

 

Abstract 

A novel method to generate synthetic household load profiles with a sample time of 5 minutes is presented. The 

method is entirely based on a dataset of measured electricity consumption over 5 consecutive years of 115 

dwellings and does not require any other type of information such as household appliances in use or surveys on 

inhabitants’ daily activities. It is shown that the collection of all synthesized signals resembles a typical seasonal 

variation as observed in the measurement data. At the same time, the individual load signals differ significantly 

from each other and therefore enable a realistic dispersion of a residential area. None of the synthesized signals is 

present as such in the measurement data, but all of them lie within the variability observed. A variety of different 

load signals of variable length can be generated which makes the method particularly interesting for large scale 

simulations of energy systems including large residential areas.  

Keywords: load profile generator, synthetic load profile, smart grid, grid simulation 

1. Introduction 

Model-based development methods are state of the art in many engineering disciplines, especially also in power- 

and solar energy systems. Detailed mathematical models of various components in modern renewable energy 

systems enable sophisticated planning, design, and operation of future multi-energy grids (Martínez Ceseña et al. 

2020). The significance of simulation results not only depends on the accuracy of the models, but also to a large 

extent on the numerical data used to feed the simulation. In this paper, the focus is on power- and energy flow 

simulation models for medium- to large geographic regions involving many individual consumers.  

One particular requirement in such a situation is to feed the simulation with realistic electricity consumption data 

of individual households. For some cases, aggregating the load of a region to a single load profile (Meier et al. 

1999) is a reasonable choice, for example when the interest lies in the characteristics of the transmission system. 

In other cases, load profiles of individual facilities have to be considered, for example when analyzing the load 

flow at lower grid voltage levels such as the 400V lines in Europe. This is getting even more important against 

the background of increasing shares of distributed solar generators at individual households, associated electricity 

storage devices and new consumer loads such as electric vehicles since the load variability increases (Schinke and 

Hirsch 2019). 

Although the availability of measured individual household load profiles has kept increasing over the years, there 

is a need for synthetic load profile generators, which are able to reproduce realistic, original load traces in large 

numbers. Furthermore, a strong requirement is also the temporal resolution of the data. Only fast enough sampling 

rates enable the accurate consideration of energy management systems (Kirchsteiger and Steinmaurer 2020). In 

this paper, an algorithm to generate synthetic load profiles with a 5-minute sample time will be presented. 

The problem of synthetic load data generation was considered in the literature before. Richardson et al. (2010) 

describe an algorithm to generate active and reactive electrical load data with a 1-minute sample time. The method 

relies on modeling the activities of occupants which are linked to specific appliances. Those activities, for example 

cooking or ironing, were gathered as part of a survey, where participants were asked what they do for how long 

on a typical weekend-day and weekday. This type of information is frequently called time use data (TUD). The 

model was validated using measurement data from 22 dwellings. 

In Baetens et al. (2012) a statistical model based on similar principles as in Richardson et al. (2010) was extended 

with thermal demands. The combined load model was used to represent 33 dwellings in the IEEE 34 radial 

distribution node test feeder, designed specifically to represent residential areas.  
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In Good et al. (2015), a demand-driven load model for both electrical and thermal demands is constructed with 

the aim to correctly represent the diversity observed in real dwellings and the coincidence observed within groups 

of buildings at the same time. Also in this work, the modeling of the electrical load relies in parts on the work of 

Richardson et al. (2010). For the thermal loads, the electrical analogy of R-C type of networks is used. 

In Yamaguchi et al. (2019) various known approaches from literature for load generation were reviewed, re-

implemented and compared against each other. A categorization of algorithms is provided, including the category 

of “empirical data-based time-dependent switch-on probability models”. Three other categories identified all rely 

on TUD. 

Lombardi et al. (2019) propose a TUD based method specifically to generate load profiles of remote areas. The 

model is available as open-source program coded in Python. 

Pflugradt and Muntwyler (2017) describe an approach to load modeling which depends on first modeling the 

individual psychological desires of inhabitants, for example hunger, sleepiness, entertainment. This in turn relates 

to activities which the persons consider to fulfill their desires, such as eat, cook a meal, sleep, take a nap, or watch 

TV. The method does not rely on data and follows a truly bottom-up approach. The model is made freely available 

by the authors. 

In Paatero and Lund (2006) datasets from 702 dwellings over 1 year and 1082 dwellings over 143 days were 

utilized to construct new profiles on an hourly basis. The synthesized data embeds a seasonal, hourly and social 

variability factor which are all derived from the datasets.  

Gruber et al. (2014) calculate load profiles based on a wide range of individual household appliances and utilizing 

a probabilistic approach. Each appliance is assigned a specific load pattern, the synthesized data has a sample time 

of 15 minutes.  

To conclude on the literature research, most load data models follow a so-called bottom-up approach where 

modeling starts by defining the individual appliances in the houses and daily patterns of the inhabitants. Those 

choices are typically supported by large-scale public surveys where persons are asked to note which appliance 

they are using at which time of the day. Overall, a rather large amount of additional information is required to 

parameterize the models. Moreover, the surveys typically only reflect a fragment of the whole variety in usage of 

home appliances. Only few methods such as Paatero and Lund (2006) are known where bottom-up models are 

also making use of measurement data (household load data timeseries), which decreases the amount of additional 

information required.  

The contribution and novelty of the present paper is as follows. We are presenting a novel method to synthesize 

individual household electrical load data with a sample time of 5 minutes, which is a finer resolution than known 

methods from the literature, and a requirement for accurate optimization-based load management algorithms. The 

proposed method works without the use of any other additional information except a collection of historic load 

data profiles. Specifically, no information on household appliances and inhabitants’ behavior is required. The 

individual profiles generated have a variation as observed in the training dataset. When large amounts of 

synthesized profiles are combined, the sum resembles the typical seasonal variability observed in real data. A 

variety of dwelling types in the training dataset, for example with and without photovoltaic system, battery storage, 

heat pump heating, ensures a realistic dispersion of synthesized data. 

2. Problem Formulation 

The problem considered is to develop an algorithm, which allows to construct new, original electrical load profiles 

with a high sample time. The new profiles should be different than all profiles in the training dataset, but at the 

same time, their combination has to agree with the combined training dataset. The problem is separated into two 

subproblems: (1) Data analysis: Find and extract the relevant statistical properties from the training dataset. In 

this step, the total daily energy (TDE) consumed is considered, which is known to exhibit a seasonal variation that 

has to be captured by the algorithm. (2) Data synthesis: use the discovered statistical properties to synthesize new 

data of household load consumption TDE. As part of this step, the new TDE profiles have to be merged with high 

resolution data to obtain the required 5 minute sample time signals.  
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3. Measurement Data 

The data used in the present paper has been collected over five years by owners of photovoltaic systems with 

battery storage in the region of Upper Austria in the course of the accompanying research of a funding programme. 

The measurement data was received from the hybrid inverters which, in order to control the battery power in 

accordance with the consumption, are always equipped with an energy meter. This metering device is installed 

directly next to the meter of the power supply company such that both measure precisely the same values. Most 

inverters provide the power values in mean values with a temporal resolution of 5 minutes, however up to 15 

minutes resolution was accepted. The various power measurement channels are shown in Fig. 1, though only PL 

has been used in this analysis. The size of the households differed between two-person households to farmhouses 

where three generations are living, however single-family homes presented the largest proportion. The age and 

number of residents was diverse as well. The range varied from singles and young couples over families with 3 

generations to older couples. In total, 191 houses monitored over 5 years resulted in 348.766 available days of 

load traces for analysis. 

   

Fig. 1: Measurement data configuration 

During this extensive period of measurement some issues regarding data quality arose. Aside from simply missing 

values, false values represented a major concern. Fortunately, most of the false values could be traced back to 

miscalculations in the raw data obtained from some inverters. These errors appear only in a limited time range. 

Datasets with more than 20 % of missing or false data have been removed from the evaluations, resulting in a 

dataset containing 115 households for further analysis as described below. 

4. Methods 

In this section the analysis of the total daily energy (TDE) profiles to derive at the characteristic values required 

for synthesis of new TDE profiles is described. The new TDE profiles are then used to construct high resolution 

load profiles. 

 

4.1 Analysis of TDE profiles 

From the dataset as described in chapter 3, 𝑛ℎ = 115 power consumption traces with a sample time of Δ𝑇 = 5 

minutes are available which will be denoted with 𝑃(ℎ, 𝑘) with the discrete time index 𝑘 = 𝑛 ∆𝑇, 𝑛 ∈ ℕ and ℎ 

denoting the household index, ℎ = {1,2, … 𝑛ℎ}. From this, the TDE is derived for every household by simply 

summing up 𝑃(ℎ, 𝑘) for single days. The TDE is denoted as 𝐸𝑇𝐷(ℎ, 𝑑) where 𝑑 is again a discrete time index and 

represents the day of the year, 𝑑 = 1, 2, 𝑛𝑑. (For simplicity of exposition we are assuming only years with 365 

days, i.e., without leap days.) The TDE signals are then normalized by subtracting the mean and dividing by the 

standard deviation to arrive at zero mean, unit variance signals denoted with 𝐸𝑇𝐷𝑁(ℎ, 𝑑). From those normalized 

signals, a seasonal variability signal 𝑠𝑉 is derived by taking the mean value across all years and households, and 

applying a moving average filter of window length 40. This length was empirically found to result in a good trade-

off between sufficient data smoothing and preserving the main characteristics in the data. The seasonal variability 

𝑠𝑉 is shown graphically in Fig. 2: the bold line represents the filtered signal while the thinner line is the mean 

value without any filtering. 

The main algorithm for TDE characterization performs the following operations for every household ℎ separately: 
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• Compute the individual deviation from a household from the seasonal variability, 𝑒1 = 𝑠𝑉 − 𝐸𝑇𝐷𝑁, and 

take the average �̅�1 with respect to all available years of data. 

• Remove the outliers from �̅�1, based on the 25th (𝑞25) and 75th (𝑞75) quantile. A datapoint is classified as 

outlier if it is larger than 𝑞75 + 1.5(𝑞75 − 𝑞25) or smaller than 𝑞25 − 1.5(𝑞75 − 𝑞25). The signal without 

outliers is called �̅�1𝑂𝑅. 

• Filter the signal 𝑒1̅𝑂𝑅with a moving average filter of window length 14 to obtain �̅�1𝑂𝑅𝐹 . 

• Compute the second level deviation from the typical household seasonal deviation, 𝑒2 = �̅�1𝑂𝑅𝐹 − �̅�1𝑂𝑅 

• Fit a normal distribution 𝒩(𝜇, 𝜎) to the signal 𝑒2 to obtain the two characteristic parameters 𝜇 

(expectation) and 𝜎 (standard variation). 

The moving average filter length was again found empirically to provide a reasonable data smoothing. Note that 

by performing the computations for all households, 𝑛ℎ different values 𝜇(ℎ) and 𝜎(ℎ) are obtained. In a final 

step, two Burr distributions are fitted to those data. The probability density function (PDF) of the Burr distribution 

is given by (eq. 1) and depends on the three characteristic parameters 𝛼, 𝑐, 𝜅. 

 (eq. 1) 

As a result of the TDE profile analysis, two sets of those characteristic values were obtained, for the distribution 

𝑓𝐵(𝜇) of 𝜇(ℎ) and 𝑓𝐵(𝜎) of 𝜎(ℎ). The main reason for choosing a Burr distribution was that it provides the closest 

fit to the data among all the tested PDFs available (The Mathworks Inc., 2021), see also Fig. 6. 

 

4.2 Synthesis of new TDE profiles 

The algorithm for synthesis of a new TDE profile follows the steps listed below 

• Draw a pair of random values (𝜇∗, 𝜎∗) from the distribution 𝑓𝐵(𝜇) and from 𝑓𝐵(𝜎) 

• Construct a normal distribution 𝒩(𝜇∗, 𝜎∗) and draw a random sequence 𝑟 of length 365 from it. This 

sequence is a substitute for 𝑒2 with embedded statistical properties of the training dataset. 

• Synthesize a new TDE sequence 𝐸𝑇𝐷𝑁
𝑆 = 𝑠𝑉 − �̅�1𝑂𝑅𝐹(ℎ∗) − 𝑟 by choosing a deviation �̅�1𝑂𝑅𝐹  from a 

specific (random) household ℎ = ℎ∗ as seed.  

• Undo the normalization by multiplying with a standard deviation within the limits as observed in 

𝐸𝑇𝐷(ℎ∗, 𝑑) and adding a mean value within the limits as observed in 𝐸𝑇𝐷(ℎ∗, 𝑑) to obtain the sequence 

𝐸𝑇𝐷
𝑆 . 

When this algorithm is used multiple times, an entirely new dataset of individual TDE sequences is constructed, 

from which in turn a seasonal variability can be computed in the same was as described above for the initial 

measurement dataset. The seasonal variability of such a new dataset is shown in Fig. 2 where again the bold red 

line is the result of a moving average filter applied to the thin red line.  

 

4.3 Synthesis of new high resolution load profiles 

A synthesized TDE signal 𝐸𝑇𝐷
𝑆  from the algorithm in section 4.2 describes the total daily energy consumption for 

a (virtually constructed) household, from which power signals with a sample time Δ𝑇 will be constructed next. 

To do so, for every single day 𝑑 = 𝑑∗ in the sequence 𝐸𝑇𝐷
𝑆 , a day 𝑑 = 𝑑′ with a similar TDE is looked up in the 

original load dataset 𝐸(ℎ∗, 𝑑). The variable ℎ∗ denotes the seed as used in the algorithm in section 4.2. The check 

for similarity is done by searching for similar TDE values within a ±5 % interval and randomly choosing one of 

the candidates within this interval. In case the similarity search is not successful, the closest match is chosen and 

the data scaled to obtain the desired TDE. Then, the consumption profile of that day 𝑑′ is used as power 

consumption on the day 𝑑∗ in the new sequence. 
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5. Results and Discussion 

As described in the Methods section, a seasonal variability 𝑠𝑉 is computed for the original measurement dataset 

and for a newly generated synthetic dataset. The two profiles are compared against each other in Fig. 2 where the 

bold lines are filtered versions of the tinner lines. The results shown in the figure were constructed with 𝑛ℎ = 115 

households for both datasets. In general, a very good agreement between the two profiles is observed indicating 

that the synthesized load profiles resemble the statistical properties of the measurement dataset. It is of interest to 

note that the signals are slightly higher at the end of December compared to the beginning of January which 

reflects the general trend of increased electricity consumption of the society as a whole. 

As far as the individual TDE profiles are concerned, Fig. 3 shows two examples of 𝐸𝑇𝐷 for two different houses 

(ℎ = 1 for the top and ℎ = 35 for the bottom panel) from the measurement dataset on the left. On the right side, 

two synthetic profiles 𝐸𝑇𝐷
𝑆  based on the very same houses are shown. That is, in the 3rd step of the synthesis 

algorithm stated above, ℎ∗ is 1 in the top panel and 35 in the bottom panel. Even if both signals (top left and top 

right) are based on the same sequence �̅�1𝑂𝑅𝐹(1) they are significantly different from each other as can be seen in 

the figure. The same statement can be made for the bottom two sub-figures based on 𝑒1̅𝑂𝑅𝐹(35) and in fact for all 

𝑛ℎ = 115 dwellings considered. 

 

Fig. 2: Seasonal variability of the total daily energy for the measured data (black) and synthesized data (red) 

 

  

Fig. 3: TDE profiles of two dwellings (measured, left) and synthetic profiles (right) 

In Fig. 4, two high resolution electrical load profiles are shown over a timespan of one year. While the top panel 

displays measured data, the bottom panel shows the result when applying the synthesis strategy described in 

section 4.3. Again, both signals rely on the same seed �̅�1𝑂𝑅𝐹(ℎ). A closer look at the signals, focusing on the 
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month March in Fig. 5, reveals that the synthesized signal at the bottom follows a similar and realistic pattern of 

nighttime consumption and daytime peaks as the measured data. 

To motivate the computations done in steps 3 and 4 of the analysis algorithm stated in section 4.1, consider first 

the graph shown in Fig. 6 on the left which displays the autocorrelation function of the second level deviations 𝑒2 

for the first 20 households. The general shape is close to a white noise random signal with a significant peak only 

at zero lag. This indicates that there is no more information to be extracted from the data and a probability density 

function can be fitted as done in step 5 of the algorithm. A detailed look at the autocorrelation functions reveals 

peaks at lags of 7, 14, and 21 which is in correspondence with the well-known fact of a weekly dependence of the 

load profiles. Those peaks are, however, below a threshold level of 0.2. The right graphic in Fig. 6 shows the 

histograms of the parameters 𝜇 and 𝜎 estimated in the final step of the analysis algorithm. The red lines are 

showing the PDF of the Burr distribution fitted to the histograms. The PDF 𝑓𝐵(𝜇) is given by the parameters 𝛼 =

0.5, 𝑐 = 280, 𝜅 = 1.36 and the PDF 𝑓𝐵(𝜎) by 𝛼 = 0.33, 𝑐 = 12.9, 𝜅 = 0.48. 

 

 

Fig. 4: Power signals 𝑷(𝒉 = 𝟏, 𝒌) (measured, top) and synthesized power signal (bottom) 

 

Fig. 5: Detail of Fig. 4 focusing on March: measurement (top), synthesized data (bottom) 
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Fig. 6: Second level deviations 𝒆𝟐 (left) and fitted Burr distributions on 𝝁(𝒉) and 𝝈(𝒉) (right) 

6. Conclusion 

A method to generate synthetic load profiles with a sample time of 5 minutes was presented. The method relies 

on a measurement dataset of 115 households over 5 years. It was shown that the synthesized datafiles as a whole 

possess a comparable seasonal variability as the original data while the individual traces are sufficiently diverse. 

Also on a smaller timescale, the synthesized data has similar patterns as the measurement data, for example day-

night consumption changes.  

The proposed method for generation of load profiles is well suited for defining individual load profiles of large 

residential areas in large-scale energy system simulation models. It is also well suited to generate load profiles 

over an extended time horizon of multiple years since the statistically learned seasonal variation inherently grows 

over time reflecting the general rise in energy consumption. 

The generated load data are, however, not particularly suited for training load prediction algorithms. This is 

because as stated in section 4.3, on a short timeframe, the new and the original signal are identical, although it is 

a-priori unknown at which point in time this will be the case. A prediction algorithm could learn the patterns of 

this short timeframes in the data and correctly forecast them when they are recognized. Such a prediction would 

be impossible in a real-time environment using measurement data.  
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Abstract  

Building Information Modeling (BIM) is a promising method for energy analysis applications. Early and integral 

planning of a building's energy system with the BIM method results in many advantages with regard to the use of 

renewable energy sources such as solar energy because of available rich 3D building model. However, there are 

many limitations in using BIM for energy analysis. Almost all known stand-alone simulation programs are not 

compatible with the established BIM-based data formats. In addition, the available BIM-based object models of solar 

energy components like photovoltaic (PV) and solar thermal (ST) are neither standardly nor completely 

parameterized. For photovoltaic thermal systems (PVT), they make no contribution at all. Furthermore, the BIM 

method has so far mainly been used for the planning process. This paper presents two approaches for the use of the 

BIM method for the simulation and monitoring of PVT-systems. First of all, a parameterization for a PVT-system 

was developed based on several existing standards and approaches. In order to transfer the necessary parameters 

from the BIM-model to the simulation program TRNSYS automatically, a python intermediate tool was developed 

and validated. In order to use the BIM method in the operation phase for monitoring a facade integrated PVT-system, 

a BIM-model of an existing real laboratory with its PVT-facade was developed. It was further used to set up a mockup 

digital twin for monitoring in a Common Data Environment (CDE). This enables the display of thermal as well as 

electrical yield and the comparison with the simulation data, facilitating the identification of possible malfunctions 

and ensuring efficient system operation. 

Keywords: BIM, IFC, PV thermal, TRNSYS, Digitalization, Monitoring 

1. Introduction 

Building Information Modeling (BIM) has become established as one of the generic terms for digitization in the 

value chain of designing, building and operating structures. With the BIM method, all lifecycle-relevant information 

of a building can be recorded, managed and exchanged in a centralized, model-based, digital and consistent manner 

for optimal transparent communication between the participants (architects, planners, assemblers, operators, etc.)  

involved in the various construction project phases (see Fig 1). 

All building-related data can be stored in a Common Data Environment (CDE) and are thus accessible to all project 

participants at any time. Computer-based filtering and evaluation combined with the aspect of visualization helps in 

focusing and guiding. 

Since BIM tends to be used in the planning phase nowadays, there is further potential to explore its application during 

the operation phase. Especially in the field of solar energy, the application of the BIM method is currently still a 

research topic. With reference to the operation phase this method is very promising.   

With BIM for example an early integral design of the building with its energy supply system is possible in the 

planning phase. The information-rich 3D modeling of a building and its surroundings (shading) is also beneficial in 

terms of solar energy yield prediction. Thus, renewable energy and solar energy in particular can be better and thus 

more often taken into consideration in building design. Some companies like BIMobject (BIMobject 2021) or 

Bimetica (Bimetica 2021), the National BIM Library (NBS 2021) as well as some component manufacturers already 

provide BIM objects (3D model objects) with extensive parameters including aesthetic properties for their products, 

such as PV modules and ST collectors.  
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Fig 1: Building Information Modeling (BIM), the networking of processes and of project participants 

 

In addition, useful manufacturer information such as warranty information and maintenance instructions can be 

integrated into the BIM objects and thus increase the attractiveness of the products and contribute to their better 

operation. As part of a BIM-based monitoring approach for the operation of solar technologies, actual measured data 

can be compared with set data. The set data may result somewhat from the design or manufacturer specifications. If 

there is an unexpected deviation, the simulation data will be used for comparison. In the event of a deviation which 

is higher than a predefined limit in monitoring data, the malfunction (for example a defective module or collector) 

can be identified at an early stage and, if necessary, a repair or replacement can be undertaken. In the event of a repair 

or a replacement the BIM-model will be updated to display the actual as-is state. 

In the event of the dismantling of a solar system, the creation of cost and time schedules can be facilitated analogously 

to the installation thanks to the BIM-based approach. Necessary information on the recyclability of the dismantled 

components can be stored in the BIM-model of the construction project. Basically, all lifecycle-relevant information 

of a construction project can be stored in a BIM-model. 

For the data exchange of BIM-models a variety of possibilities exists. Most prominent are the Industry Foundation 

Classes (IFC), which allow an open data exchange. IFC is a vendor-neutral open source data format established 

worldwide as an ISO standard, which fundamentally enables collaboration in BIM projects between several 

participants and thus between different software. This data schema has been developed by buildingSMART 

(buildingSMART 2021), the international competence network for the digital design, construction and operation of 

buildings. The main task of this non-profit organization is the further development and standardization of open 

information exchange in BIM projects and the definition and standardization of corresponding work processes. The 

current IFC Version is IFC 4 and was published under ISO 16739-1:2018. Even though IFC 4 is more extensive, the 

older IFC Version 2x3 is still heavily used in the construction industry. IFC enables the object-oriented description 

of a construction project. A single IFC object contains diverse information about the attributes, properties, geometry, 

relationships and interactions. Fig 2 shows the BIM-model of the real laboratory Danish Pavilion in the (BIMPV 

2023) Project. Furthermore, the basic hierarchy in a building project in the IFC standard and a schematic 

representation of a PVT as an IFC object instance of the "IfcSolarDevice" class (IfcSolarDevice 2019) is shown 

together with an excerpt of possible information. 

Another possibility for the exchange of BIM-Models is the open source data format gbXML, which was developed 

by Green Building specifically for simulation or analysis tools (Green Building). Green Building is a non-profit 

organization, which contributes to support architects, engineers and energy modelers in designing energy efficient 

buildings.  
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Fig 2: IFC model of the Danish Pavilion laboratory in Hanover in the BIMPV project with a schematic representation of an IFC 

object of a PVT collector 

 

Designing an energy system for a building is costly and is usually postponed until the last phase of building design. 

The application of the BIM method supports the design of energy supply systems because the necessary data can be 

provided in a digital format in an early project stage. However, there are several challenges in this regard that still 

need to be addressed: 

- The BIM objects generally available do not contain all the required data for energy simulations, especially for 

HVAC components properties such as thermophysical material properties (Cormier et al. 2011). Therefore, data 

extension via external files is required.  

- Most available and usable standalone energy simulation software e.g. Polysun, TRNSYS, Matlab, Dymola, 

EnergyPlus and SIM VICUS are compatible  neither with IFC nor with gbXML. Therefore, an (intermediate) 

tool must be used to connect a BIM model such as SketchUp (Soft 2021), OpenStudio, eveBIM (eveBIM 2021), 

etc.  

- Data exchange through available intermediate tools (interfaces) is limited, e.g. for HVAC components and for 

thermal zone mapping (Cormier et al. 2011).  

- New approaches and appropriate BIM-based object models are needed for innovative components, e.g., 

building-integrated (BI) solar technologies (PV, ST, and PVT). 

In this study, a parametrization for an uncovered PVT was developed based on standards. Then the proposed IFC 

object model was built with the developed parametrization with FreeCAD. To transfer the necessary parameters 

from the BIM-model (IFC object model) into TRNSYS automatically, a python intermediate tool was developed 

and validated. To use the BIM method in the operation phase for monitoring a facade-integrated PVT, a BIM-

model of a Danish Pavilion in Hanover was developed in the BIM authoring software Revit. 

This paper is organized as follows: Section 2 gives a short review of the BIM data formats IFC and gbXML as well 

as the compatibility between the BIM-based data format and the building energy performance simulation software. 

Section 3 proposes a new parameterization for a PVT-IFC object model. Furthermore, a newly developed python 

intermediate tool is outlined between IFC and the simulation program TRNSYS. Moreover, a new case study is 

described using the BIM method in the operation stage of a PVT-facade. Resulting conclusions are drawn in the final 

section. 

2. State of the art 

In this section, the current status of the IFC and gbXML data exchange formats and the compatibility as well as the 

developed intermediate tools between the data exchange formats and energy simulation programs are presented. The 

Chapter concludes by presenting approaches for representing solar thermal collectors in BIM-based data formats. 

2.1 BIM data formats IFC and gbXML  
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IFC and gbXML are open data schemas for describing building information models. Both are used internationally, 

but only the IFC format is defined as standard. While gbXML is mainly used for energy simulation, IFC is suitable 

for application over the life cycle of a construction project. 

IFC is fundamentally more comprehensive and generically structured than gbXML (Maile et al. 2020). Regarding 

the use for energy simulation, a large number of properties (especially material properties or building object 

properties) are already defined in the IFC format (Hilaire et al. 2015). However, to date, the IFC schema does not 

support the mapping of all HVAC components, which is a major limitation for its use in energy simulation (El Asmi 

et al. 2015). It does not focus only on the energy domain in the main specification and does not directly define 

information exchange requirements specific to different project phases and between different actors and software 

applications (Maile et al. 2020). The latter weakness was recognized by buildingSMART, who developed the Model 

View Definitions (MVD) for this purpose (Maile et al. 2020). A MVD allows certain filter presets for IFC export of 

specific data from a BIM-model. The gbXML, on the other hand, is less complex and focuses on the characteristics 

of the building objects related to energy simulations. It allows easy inclusion of additional information for energy 

analysis and is fundamentally supported by many BIM, energy, and web-based tools (Maile et al. 2020). However, 

gbXML uses centerline theory when calculating building volume instead of using true 3D placement of space 

boundaries as is the case for IFC (Maile et al. 2020). This leads to errors in the volume calculation of a thermal zone 

or building. BuildingSMART and Green Building provide numerous IFC as well as gbXML classes (object models). 

For the representation of solar thermal collectors or PV modules there is an old class "IfcEnergyConversionDevice" 

in IFC 2x3 and a new class "IfcSolarDevice" in the IFC4 format (IfcSolarDevice 2019). In contrast, gbXML does 

not have a class for solar thermal collectors or PV modules. 

2.2 BIM data formats and simulation programs 

The buildingSMART website provides a list of all IFC-compatible software available on the market for a variety of 

architectural, engineering, and construction software. There are only two building energy performance simulation 

tools (BEPS) in the list: IDA ICE (version 4), developed by the Swedish company Equa Simulation, and RIUSKA 

(version 4.4.7), developed by the Finnish company Granlund Oy. These are IFC-compatible simulation software that 

support the automated import of building object geometries.  

The basic model of a BIM-model is made in so-called BIM authoring software. Common commercial products are 

for example Autodesk Revit, ArchiCAD or SketchUp. For the direct modification and 3D visualization of an IFC 

object model, there are also a number of free open source software, e.g. the usBIMviewer+ software (ACCA 2021) 

from the Italian company ACCA Software and the 3D modeling software FreeCAD (FreeCAD 2022).  

Tab. 1 shows the compatibility between IFC and gbXML data exchange formats with the most commonly used 

BEPS. Two main criteria are considered in the table: 

- The possibility of reading/importing the IFC and gbXML data format. 

- The possibility of storing/exporting the simulation results (outputs) in BIM format. 

Furthermore, the possible need is specified for an additional intermediate tool for data transfer. The data read or 

stored back from IFC or gbXML files are geometry and specific HVAC data. 

The French research center CSTB has recently developed the eveBIM (eveBIM 2021) tool. eveBIM can visualize 

and edit IFC files. CSTB has also developed an intermediate tool (plug-in) for eveBIM to connect it with the BEPS, 

TRNSYS and EnergyPlus. This intermediate tool allows both building geometric (thermal zones) and HVAC data to 

be transferred from a BIM model (IFC object model) to TRNSYS as well as EnergyPlus. However, this intermediate 

tool is currently no longer supported. 

Moreover, there are many approaches in which the geometry was transferred from a BIM-model into TRNSYS using 

different intermediate tools such as SketchUp and IFC4javatoolbox, from the JAVA tool developer APSTEX (Apstex 

2021). Additional tools as intermediate tools such as ArchiCAD were used between IFC files (geometry and HVAC 

data) and gbXML files (geometry data only) and EnergyPlus. The commercial and widely used energy performance 

simulation program Polysun has a BIM plug-in for importing an input file (importing load profiles in Excel format) 

from a data base connected to a CDE. However, Polysun is not compatible with either IFC or gbXML and, to date, 

does not have any intermediate tools (Vela Solaris 2021). An intermediate tool based on the Python library 

IfcOpenShell (Krijnen 2022) was developed for Modelica to transfer geometry and HVAC data from an IFC file. 

The open-source simulation program SIM VICUS, developed by the Institute of Building Climatology at the 

Technical University of Dresden, has an IFC plugin in the development phase. However, this is only used to transfer 

geometry data. 
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Tab. 1: Compatibility between BEPS and BIM data exchange formats IFC and gbXML 

 TRNSYS IDA ICE EnergyPlus Modelica PolySun SIM Vicus 

Import IFC 

Intermediate 

tool* 

Geometry 

& HVAC 

Geometry 

Intermediate 

tool* 

Geometry 

& HVAC 

Intermediate 

tool *** 

Geometry 

& HVAC 

- 

Geometry 

(Development 

stage) 

Import 

gbXML 
- - 

Intermediate 

tool ** 

Geometry 

- - - 

Export IFC - Geometry - - - - 

Export 

gbXML 
- - - - - - 

*eveBIM    **ArchiCAD   ***Python tool 

 

So far, only IDA ICE can store the simulation results back in an IFC file (e.g. for an optimization). For the gbXML 

format there is an intermediate tool just for EnergyPlus. However, a storage of the simulation results in gbXML 

format is not possible to date. 

A review of the literature shows, that BIM-based design, installation, and operation of HVAC components can save 

time and money, however still have many limitations. Some of the existing limitations are summarized here: 

- Some HVAC components, such as PV modules or ST collectors, do not have specific classes in the IFC2x3 or 

gbXML schema (Hilaire et al. 2015; Green Building). Certainly, there is an IFC object for PV as well as ST in 

IFC4. 

- The available IFC as well as gbXML objects lack some required parameters and the description of the thermal 

zones of a building is not always possible (Andriamamonjy et al. 2018; Hilaire et al. 2015).  

- Loss of information when exporting data via IFC format (Andriamamonjy et al. 2018). 

- In multidisciplinary fields, as in the case of solar building envelopes, a clear definition of information categories 

(e.g., development stage or Level of Development (LOD)) should be adapted and standardized in the main 

phases of the process (BIPVBOOST 2019). 

- The data transfer between BIM and BEPS is still limited especially for HVAC components. 

2.3 BIM Method in PV and ST  

The design and virtual optimization of technical components in BIM-based planning enables efficient and error-free 

actual construction and operation. 

Few studies have been published on BIM-based energy simulation for technical systems and specifically for PV and 

ST. Different approaches on BIM-based solar collector (ST) models can be found in the literature. 

The tool developed by Castro and Alvarado (2017) allows the integration of solar thermal systems by determining 

the thermal yield according to the roof pitch and orientation in the design phase of buildings. No information was 

given about the validation of the planning process. Robert et al. (2014) developed an interface between BIM, eveBIM 

and TRNSYS software and EnergyPlus. The approach developed could be used in BIM-based energy simulation for 

planning. In order to validate the approach developed, a building with a solar thermal system was represented as a 

BIM model and a derived IFC file was used as the input basis for the simulation.  

Almost all recent studies were conceived for using the BIM method for the planning of the PV or ST. 

3. BIM use cases: simulation and monitoring of PVT-systems 

In the last two chapters different examples for the use of BIM-models for photovoltaic and solar thermal system 

simulations will be presented. The upcoming chapters introduce a BIM-based approach for the simulation and 
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monitoring of BIPV- and BIPVT-systems. The approach is currently under development as part of the BIMPV 

collaborative project. The BIMPV project tackles the lack of acceptance of BIPV(T)-systems through a lifecycle 

oriented use of BIM methods. For this purpose, a variety of BIM use cases have been developed. In this paper are 

illustrated excerpts from the BIM uses developed of “yield simulation “and “yield monitoring “. 

As already stated in chapter 1 a BIM-based approach for the yield simulation of PV(T)-systems offers a range of 

advantages. In the BIM use example of „yield simulation “the digital representation of a BIPV(T)-system forms the 

base for a BIM-based yield simulation. The digital portrayal of the BIPV(T)-system, its surroundings and the given 

location through georeferencing of the BIM-model supply essential geometric information. Furthermore, deposited 

semantic information e.g. the module’s efficiency can easily be retrieved and used for the simulation.  

The „yield monitoring “use case is situated in the operation lifecycle phase of a BIPV(T)-system. By combining the 

BIM-model with live monitoring data, a digital twin of the system is created. For the display of the digital twin a 

suitable CDE is recommended. As part of the BIMPV project a CDE is developed with further capabilities for coping 

with the necessities of digital twins of BIPV(T)-systems. 

For the adequate application of the BIM use cases presented, the BIM-models (PVT BIM-model) need to be 

parameterized with corresponding semantic information. In addition, an intermediate tool is needed to transfer the 

necessary information from the BIM-model (IFC object model) into TRNSYS and to transfer the simulation results 

into the BIM-model. In the next chapters a proposed approach for the necessary parameterization use cases and a 

prototypical tool developed for the realization of the BIM use cases is introduced. Finally, the potentials of a CDE 

as a monitoring platform are presented. For this purpose, a mockup digital twin was created on the CDE. 

 

3.1 Own parameterization of PVT  

In this paper, a parameterization for an uncovered PVT BIM-model is proposed based on VDI 3805 sheet 19 (VDI 

3805), IEA SHC Task 60 (Kramer 2020), buildingSMART and BIPVBOOST (BIPVBOOST 2019). First, a BIM-

model of a ST collector was obtained from the website (BIMobject 2021) as an IFC file and extended with semantic 

information using the software FreeCAD. 

The guideline VDI 3805 specifies the general product data and the associated data structure for HVAC products. 

Sheet 19 contains a parameterization for the digital product data exchange for thermal solar collectors. Based on 

previous work, the parameterization of a PVT can be subdivided into the following property sets: Generic, 

Manufacturer, Warranty, Safety, Certificate, Environmental data, Optical specifications, Installation, Location, 

Geometry, Mechanical, Material, Thermal specifications, Electrical specifications and Economic data. 

Regarding the Generic data, it contains information such as the area of application and the ID of the module as well 

as the ID of the string. Information about the manufacturer such as name, address and article number is included in 

the Manufacturer data. Information about the warranty like start as well as end date and content is included in the 

Warranty. Some information about safety like fire reaction class is included in Safety. Important information about 

certification like the institute that performed the test and the test flag is to be found under Certificate. Parameterization 

related to the environment like total primary energy consumption per unit as well as hazardous waste are considered 

in the Environmental data. The Optical specifications include parameters like the solar absorptance and solar 

refraction. Under the Installation category, a lot of parameters such as position (e.g. vertical), the type of installation 

(e.g. in-roof), collector orientation as well as inclination and the number of collectors are considered. Regarding the 

location of the project, there is information such as the coordinates as well as the height and the local hemispherical 

solar radiation (for the planning) aggregated in the Location category. The area of the collector, the length, width, 

thickness and other parameters like the volume are considered in the Geometry data. As Mechanical specifications, 

the total mass, the pressure of the heat transfer medium, among other things, are considered. Under the Material there 

is the possibility to add the material data such as the name as well as properties for each component layer like 

insulation or glass. The Thermal specifications contain the usual performance parameters such as conversion factor 

and heat transfer coefficient, the temperature- and wind-dependent heat transfer coefficient, the effective heat 

capacity and the minimum as well as the nominal volume flow. The Thermal specifications were taken from the VDI 

3805 as well as from task 60 (under the steady-state test method for unglazed liquid heating collectors). Electrical 

parameterization such as maximum power voltage as well as current and the module efficiency is included in the 

electrical specifications. The electrical specifications were taken from project (BIPVBOOST 2019) as well as from 

IEA SHC task 60 (effective solar cell model). Parameters like economic efficiency (costs per m²) are considered in 

the Economic data group. 
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3.2 Development of a Python intermediate tool between IFC format and TRNSYS  

Common design software in the construction world already has interfaces for BIM-related data exchange formats 

(e.g. IFC and BCF). On the other hand, building energy performance simulation programs (BEPS), such as TRNSYS, 

EnergyPlus, Polysun and Modelica, have compatibility issues with BIM-based models as a starting point (see Tab. 

1). For this, interfaces and reliable connection methods between energy simulation software and BIM-models have 

to be developed and validated. 

For data transfer between the BIM-model (IFC) and TRNSYS Robert et al. (2014) developed an approach for an 

interface between TRNSYS as well as EnergyPlus and the BIM software eveBIM. Using eveBIM, the IFC file was 

visualized and processed. This approach was validated with a use case that included the building geometry (building 

envelope) and a solar domestic hot water system (HVAC). With reference to the use case described, this approach 

showed a good correspodence between the values simulated in TRNSYS as standalone software and the use of the 

coupling results (IFC file - eveBIM - TRNSYS). However, this approach requires a large effort to implement the 

system. In other studies, an Input Data File (IDF) containing building specifications is created with various software 

such as SketchUp and passed to TRNSYS like Cormier et al. (2011). 

The interface between eveBIM and TRNSYS is no longer supported. The approach with IDF generation is just for 

building geometries and not for HVAC components. Furthermore, due to data loss and errors in generating the IDF 

file, a second tool was needed. In addition, some missing objects were added manually. The required parameters of 

the HVAC components were also added manually. 

Based on the literature research conducted and on the analysis of the existing deficits, a Python-based intermediate 

tool for the integration of an IFC object model into TRNSYS has been developed within the scope of this study. For 

this reason, the free open-source Python library IfcOpenShell (Krijnen 2022) for reading and editing IFC files was 

used.  

The intermediate tool developed is used to obtain the relevant parameters of an IFC object file of PVT modules, to 

analyze them, to check whether all the parameters required for TRNSYS simulation are available or not, to filter 

them and to transfer them to TRNSYS (see Fig 3). The TRNSYS PV-thermal model (type 203), developed by the 

Institute for Solar Energy Research in Hamelin (ISFH), is a model for uncovered liquid cooled PVT that is based on 

the combination of the parameters resulting from standard thermal and electrical performance measurement data 

(Stegmann et al.). 

 

 

Fig 3: Schematic representation of the IFC-based Python interface between a CDE and TRNSYS 

 

After that the tool generates a backup copy from the TRNSYS deck file and searches for the parameters required for 

TRNSYS simulation. It then extracts then the necessary parameters from the imported IFC file. In the next step, the 

parameters are transferred to TRNSYS and the simulation can be started. Once the simulation is finished, the selected 

results are visualized in the intermediate tool. At this step it is possible to perform a parameter variation. The 

intermediate tool is not only intended for the planning but also for the operation phase. For this purpose, the data 

measured e.g. thermal as well as electrical energy (see Fig 3) as well as the IFC file stored in a data base linked with 

the CDE can be read from the intermediate tool. The intermediate tool runs the simulation in TRNSYS and then 

imports the simulation results, compares them with the measurement results and then sends them to the data base 
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linked with the CDE. The simulation as well as the measurement results can be uploaded and visualized on the CDE 

with predefined time resolution. The intermediate tool is validated with measurement data. Moreover, the usage of 

the BIM method allows PVT plants to be optimized, flexibly monitored or maintained as needed. To date, the 

connection between the intermediate tool and the data base linked with the CDE has not yet been automated. 

So far, the interface can only read an IFC file from a single ST collector, PV or PVT module and transfer it to 

TRNSYS. As a next step, the interface will be developed in order to read an IFC file from a collector array, recognize 

the system configuration (number of strings, number of collectors in a string, etc.), perform the required calculation 

of specific parameters (e.g. area of string) and finally transfer the parameters to TRNSYS. 

 

3.3 CDE as a central base for yield monitoring and other use cases 

A CDE serves as a central communication and collaboration platform as well as a single source of truth in any BIM-

project. The main functions of a CDE cover aspects such as information exchange, collaboration, visualization, and 

quality-assurance. BIM-models, documents and collaboration-notes are exchanged over the CDE, whereby it 

provides the opportunity of exchanging various open data formats such as IFC and BCF to ensure successful project 

processing regardless of the software products used by the participants.  

 

 

Fig 4: BIM-based monitoring concept of a PVT-facade 

 

The browser-based CDE enables users to visualize the monitoring data retrieved in real time (dynamically). In 

addition, deviations from the presumed yield can be identified and the deficiency of certain modules can 

automatically be diagnosed. In the event of a real malfunction the deficient modules can easily be tracked and 

visualized through the 3D representation of the BIPV(T)-system. 

The possibilities of using a CDE as a platform in projects including PV(T) and its monitoring are various. As shown 

in Fig 4 a CDE (in this case Squirrel) displays and links the objects and their properties to an IFC-model. For the 

monitoring the assumed yield, a CDE mockup was built, that allows the import of PVT simulation and measurement 

data. This platform highlights deviations in actual yields from forecast values that exceed a predefined tolerance 

level. All objects with strong deviations are colored red to enable a clear evaluability and thus a practicable operation 

of the PVT-system can be guaranteed. Further BIM-model-based use cases can be performed in similar ways. The 

CDE offers added value in the ability to connect data of various types and sources as well as provide and connect 

them in a handy way for evaluation and further use for any stakeholders. 
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4. Summary and outlook 

Building Information Modeling is a very promising method for energy analysis applications. It improves the 

collaboration and data exchange between the stakeholders involved in the whole construction process. It can be used 

for the design, manufacture, installation, operation and dismantling phases. In energy analysis, BIM methods can 

reduce errors caused by data loss, manual data transfer or model duplication, and in this way save time and costs. 

With the help of the BIM method, the specific planning of a building's energy system can be carried out more 

efficiently thanks to a larger amount of available information, which reduces the need for assumptions. Early and 

integral planning results in many advantages with regard to the use of renewable energy sources such as solar energy.  

However, there are many limitations in using the BIM method for energy analysis. Almost all known stand-alone 

simulation programs such as TRNSYS or EnergyPlus are not compatible with the established BIM-based data 

formats, IFC and gbXML. In addition, the available IFC object model of the solar energy components like PV or ST 

are neither standardly nor completely parameterized. Furthermore, the use of the BIM method is so far limited to the 

planning process so far because of its complexity.   

In this study a parametrization for an uncovered PVT was developed based on standards such as VDI 3805, IEA 

SHC task 60 and buildingSMART. Then the proposed IFC object model was built with the parameterization 

developed with FreeCAD. In order to transfer the necessary parameters from the BIM-model (IFC object model) into 

TRNSYS automatically, a python intermediate tool was developed and validated. This tool can start the simulation, 

visualize the simulation results, compare them with the measurement data exported and send them to the CDE. 

In order to use the BIM method in the operation phase for monitoring a facade-integrated PVT, a BIM-model of a 

Danish Pavilion in Hanover was developed in the BIM authoring software Revit. The BIM-model was further used 

to create a mockup digital twin for monitoring the PVT-facade in the CDE. The CDE permits the display of the 

measured thermal as well as electrical yield of the PVT. Moreover, the measured data is compared with the simulation 

data and the deviation is used for monitoring of the PVT-facade. If the deviation between the measured and simulated 

data is higher than allowed, then the affected PVT-string is marked in red. In this event, the person responsible will 

be asked to check the strings. 

As a further development of the intermediate tool, parameters of entire PVT fields should be transferred from an IFC 

file to TRNSYS. In this way, a solar plant can be monitored during the operating phase and adjusted or optimized if 

necessary. If, based on simulation results or from the comparison between measurement and simulation results, the 

need to change the IFC file on the CDE (areas, performance parameters, etc.) arises, this change can be made with 

the interface developed. 
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Abstract 

In this work, we model the power output (a.k.a., energy yield output) of three photovoltaic (PV) cell technologies 
using statistical learning tools and compare their performance efficiency under real-field conditions. We introduce 
and train regression models to elucidate the relationship between irradiance and energy yield output. The training 
is performed on historical records obtained from an adverse-for-solar-panels location and a long period of time. 
We use standard and robust estimation approaches to compute  the model’s parameters. We explored various 
families of predictive models and found that the best-performing model includes an intraday variability factor. 
We then applied residual error analysis and related the models’ coefficient with the efficiency of the solar cells. 
Our analysis showed that the efficiency decreases over time, and each PV technology has a different rate of 
deterioration. Moreover, we observe seasonal fluctuations in the efficiency of each PV technology which we have 
quantified. The decrease in efficiency during the summer months can reach up to 40% relative to the efficiency 
during the winter months. 
 
Keywords: predictive modeling, performance evaluation, solar cell technologies comparison 

1. Introduction 
The great majority of Saudi Arabia’s landscape is located inside the sun belt resulting in a significant opportunity 
for renewable energy from solar panels (Almasoud and Gandayh 2015). However, the development of solar plants 
is quite limited, with the contribution to the national energy mix being about 0.5% for 2020. Given the high 
potential and the future need for renewable energy, this study aims to highlight the performance differences 
between various PV cell technologies and elucidate their behavior over a long period of time in the distinct 
weather conditions of Saudi Arabia. More specifically, the location of the PV solar cells for which historical 
observations are collected is the New Energy Oasis (NEO) test field near the Red Sea coast (22.30 N, 39.10 E), 
KAUST, Thuwal, Saudi Arabia. This work presents the statistical analysis and performance evaluation of three 
photovoltaic (PV) cell technologies under real operating conditions and a five-year period of observations. The 
location (KAUST, Thuwal) is a challenging place for solar panels because they often operate at temperatures far 
beyond the Standard Test Conditions (STC) and well above the range observed in most common PV installation 
locations worldwide (Katsaounis et al. 2019). The historical data consists of irradiance and energy yield (EY) 
observations which are recorded every 10 minutes. The following three technologies are tested: Aluminum Back 
Surface Field (AlBSF), Hetero Junction (HJT), and Back Contact (BC). Data cleaning and manual outlier removal 
have been applied to eliminate any kind of statistical artifact.  
The purpose of this paper is threefold: (a) to estimate the efficiency of a PV cell (e.g., reveal the performance 
over time), (b) to perform statistical comparisons between solar cell technologies, and (c) to quantify the 
deterioration of the solar cell performance over the years. Towards this purpose, we employ tools from regression 
analysis and machine learning. A single-parameter baseline regression model was used to linearly relate the EY 
output with the irradiance. Due to strong seasonal variability, the relationship between irradiance and EY is not 
stationary; therefore, the parameter estimation is performed on a monthly basis leading to a time-varying 
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coefficient. The obtained time-varying coefficient (i.e., the slope) serves as an estimate for the time-varying 
efficiency of a PV solar cell. The residual error analysis for the linear irradiance model revealed a systematic 
intraday variability of the EY output, which has also been quantified, and the best predictive model is determined 
using a k-fold cross-validation scheme. The observed temporal variation can also be attributed to the heat since 
the temperature in the afternoon (when the sun falls from its azimuth) is higher than in the morning (when the 
sun rises towards its azimuth). 
Furthermore, we employed two approaches for cell technology comparisons. The first approach is non-parametric 
and depends only on the EY output. In this direct approach, we compute the average relative EY output difference 
between the technologies using only the measurements with common timestamps. The second approach utilizes 
the baseline model between EY and irradiance, and it is parametric. We compute the slope difference only for 
the common months since the non-stationarity of the efficiency could affect the comparison results. Indeed, an 
important advantage of having a parametric model with time-varying coefficients is that we can quantify both the 
deterioration of performance over time and the variations due to seasonal factors. The EY differences between 
cell technologies were small but distinctive. The highest, on average, power output was achieved by the BC 
technology. Indicatively, BC was, on average, 5.5-5.8% more efficient than AlBSF and 2.1-3.1% more efficient 
than HJT. Interestingly, on an annual comparison, there are years that the ranking is different. The deterioration 
over time is also evident; we estimated a 6-8% annual drop in power output efficiency depending on the cell 
technology. Data also revealed that the most dramatic performance difference was observed during seasonal 
alteration. The relative efficiency drop in summer relative to winter is occasionally more than 40%, eliminating 
the gains from summer’s increased irradiance. Therefore, informed decision-making for PV installation projects 
should take into special account the temperature coefficient of the PV cells, while mitigation measures such as 
cooling may be worth considering and be financially viable. 

2. Approach and Methodology 
The available historical data consist of irradiance and EY observations from three cell technologies (AlBSF, HJT 
& BC) for the 2015-2019 calendar years. There are irradiance records for 60 months, and EY records for 33 
months (AlBSF), 48 months (HJT), and 53 (BC). We initially performed an exploratory data analysis and 
visualization. We identified a tiny percent of the records which did not follow the overall sample distributions. 
Both irradiance and EY measurements had few problematic values, which we considered outliers, and thus all 
the necessary data cleaning and preprocessing steps were applied. 

2.1. Predictive modeling and parameter estimation 
A strong correlation between the irradiance and the EY is present in the data. Indeed, their association, as 
quantified by Pearson and Spearman correlation coefficients for each architecture, is above 0.9 (see Tab. 1). 
Recall that the Pearson correlation coefficient measures the linear correlation between the two variables while 
the Spearman correlation coefficient, which is a non-parametric measure of ranking, assesses how well the two 
variables can be described using a monotonic function. The fact that both correlation measures take similar values 
implies that the relationship between irradiance and EY is predominantly linear. 
 
Tab. 1: Correlation coefficient for each of the three cell technologies using all available measurements. 

 AlBSF HJT BC 

Pearson 0.929 0.917 0.930 

Spearman 0.927 0.920 0.928 

 

Therefore, our baseline model is a single-parameter linear regression model. Letting 𝑥!  and 𝑦!	denote the i-th 
irradiance and EY output measurement, respectively, we model their association by 
 

𝑦! = 𝑐"𝑥! + 𝑧!       (eq. 1) 
 
where 𝑐" is the unknown coefficient while 𝑧!  corresponds to the residual error. We will also refer to 𝑐"  as the 
slope, and it provides an estimate for the efficiency of the PV solar cell. 
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Our preliminary analysis also showed that the relationship between irradiance and energy yield is not stationary 
over the five-year period. Indeed, it is well documented that there are both long-term but also seasonal changes 
in the efficiency of a solar cell over time (Patel 2006, Dubey et al. 2013). Therefore, it is not optimal to compare 
the architectures on the coarse annual resolution; a more refined temporal resolution is required. Motivated by 
these observations, we estimate the linear irradiance predictive model month by month. Thus, we slice the data 
on a monthly basis and compute the slope using two standard estimation methods: Ordinary Least Squares (OLS) 
and Robust Least Squares (RLS) with Huber weights (Huber and Ronchetti 2009). We employ RLS because it is 
expected to be less sensitive to outlier values.  
Additionally, we observed an almost-periodic intraday variability for the residual error of the linear model. This 
intraday variability is partially attributed to temperature differences between the morning and afternoon hours. 
We incorporate this behavior into the model with the addition of a periodic term with a period equal to one day. 
One day period corresponds to 𝑇 = 78 data points; one data point for each ten-minute interval. Therefore, the 
new model is defined as 

𝑦! = 𝑐' + 𝑐"𝑥! + ∑()*" 𝑎)𝑐𝑜𝑠	 ,
,-).!
/
- 	+ 𝑏)𝑠𝑖𝑛	 ,

,-).!
/
-	   (eq. 

2) 
 
where 𝑡! ∈ {1, . . . , 𝑇} corresponds to the time variable while K is the number of sinusoidal components to be 
determined. We also include the intercept parameter c0. 

2.2. Comparison metrics 
We deploy two approaches for comparing the three solar cell technologies. The first approach is a straightforward 
calculation of the ΕΥ difference between two technologies measured at the same time points. This “synchronous” 
comparison is required because the variability in the EY values stemming from weather or maintenance factors 
or simply the existence of missing data could affect the statistics of the quantity of interest. Moreover, we further 
reduce the noise in the data by excluding measurements with EY values below 10 Wm-2.   The second approach 
is a parametric one, which is defined via the linear irradiance model (see eq. 1),   motivated by the fact that the 
estimated correlation coefficient between irradiance and EY is above 92%, even when all records are considered. 
The linear irradiance model has only one parameter, the slope, and it is directly interpretable as the efficiency of 
the solar cell. We then compare the estimated slopes and utilize statistical testing to assess the significance of the 
differences. 

3. Results and Discussion 

Results on predictive modeling and residual error analysis, as well as the comparative results on the studied solar 
cell technologies, will be presented. 

3.1. Quantify predictive performance and perform model selection 
We determine the optimal number of sinusoids K of (eq. 2) using a standard cross-validation scheme. Tab. 2 
reports the root mean square error (RMSE) for a series of predictive models determined by the number of 
sinusoids, 𝐾. The estimation method is OLS. In the table, we highlight in bold the best-performing model for 
each year and each architecture according to the RMSE and the minimum number of parameters in the case of 
ties. Based on the table, the best model has intercept and 𝐾 = 2. Except for the months of 2015, where the mean 
RMSE is around 30 W/m2 for all architectures, the mean RMSE is around 10 W/m2 for all the remaining years. 
Moreover, it is worth noting that the intercept reduces the mean RMSE for 2015, but it does not improve the 
predictive performance in any of the other years. 
 
Tab. 2: RMSE (in W/m2) estimated on the test set of a 10-fold cross-validation and averaged over the months of each available year.  

  Year K = 0 K = 1 K = 2 K = 3 K = 4 

Intercept   Yes No Yes No Yes No Yes No Yes No 

AlBSF 2015 30.0±2.2 27.8±2.2 28.30±2.8 20.4±2.7 27.8±2.7 19.2±2.2 27.4±2.5 19.2±2.3 26.9±2.9 19.2±2.5 

2016 10.7±1.5 10.7±1.3 8.9 ± 1.7 8.9 ± 1.6 8.5 ± 1.5 8.4 ± 1.8 8.4 ± 1.6 8.5 ± 1.4 8.4 ± 1.6 8.4 ± 1.5 
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2017 11.7±2.6 11.7±2.4 10.7 ± 2.6 10.7±3.2 10.4±2.6 10.4±2.5 10.4±2.8 10.2±2.8 10.4±2.9 10.4±2.8 

2018 9.8 ± 1.3 9.7 ± 1.3 8.4 ± 1.4 8.3 ± 1.6 8.1 ± 1.6 8.1 ± 1.5 8.1 ± 1.4 8.1 ± 1.4 8.1 ± 1.5 8.1 ± 1.6 

2019 9.6 ± 2.0 9.5 ± 1.8 8.4 ± 2.0 8.4 ± 2.1 7.9 ± 2.5 8.0 ± 1.9 7.9 ± 2.7 8.0 ± 2.2 7.9 ± 2.4 8.0 ± 2.2 

HJT 2015 30.0±2.9 27.9±2.6 28.2 ± 2.6 19.7±2.4 27.8±2.7 18.7±2.5 27.6±2.6 18.7±2.4 27.0±2.3 18.7±2.1 

2016 11.4±2.0 11.3±1.9 9.4 ± 2.2 9.3 ± 2.3 9.0 ± 2.4 9.0 ± 2.5 9.0 ± 2.4 8.9 ± 2.5 9.0 ± 2.3 9.0 ± 2.4 

2017 10.7±3.4 10.7±3.0 9.3 ± 3.4 9.4 ± 3.2 9.2 ± 3.5 9.1 ± 3.7 9.4 ± 3.3 9.3 ± 3.3 9.4 ± 3.2 9.4 ± 4.1 

2018 13.9±1.6 13.8±1.9 13.7 ± 1.4 13.5±1.6 13.6±2.0 13.5±1.8 13.6±2.0 13.5±1.4 13.6±1.9 13.5±1.7 

2019 14.3±2.1 14.0±2.1 12.5 ± 2.5 11.3±1.8 12.4±2.2 11.1±2.1 12.3±2.1 11.1±2.2 12.2±2.1 11.1±2.3 

BC 2015 29.8±2.5 27.2±2.3 27.9 ± 2.9 19.4±2.4 27.4±2.7 18.2±2.4 27.1±2.2 18.2±2.5 26.6±2.3 18.2±2.4 

2016 11.2±1.5 10.9±1.5 9.1 ± 1.7 9.1 ± 1.5 8.4 ± 1.8 8.4 ± 1.7 8.5 ± 1.6 8.4 ± 1.7 8.4 ± 1.8 8.4 ± 1.5 

2017 11.2±1.9 11.2±1.6 9.6 ± 1.9 9.6 ± 1.8 9.3 ± 1.9 9.2 ± 1.9 9.2 ± 2.0 9.2 ± 1.8 9.3 ± 1.8 9.2 ± 1.9 

2018 12.7±2.0 12.7±2.1 12.2 ± 2.3 12.2±2.4 12.1±2.3 12.1±2.2 12.1±2.2 12.1±2.5 12.2±2.0 12.2±2.0 

2019 11.3±1.8 11.2±1.9 9.7 ± 2.0 9.7 ± 1.9 9.6 ± 2.1 9.6 ± 2.0 9.6 ± 2.1 9.6 ± 2.0 9.6 ± 2.0 9.6 ± 2.0 

 
Fig. 1 shows the residual error in terms of RMSE for the single parameter regression model (eq. 1), (slope only), 
and the regression model (eq. 2), the best model, according to Tab. 2 on a monthly basis. 

Fig. 1: RMSE for the baseline model (just one parameter, the slope) and for the best model (K=2 with intercept). The best model 
which quantifies the intraday oscillations has 6 parameters in total. 

3.2. Residual error analysis 
Next, we study the residual error statistics and quantify the differences between the models and the estimation 
approaches. More specifically, we plot in Fig. 2 the residual error for  three selected months for AlBSF technology 
as a function of the irradiance (left column of panels) and its histogram (right column of panels). The first 
observation is that the residual error is quite different depending on the studied month. The months of 2015 
contain large residual error values, both positive and negative, for the baseline model (blue dots). On the other 
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hand, the best model (red dots) has only large negative residual error values. Given that OLS has zero mean 
residual error, the large negative residual error values imply a positive bias evident in Fig. 2 (upper panels). Using 
RLS, this positive bias is alleviated, as we observe in Fig. 3 (upper panels). 
The months of 2016 contain intraday variability (blue dots in mid panel) which results in a bimodal distribution 
for the residual error of the baseline model. In contrast, the residual error's distribution of the best model is almost 
a normal distribution with zero mean implying that the best model predicts almost perfectly the energy yield 
output from the irradiance and the time variable. The modeling of the intraday variability resulted in improved 
predictive performance for the remaining years, however, the performance improvement is smaller as it is also 
evident from Fig. 3 (lower panels). Using RLS instead of OLS had a minimal effect on the residual error from 
2016 and onward. We note that the same conclusions hold for the other two architectures. 
As a final remark, the statistical modeling of the intraday variability does not affect the prediction of the total 
energy power produced during the course of the day. Thus, the baseline model will be as accurate as the best 
model for the coarse daily energy yield power output. However, modeling of the intraday variability is necessary 
when the hourly energy yield output is asked. Given that several power energy markets (e.g., various European 
countries) provide prices on an hourly basis, the bias due to intraday variability needs to be removed. 
 

Fig. 2: Left column: the residual error as a function of the irradiance for three indicative months. OLS is the estimation method and 
measurements come from the AlBSF technology. Right column: the respective histograms for the residual error. 

Fig. 3: Same as Fig. 2 using RLS with Huber weights as the estimation method. 

3.3. Efficiency estimation 
Next, we study the efficiency of each technology. The efficiency is defined as the percentage of irradiance that 
becomes energy power from the PV solar cell. Thus, the coefficient of the baseline model is a direct estimate of 
the efficiency. Fig. 4 depicts the estimated slope for every available month and for the three studied technologies 
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using both OLS (circles) and RLS (stars). The differences are small and statistically insignificant (p-value 
between 0.4 and 0.6) therefore both can be used as reliable estimates for the efficiency factor.  

Fig. 4: Estimated slopes per month for the three technologies. The comparison between OLS and RLS reveals that there is no 
statistically significant difference in the estimation of the slope parameter. 
Interestingly, the slope comparison between the baseline model and the best model (Fig. 5) showed that for 2015 
the best model is significantly different than the baseline model. An ablation analysis revealed that the intercept 
is the parameter that makes the slope estimates so different between the two models. Therefore, in the subsequent 
section, the indirect (i.e., parametric) comparisons between the three architectures will be performed using the 
baseline model with the slope being estimated with OLS. 

Fig. 5: Estimated slopes per month for the three technologies. The comparison is between the baseline model and the best model. A 
significant difference in the estimation of the slope is evident for 2015 implying that the best model’s slope loses its physical 
interpretation. 

3.4. Solar cell technologies comparisons 
The upper plot of Fig. 6 shows the estimated slopes for the three cell technologies. The time-varying behavior of 
the slope, hence, of the solar cell efficiency, is evident. The seasonal variations of the estimated slope are rather 
striking (see also the lower plot of Fig. 6).  The difference in the performance, as quantified by the slope 
difference, can be as large as 50%. We anticipate that those seasonal variations mainly stem from the differences 
in the air surface temperature (Patel 2006, Dubey et. al. 2013). Moreover, there is an annual deterioration of 
performance in all cell technologies (see thick dashed lines in Fig. 6). Using a linear regression model with two 
parameters (decay and intercept) and OLS we quantified the rate of deterioration for each technology. For BC, 
the average rate of deterioration was 5.8%, for HJT the rate was 6.9% while for AlBSF the average rate of 
deterioration was 7.5%.  
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Fig. 6: Upper plot: Estimated slope on a monthly basis for the three cell technologies. The slope is a direct estimator of cell 
efficiency. Thick dashed lines correspond to the linear trend of the slopes for each cell type and reveal the drop of efficiency 
over time. Lower plot: The residual error of the slope after removing the linear trend. A seasonal variability is evident. 
Tab. 3 reports the relative performance gain (or loss) between the three solar cell technology pairs averaged 
per each year and the total average. The relative performance results for both non-parametric (NP) and 
parametric (P) approaches are given. We stress once again that for a fair comparison the differences are 
evaluated at points for which data for both technologies are available. 
Clearly, both approaches report qualitatively similar results. However, the parametric indirect approach is 
more conservative relative to the direct non-parametric approach. One possible explanation for this 
difference is that the parametric approach puts more weight on measurements with high irradiance value 
while the non-parametric approach treats all measurements equally. Given that more power output is 
produced when irradiance is higher, it is expected that the parametric approach provides more consistent 
comparisons. Overall, and despite being indecisive for 2015, it is evident for the subsequent calendar years 
that BC technology outperforms the other two. 
 

Tab. 3: Relative performance difference between the three cell technologies. Positive values imply that the first cell technology 
is better. NP refers to the non-parametric approach while P to the parametric one. 

  2015 2016 2017 2018 2019 Average 
Annual 
Average 

  NP P NP P NP P NP P NP P NP P NP P 

BC vs 
AlBSF 0.5 -1.8 4.4 1.9 1 5.6 12.8 13.2 9.0 18.8 18.3 5.8 5.5 10.5 8.0 

BC vs 
HJT 1.5 -0.4 2.4 0.6 5.4 4.8 3.0 1.0 4.8 3.5 3.1 2.1 3.4 1.9 

HTJ vs 
AlBSF -1.0 -1.4 2.1 1.3 12.4 8.6 - - - - 2.5 3.2 4.5 2.8 
 

4. Conclusions 

In this study, we estimated and then analyzed the efficiency of three solar cell technologies over a five-year span 
from observations collected at KAUST, Thuwal, Saudi Arabia. The weather conditions of this particular location 
and specifically the high temperature have a quite adverse effect on solar panels operation. We first observed that 
efficiency varies over time; therefore, we estimated it on a monthly basis with regression. Our analysis of the 
time-varying efficiency revealed that solar cell performance deteriorates over the years with a rate between 5% 
and 8% per year. The observed annual deterioration rate is sizably higher than the rate provided by the 
manufacturers of the PV cell technologies. The time-varying efficiency also revealed that large performance 
differences during seasonal alteration are evident, which may reach up to more than 40% in some years (efficiency 
in winter is higher than in summer). Finally, we performed statistical comparisons between the three solar cell 
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technologies. Our analysis showed that newer technologies (i.e., BC and HJT) are more efficient than older 
technologies (i.e., AlBSF) mainly due to a lower deterioration rate over time.  

5. Acknowledgments 

The authors acknowledge the support of KAUST and Saudi Aramco R&D Center - Carbon Management Division 
for their financial support in developing this work. This work was partially supported by grant #OSR–2020-
4433.02  from KAUST and Saudi Aramco.  

6. References 
Almasoud, A.H, Gandayh, H.M, 2015, Future of solar energy in Saudi Arabia, J of King Saud University - 
Engineering Sciences 27, 153-157 
 
Dubey, S., Sarvaiya, J.N, Seshadri, B., 2013, Temperature Dependent Photovoltaic (PV) Efficiency and Its Effect 
on PV Production in the World – A Review, Energy Procedia 33, 311-321 
 
Huber, P.J, Ronchetti, E., 2009, Robust Statistics; 2nd Ed., John Wiley & Sons New Jersey, USA 
 
Katsaounis, T., Kotsovos, K., Gereige, I., Basaheeh, A., Abdullah, M., Khayat, A.,Tzavaras, A. E. (2019). 
Performance assessment of bifacial c-Si PV modules through device simulations and outdoor measurements. 
Renewable Energy, 143, 1285–1298. doi:10.1016/j.renene.2019.05.057 
 
Patel, M.R., 2006, Wind and Solar Power Systems, 2nd Ed., CRC Press, Florida, USA 
 

 
 
 

 
Y. Pantazis et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1754



  

KNN-based ensembles for day-ahead solar power output 
forecasting 

Yiannis Kamarianakis1, Yannis Pantazis1, Evangelia Kalligiannaki1, Theodoros D. Katsaounis2, 

Konstantinos Kotsovos3, Issam Gereige3, Marwan Abdullah3, Aqil Jamal3 and Athanasios 

Tzavaras4 

1 Data Science Group, Institute of Applied and Computational Mathematics, Foundation for Research 

and Technology-Hellas, Heraklion Crete (Greece) 

2 Dept. of Mathematics and Applied Mathematics, University of Crete, Heraklion (Greece) 

3 Saudi Aramco R&D Center, King Abdullah University of Science and 

Technology (KAUST), Thuwal (Saudi Arabia) 

4 Computer, Electrical and Mathematical Sciences and Engineering Division, King Abdullah University 

of Science and Technology (KAUST), Thuwal (Saudi Arabia) 

 

 

Abstract 

This manuscript evaluates a recently proposed times series KKN (KNNTS) methodology, in terms of its accuracy 

in day-ahead forecasting of PV power outputs. Specifically, KNNTS is evaluated against three widely applied 

benchmarks: seasonal ARIMA, spline-based daily profiles (SDP) and the persistence model (PRS). Two different 

solar cell architectures are examined under real operating conditions: Aluminum Back Surface Field (Al-BSF) 

and Back Contact (BC). Our analyses suggest that KNNTS does not dominate the alternative, benchmark 

specifications. However, linear combinations of KNNTS with SDP, may produce significantly improved forecasts. 

The outcomes of the model-building procedure are incorporated in a light online forecasting system for solar 

panels located in KAUST, Thuwal, Saudi Arabia. 

Keywords: solar power output forecasting, time series KNN, ensemble modeling, shrinkage methods 

 

1. Introduction 

Accurate forecasts of photovoltaic (PV) outputs are essential to Distribution System Operators and Transportation 

System Operators (Antonanzas et al., 2017) for efficient solar energy trading and management of electricity grids 

(EPIA, 2012). The main aim of this work is to develop specifications for day-ahead forecasting of PV energy 

outputs, which are solely based on historical information and combine satisfactory levels of forecasting accuracy 

with low computational and monetary costs. To this purpose, we evaluate a recently proposed, computationally-

light time series KNN-regression scheme (KNNTS) (Martinez et al., 2019a), using observed energy yields (EY) 

from 2 panel technologies: Aluminum Back Surface Field (Al-BSF) and Back Contact (BC). 

KNNTS is straightforward to implement online as it is based solely on historical data and does not require next-

day meteorological predictions as input. Of course, advanced predictive models (e.g. penalized regressions, 

random forests, neural networks; Nespoli et al., 2019) that use meteorological information should dominate such 

relatively simple schemes by a significant margin, to justify their substantially increased cost (both computational 

and in terms of the price to acquire continuously updated meteorological forecasts). Online forecasting systems 

for PV and wind-farm energy outputs are expected to employ such benchmark specifications while in “safe-mode” 

operation, when for instance, access to day-ahead meteorological forecasts has been interrupted. 

In what follows, KNNTS is evaluated against three frequently adopted benchmark specifications: seasonal 

ARIMA, spline-based daily profiles (SDP) and the persistence model (PRS).  Evaluation is based primarily on 
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conventional RMSE; in addition, the relative accuracy metric proposed by Tofallis (2015) is monitored.  

2. Methodology 

The adopted KNNTS methodology proposed recently by Martinez et al., (2019a), is implemented in R via the 

tsfknn package (Martinez et al., 2019b). Given a recently observed daily profile of PV outputs, conventional 

KNN identifies k profiles that are closest based on a chosen distance metric and reports the average of k, neighbor-

specific subsequent values. The number of nearest neighbors is a decision variable that should be tuned.  On the 

other hand, in KNNTS, Martinez et al., (2019a) propose an ensemble scheme that instead of choosing k, averages 

forecasts corresponding to k=3,5,7. This scheme provided very satisfactory levels of accuracy in our preliminary 

analyses; hence all results depicted in the next sections are based on forecast combinations for k=3, 5, 7. In the 

application, a sensitivity analysis similar to the one presented in Martinez et al., (2019a) is performed, to evaluate 

alternative combination schemes (mean, median, weighted mean). Additional tuning decisions should be 

performed regarding a) the distance metric used to identify nearest neighbors (e.g. the widely adopted Euclidean, 

versus Manhattan distance; b) the multi-step ahead forecasting strategy and c) the time lags used as input variables. 

The first two choices are investigated in the application whereas for the third, we follow the recommendation in 

Martinez et al., (2019a) for periodic time series and set the number of time lags equal to the number of time-

periods per day. 

In contrast with KNNTS, SDP reports daily profiles that utilize all measurements observed during a pre-specified 

time interval. Cowpertwait and Metcalfe (2009) present parametric specifications for SDP, based on a) dummy 

variables (SDPa), or b) sine and cosine functions (SDPb). Our preliminary experiments revealed that a non-

parametric procedure based on regression splines can be more accurate relative to SDPa and substantially faster 

to compute, relative to SDPb without compromising forecasting performance. The procedure implemented herein, 

fitted piece-wise cubic polynomials with 15 knots (knots are breakpoints in the third derivative; the number of 

knots was chosen by performing a cross-validation experiment) arranged at equally-spaced time instants. The 

function bs in the R package splines is used to construct B-spline basis expansions. Daily profiles are then 

derived using conventional least squares estimation, which is compatible with the primary adopted accuracy 

criterion (RMSE). It is worth stressing that a simplified SDP-variant of the procedure applied here, typically 

computes static, month-specific daily profiles. This results in a straightforward online implementation which does 

not require computations on a daily basis; instead, reported forecasts are retrieved from a small database. On the 

contrary, here SDP is updated on a daily basis in terms of training data. Furthermore, the number of training weeks 

is a tuning parameter.     

The persistence model (PRS) is a typical benchmark in PV-output forecasting experiments. PRS implies that 

current conditions remain unaltered and that a future daily profile will be very close to the one most recently 

observed. Hence observations that correspond to the most recent, fully observed day, are used to forecast an 

unknown daily profile. ARIMA models constitute a second widely adopted benchmark specification. In fact, PV-

outputs behave similar to the classic textbook example of periodic time series with a trend [e.g. the airline series 

used in Brockwell and Davis (2009)]. In the example application ARIMA model building is performed with the 

auto.arima function, which is available in the forecast package. A-priori, PV-outputs are expected to 

behave as non-stationary processes, as daily periodicities are coupled with a decreasing trend, due to declining 

PV efficiencies. Non-stationarity is accounted for, by treating the number of training weeks for KNNTS, ARIMA 

and SDP, as a tuning parameter. This ensures that the computational scheme in the online implementation is 

computationally light, with low requirements in terms of training data.  

The prioritized accuracy metric in the example application, is RMSE, which is compatible with conventional least 

squares estimates. An alternative, widely used accuracy metric is the mean absolute percentage error (MAPE). 

Tofallis (2015) showed that MAPE systematically favors specifications that produce low forecasts. Specifically, 

MAPE regression can be viewed as a weighted median regression with the observed measurements taking the role 

of weights (Tofallis, 2015); hence the lowest measurements are more influential and the predictive specification 

is pulled towards them. To overcome the shortcomings of MAPE, Tofallis (2015) proposed an alternative relative 

error metric, namely LnQ, which, is formulated as follows: 

𝐿𝑛𝑄 =
1

𝑁
∑ [𝑙𝑛 (

�̂�(𝑡)

𝑌(𝑡)
)]

2
𝑁
𝑡=1     (eq. 1) 
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with 𝑌(𝑡) denoting observed and �̂�(𝑡) forecasted values.  

3. Data 

EY measurements (W/m2) are collected at KAUST, Thuwal, Saudi Arabia: a challenging location for solar panels, 

which often need to operate in the presence of dust and/or at temperatures far beyond the Standard Test Conditions 

(STC). The analysed data are recorded every 10 minutes, from 8AM to 5PM (as reported EY is negligible before 

8AM and later than 5PM), for 364 consecutive days (52 weeks) in 2016, with starting (ending) date, 01 January 

2016 (29 December 2016). Data cleaning (removal of extremely high, clearly erroneous measurements) has been 

applied to eliminate statistical artefacts. However, Fig. 1A suggests that some outliers still remain. In addition to 

outlying measurements the observed power output series contain gaps, which hamper application of the 

forecasting techniques that follow, especially TSKNN and ARIMA.  

Specifically, missing values constitute 5.9% (6.9%) of the Al-BSF (BC) measurements. Typically sequences of 

missing values are short as in the vast majority of examined days the percentage of missing values is clearly below 

10% (Fig.2). A simple linear interpolation scheme would have been sufficient in the presence of occasional short 

gaps. However, given a) the relatively large proportions of missing values occasionally observed [47 (52) days 

with missing percentage larger than 10% for Al-BSF (BC)] and b) available historical data included measurements 

of solar irradiance (W/m2), an irradiance-based imputation scheme, which reveals intriguing characteristics of the 

two panel types, is adopted herein. 

 

 
Fig. 1: Scatterplots for the associations between (A) Al-BSF versus BC energy outputs; (B) Al-BSF energy outputs versus 

irradiance; (C) BC energy outputs versus irradiance. 
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Fig. 2: Daily percentages of missing values for the two solar panel technologies. A horizontal line designates the 10% threshold, 

whereas vertical lines depict the days that comprise the first testing dataset. 

 

A naïve imputation scheme would assume fixed performance rates for the two PV-technologies during the whole 

study period: 

�̃�𝑖(𝑡) = 𝑐𝑖𝑋(𝑡)    (eq. 2) 

with 𝑋(𝑡) denoting observed irradiance at time t, 𝑐1, 𝑐2 designating Al-BSF and BC efficiencies and �̃�1(𝑡), �̃�2(𝑡), 

imputed Al-BSF and BC power outputs, respectively. The overly parsimonious approximation in (2) should 

achieve subpar levels of accuracy (Fig. 1), given the expected decreasing trend for PV efficiencies. A more flexible 

scheme, which allows for monthly-varying efficiencies is formulated as: 

�̃�𝑖(𝑡) = 𝑐𝑖
𝑚𝑋(𝑡)    (eq. 3)  

with 𝑚 = 1,… ,12 denoting a monthly index.  Fig. 3, presents outlier-robust, least absolute deviation (LAD, a.k.a. 

median regression) estimates of monthly efficiencies, which indeed decrease with time. Interestingly, although 

Al-BSF appears to perform slightly better than BC in the first six months, BC clearly outperforms Al-BSF during 

the last six months of the study period. 
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Fig. 3: LAD estimates for monthly efficiency rates corresponding to the specification shown in (3). 

 
Fig. 4: LAD estimates of month-specific, daily efficiency rate profiles, captured by the slopes in (4). Row numbers 

correspond to months whereas columns represent time periods within a day: 𝒕𝒅 = 𝟏 (𝒕𝒅 = 𝟓𝟓) denotes 8AM 

(5PM). 
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The adopted imputation scheme extends the model shown in (3) by allowing for month-specific, daily efficiency-

rate profiles:  

�̃�𝑖(𝑡) = 𝑐𝑖
𝑚,𝑡𝑑𝑋(𝑡)    (eq. 4) 

with 𝑡𝑑 = 1,… ,55 designating 10-minute intervals [𝑡𝑑 = 1 (𝑡𝑑 = 55) corresponds to 8AM (5PM)]. Essentially 

the above specification takes (indirectly) into account dependence of PV efficiencies on operating temperatures 

(Skoplaki and Palyvos, 2009). Figures 4 and 5 depict curvilinear, increasing daily profiles, which are derived with 

outlier robust, median regression (Koenker, 2005). During the first months of the study period, differences in PV 

efficiencies are mainly observed when the levels of irradiance are low (around 8AM and 5PM). These differences 

increase with time; as shown in Fig. 5, BC achieves superior efficiency rates relative to Al-BSF towards the end 

of the study period, during the whole day.           

 

Fig. 5: LAD estimates of month-specific, daily profiles for the PV efficiency rates in (4).  

 

As noted by a reviewer, Figures 4 and 5 indicate higher panel efficiencies in the afternoon, which is not in 

accordance with what one would expect, based for instance in Skoplaki and Palyvos (2009). Typically, cell 

temperature is lower in the morning and lower in the afternoon; on the other hand, an evaluation of the dataset 

analyzed in Katsaounis et al., (2019), which relates strongly to the data analyzed here, suggests that both air 

and cell temperatures drop substantially in the afternoon (< 30 °C) to reach similar magnitudes. Furthermore, 

Skoplaki and Palyvos (2009) assume that the open circuit voltage, one of the critical factors that influence 

electrical efficiency of a PV cell/module, decreases with temperature. Such a decreasing association is not 

clearly manifested in the dataset analyzed in Katsaounis et al., (2019). 

Robust imputation is prioritized here, that is why alternative imputation procedures are evaluated via mean 

absolute error (MAE). Fig. 6 displays results of a leave-2-week-out cross-validation experiment, which 

evaluates imputation accuracy achieved from specifications (2), (3) and (4). In this experiment, measurements 

are divided in 16 consecutive 2-week periods. Each period is used as a testing subset, with the remaining 
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periods utilized as training data. Fig. 6 clearly demonstrates the superiority of the daily profiles in (4): the 

average MAE achieved from (4) across all periods is close to 5 W/m2, whereas for the parsimonious scheme 

in (3) it is close to 10 W/m2 for both technologies. Median regression estimates performed better than 

conventional least squares in terms of average MAE; that is why the adopted imputation scheme utilized (4) 

with coefficients estimated via LAD. Fig.7 presents observed and imputed data for the performance profiles 

that constitute the last week of the study period. 

 

Fig. 6: MAE of alternative imputation schemes for Al-BSF (a) and BC (b). LM denotes conventional least-squares whereas RQ 

corresponds to outlier-robust median regression estimates (LAD). MDS1 represents the static model in eq. (2), MDS2 stands for 

the specification shown in eq. (3) and MDS3 is the adopted imputation scheme shown in (4). 

 

4. Forecasting Experiment 

This section presents a forecasting experiment which mimics real world, online implementation of the 

examined specifications. Specifically, the experiment comprises D = 76 testing days: sometime during each 

testing day d = 1,…,D (in reality around noon), a forecast is computed for the PV outputs of the next day. Days 

with significant percentages of missing data are not included in the testing set (Fig. 2). Training data consist of 

days before d and forecasts correspond to the day d+1. Computational times were less than 5 seconds for both 

SDP and KNNTS, even when the number of training weeks, 𝑁𝑊 = 8. ARIMA model building is substantially 

slower, with computational times close to 5 minutes on average, when 𝑁𝑊 = 8.  

Results of the experiment are depicted in Figures 8, 9 and Table 1. Interestingly, focusing on RMSE, SDP 

outperforms both KNNTS and ARIMA; in accordance with prior expectations, PRS is the worst performing 

method by a significant margin. Regarding KNNTS the optimal combination function used to aggregate the 

targets associated with the nearest neighbors is the median, by a small margin relative to the mean. ARIMA 

(KNNTS) performance is optimal when the training data comprise 3 (8) weeks for both PV technologies. On 
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the other hand, SDP achieves minimum RMSE with 5 (3) training weeks for BC (Al-BSF). It should be stressed 

however that RMSE performances by SDP are very close when the number of training weeks, 𝑁𝑊 > 1. 𝑁𝑊 =

3 can be viewed as a choice that results in satisfactory performance for all examined models, while resulting 

in computationally fast implementations.          

 

 

 

 

Fig. 7: Observed (imputed) measurements for the last week of the study period are shown as colored (empty) triangles: Al-BSF 

(top), BC (bottom). 

 

 

The above evaluation is not insensitive to the chosen accuracy metric. A practitioner that focuses on relative 

accuracy and adopts 𝐿𝑛𝑄 to compare models, would not discard PRS, which despite its simplicity achieves 

levels of accuracy very close to ARIMA and SDP. Interestingly, KNNTS is by far the worst performing 

methodology in terms of 𝐿𝑛𝑄.  The optimal combination function used to aggregate the targets associated with 

the nearest neighbors is again the median. SDP appears to dominate in terms of 𝐿𝑛𝑄 as it did for RMSE. It is 

worth emphasizing though, that its performance degrades significantly when 𝑁𝑊 ≠ 2 and that SDP is far from 

the best performing method when  𝑁𝑊 is chosen with a priority on RMSE performance. Fig. 10 shows that 

forecasts from different methodologies are very strongly correlated. Hence the expected gains from a forecast 

combination scheme are not dramatic in this application. 
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Fig. 8: RMSE performance of the persistence model, versus ARIMA, SDP, and 3 KNNTS variants, with increasing training data. 

In TSKNN the combination function used to aggregate the targets associated with the nearest neighbors is the mean, in 

TSKNN_MED it is the median whereas in TS_WMEAN a weighted average is computed, with distance-based weights. 

 

Tab. 1: RMSE and LnQ performance of the persistence model, versus ARIMA, SDP and KNNTS. Reported accuracies depend on 

the number of training weeks NW, which is shown in parentheses. 

PV Type Model RMSE LnQ 

Al-BSF PRS 26.619 42.462 

Al-BSF SDP 22.809 (5) 41.441 (2) 

Al-BSF ARIMA  24.582 (3) 43.601 (4) 

Al-BSF KNNTS  23.120 (8) 56.394 (8) 

BC PRS 27.125 43.447 

BC SDP 23.314 (3) 42.072 (2) 

BC ARIMA  25.072 (3) 42.620 (3) 

BC KNNTS  23.624 (8) 56.395 (8) 
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Fig. 9: LnQ performance of the persistence model, versus ARIMA, SDP, and 3 KNNTS variants, with increasing training data. In 

TSKNN the combination function used to aggregate the targets associated with the nearest neighbors is the mean, in 

TSKNN_MED it is the median whereas in TS_WMEAN a weighted average (with distance-based weights) is computed. 
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Fig. 10: Scatterplots and Pearson’s bivariate correlation metrics for Al-BSF. Stars designate strong evidence against the null 

hypothesis that assumes zero correlation. Observed values (OBS), PRS, ARIMA with NW=3, TSKNN with NW=8 and SDP with 

NW=5 forecasts, are shown. 

 

5. Concluding Remarks 

This work evaluated a recently proposed time series KNN procedure against spline-based daily profiles, seasonal 

ARIMA and the persistence model, for day-ahead forecasting of PV outputs. Two types of solar panels are 

examined: Al-BSF and BC. Contrary to what one may expect, an extensive forecasting experiment revealed that 

KNN-based ensembles are not superior relative to the examined alternatives when performance is evaluated in 

terms of the widely adopted RMSE criterion. In fact, if one adopts a relative error metric, KNNTS is by far the 

worst performing method. Despite the poor performance on the example application KNNTS forecasts are expected 

to perform well when environmental conditions are highly variable, with regime-specific variability. The 

specifications examined here can be combined to result in a forecast combination scheme that is expected to 

perform as well as the best performing method. Such ensembles can be easily incorporated in a light (in terms of 

computations and data requirements) forecasting system. Construction of such ensembles via weighted 

combination schemes, is a research topic that we plan to examine next.     
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Abstract 

District Heating Networks (DHNs) are part of the solutions towards a low-carbon energy transition for 
space heating, making an efficient use of renewable or waste energy sources. In early-stage planning, 
their potential is often evaluated at the demand side, using large-scale building energy models. 
However, from the financial and energy efficiency standpoints, the actual potential is also depending 
on the development of the physical pipework connecting the supply heating station with the consumer 
substations. To this end, this work proposes a framework for the automated generation of a plausible 
network layout by solving a minimum spanning tree problem connecting the different stations and 
assigning a sizing peak power to each network element. Although fully adapted to data available in 
other contexts, we show here an application using Swiss open geodata, which allows for a quick analysis 
for any location in Switzerland with a few user inputs. The application in Broc (CH) shows a good 
match with the operating DHN in terms of piping linear length. 

Keywords: district heating networks, Python module 

 

1. Introduction 

District Heating Networks (DHNs) are energy systems distributing heat generated in a central location 
to multiple building consumers using an insulated pipework. By the efficient use of local waste and 
renewable energy resources, also within cogeneration plants, district heating systems provide a viable 
solution to decarbonized heat supply to buildings. 

Due to the long-term investment (Colmenar-Santos et al., 2017, chap. 3), DHNs require careful 
planning. Typical regional-scale potential assessments or early-stage viability studies (Bush and Bale, 
2019; Gils et al., 2013) are commonly conducted by estimating heat density in a given region and hence 
selecting locations achieving a minimum threshold for DHN viability. Other studies focused on the 
potential allocation of demand and supply, in terms for example of excess industrial heat (Chambers et 
al., 2020) or geothermal energy (Li et al., 2022).  However, the viability of a network is also depending 
on the necessary pipework to connect all consumer substations to the heating station(s) (Best et al., 
2020). 

Conceived as a flexible Python-based toolkit, DHgeN provides easy access to existing and new 
algorithms to generate a plausible network path and model the peak power of the network nodes and 
edges. Unlike existing optimization solutions (Best et al., 2020), it focuses on straightforward 
application of existing graph theory models from available geodata. Similarly to the work of Chambers 
(2020), it features a method for generating a network topology from open geodata, while focusing on 
the pipeline layout and with the goal of wrapping different models in a ready-to-use open-source Python 
module. 
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2. Methodology 

The module consists of a simple building peak power demand adapted to the Swiss context (§2.1) as 
well as an implementations of algorithms for generating the layout (§2.2), in particular for solving the 
minimum spanning tree (Steiner tree) and minimum cost flow (Simplex model) problems. Thanks to 
the presence of open data in Switzerland, the generation can be done with only a few user inputs while 
using some basic assumptions. 

2.1 Model of the peak power demand 

The peak power demand P [W] of buildings is modeled as follows:  

P = #	 ∙ 	Δ'	 ⋅ 	)        (eq. 1) 

where Δ' is the difference between the indoor '!"# and outdoor temperature '$%# [K], ) is the standard 
envelope U-value (W/m2K), and #	is the building envelope area [m2] calculated assuming a squared 
footprint and a 3-m floor height using the following equation: 

A = 4,-./-&$$#'(!"# 		 ∙ 	3	1&)$$(*	 	+ 	2	-./-&$$#'(!"#   (eq. 2) 

In Switzerland, the -./-&$$#'(!"#		and  1&)$$(*	, the period of construction and geographic coordinates 

of each building can be automatically retrieved from the Swiss Federal Register of Buildings and 
Dwellings (RegBL) available through an open API (see Tab. 1). The envelope U-value is set using the 
calibrated wall U-value for typical Swiss buildings for different periods (Perez, 2014, p. 177) and Swiss 
Society of Engineers and Architects (SIA) Norm 380/1:2009 for the most recent values. The '!"# and 
'$%# can be set by the user, for example using standard values from the  SIA. Depending on the building 
use, a power density of 1 to 3 W/m2

 floor area is also considered, while internal loads, solar gains and 
window losses are neglected here. 

Results are bounded to recommended power-to-floor-area densities for non-labeled buildings 
(SuisseEnergie, 2016), i.e., a minimum of 25 MW/m2

floor area (i.e., for recent buildings) and a maximum 
of 80 MW/m2

floor area (i.e., for poorly insulated commercial buildings), in order to avoid outliers due to 
possibly incorrect input data. 

2.2 Model of the network layout and power distribution 

The process of generating the network is illustrated in Fig. 2. The Python implementation is largely 
based on NetworkX (Hagberg et al., 2008, 2019) and GeoPandas (Jordahl et al., 2020) modules.  An 
initial graph G is modeled as a regularly spaced grid, where the width and length of the cell nodes (by 
default 25 m) and rotation (by default 0°) can be set by the user. It is also possible to generate a custom 
tessellation instead of the regularly-spaced grid, but its implementation, using at the moment only input 
points from the (sub)stations data and a Voronoi diagram, is still basic.  

In addition to the input (sub)stations, other geodata can be included in the module. If footprint data is 
added, the graph edges intersecting with the building footprints are removed from the initial graph G. 
If road data is added, a graph R is created from the vector paths, which are densified to the same 
resolution as G. The two graphs are connected by creating new nodes at their geometrical intersection 
resulting in graph G’. 

The network G’’ is then created by connecting all heating (sub)stations s to the closest edge ab. This is 
done, as illustrated in Fig. 1a, by adding a new node x and new edge sx perpendicular to ab, splitting ab 
into two new edges ax and bx and removing the original edge ab.  

The minimum spanning tree connecting all consumer (sub)stations s in graph G’’ is computed solving 
a Steiner tree problem. This method is commonly used for optimizing electrical grids and has been 
already implemented in DHN layout optimization (Delmastro et al., 2016). In our implementation, G’’ 
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edges can be weighted by a parameter set by the user, where a value lower than 1 can be used to give a 
priority to a road (i.e., from original graph R) over other edges (e.g., from original graph G) which by 
default have a value of 1. 

 
Fig. 1: Schematics of the main graph-processing algorithms: a) Connection of a substation s to the network 

b) Transformation of a 4-degree node n into two 3-degree (T-junction) nodes n and d’ 

In DHgeN, the user has the option to choose either Networkx’s approximate Steiner tree model or a 
Steiner tree heuristics (Hušek et al., 2019). The latter model was developed in the framework of the 
PACE2018 Competition, where it obtained the 4th place in the track dedicated to heuristics with large 
tree width and high number of terminals (Bonnet and Sikora, 2019). It has been chosen for integration 
in DHgeN because of its complete documentation, easiness to compile, fitness to large graphs, and 
compatibility with the GPLv3 license. 

In the final network, the degree of each graph node n is limited to a maximum value of 3, so as to accept 
only T-junctions. As illustrated in Fig. 1b), this is ensured by creating a new node n’ translated over 
one of outgoing edges, e.g., nd. The nd edge is then replaced by two edges nd’ and d’d and the original 
nc edge is replaced by the new edges d’c’ and c’c. 

The resulting non-directional graph is transformed into a directional graph originating from the heating 
station, whose spatial location can be set by the user, resulting in a typical branched DHN. Finally, the 
peak power of each edge of the network is computed using NetworkX simplex network model, using 
as demand the substations power (calculated in §2.1) and as weight the edges’ priority (i.e, edge length 
multiplied by edge weight). 

 

 
Fig. 2: Main datasets and processes involved to create the network layout. 
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3. Test-case application 

We present here a test-case application in an area of the municipality of Broc (Switzerland) where a 
DHN is currently in operation. The online repository (see §4) contains also other examples of 
applications using either geodata from the GeoAdmin API available in Switzerland or a sample input 
file. 

This section presents additional results comparing the modeled network in Broc with the data provided 
by the design engineering firm. The part using publicly-available data is reproducible using the scripts 
in the online repository 

3.1 Presentation of the case study 

In the data representing the status in 2019, the network in Broc is composed of 85 substations connected 
(or planned to be connected) to a heating station located at the north-west boundaries of the village. We 
delimit our analysis in the area bounded by this network, covering a surface of almost 500,000 m2. It 
should be noted that not all buildings in the area are connected (or planned to be connected) to the DHN 
nor are listed in the Register of Buildings and Dwellings (RegBL) as such. 

For the purposes of this study, we show the existing reference network R as well four modeled versions 
using as input layers: 

1. The buildings classified in the RegBL as having access to the district heating network as of 
September 2022 (n=92) and connected by 

a. A grid-based graph; 

b. A grid-based graph including also the road network and excluding edges intersecting 
with the building footprints. 

2. The substations coordinates as in the data available from the engineering company (n=85) 
connected through: 

a. A grid-based graph as in 1a; 

b. The same graph as in 2a, but including a road segment with its weight set to 10 to avoid 
crossing twice the railway lines. This variant is proposed to demonstrate how the user 
can add further constraints and is meant to have a layout that is more similar to R. 

In all cases, a base graph formed by 25x25-m grid is used. This is rotated by 42°, so as to visually align 
with the main roads and produce more realistic results. In variants 1b and 2, the network also includes 
the road graph with a 0.5 weight. 

For all variants, the peak power is modeled using data from the RegBL (see §2.1 and Tab. 1). In records 
with missing values default values of 1&)$$(* = 2 and ) =1.35 W/m2 K were used. It should be noted 

that these hypotheses are not necessary aligned with those used in the design of the network R. 

Tab. 1:  Extract of some records from a RegBL query run using the functions provided in DHgeN. The description of the fields 
and their keys can be found here: https://www.housing-stat.ch/fr/help/42.html (in German, French and Italian). The API 

documentation is available here: https://api3.geo.admin.ch 

egid 
(unique 

identifier) 

geometry gklas 
(use) 

gastw 
(n. of 
floors) 

gbaup 
(construction 

period) 

garea 
(footprint 

area in m2) 

genh1 
(heating 
source) 

1509806 POINT (2573843.9 1161849.4) 1110 2 8016 97 7501 
504110198 POINT (2574202.6 1161870) 1276 N/A 8011 140 N/A 
1509810 POINT (2573952.2 1161852.4) 1122 7 8015 252 7530 
1509812 POINT (2574008 1161873) 1122 4 8014 492 7580 
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3.2 Results 

The resulting layout solutions and the reference network are compared in Tab. 2 and Fig. 3.  

Since the number and location of the heating stations is slightly different for variants 1 compared to R, 
a fair comparison can be drawn only between variants 2a with R.   

 
Fig. 3: Comparison of the  paths generated by the algorithm. Layouts 2a and 2b are also compared to the actual path of the 
reference DHN: please note that the substations and their closest pipes are not shown here due to confidentiality. Layout 2b 

includes a custom weight = 10 for a road segment to avoid an additional crossing of the railway (drawn in the map, but not part of 
the inputs). 

The length of the modeled networks present similar figures, while the cumulative power is 
underestimated compared to the reference. The length difference (+4%) between cases 2 and R seems 
negligible, both for expected power losses and costs due to longer piping. The modeled layouts look 
plausible, while in some cases differ from the reference one, particularly in the north-east area where 
more road options are possible. In terms of peak power of the substations (-20% of the reference), the 
figure can be considered a good estimate, before a safety margin at the heat exchanger level is added, 
as it was likely the case for the reference. 

Variant 1a presents the shortest path, while, unsurprisingly, it is largely unfeasible because of the 
absence of constraints. Nonetheless, it could be still used as a design-support tool to select the best paths 
in a given area, especially when vector roads data and or building footprints are not available. In variants 
1b, 2a and 2b, similar characteristics can be seen. In general, it can be noted that in some large lots, 
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longer paths are needed to connect to the substation consumers. These include some unrealistic U and 
T-shaped paths (see Fig. 3, variant 1b), which are due to the underlying grid. 

In both variants 1b and 2b, in order to supply some consumers south of the railway lines, the algorithm 
selects a road crossing the railway line. It is interesting to note how this crossing was instead avoided 
in the actual design path, probably for construction complexity and costs. In this sense, setting a custom 
weight as in variant 2b helps avoid this crossing. In general, if some roads are to be avoided or preferred 
for specific reasons, setting custom weights would help further customize the layout. 

Based on the peak power of the consumer substations, DHgeN also attributes the power of each pipe 
segment as well an estimated nominal diameter (DN). Fig. 4 shows the peak power for both consumers 
and pipes for variant 1b. We argue that these values can be used as a first estimate to pre-size the 
pipework and anticipate hence the main construction works. 

Tab. 1: Comparison of some relevant figures of the actual and modeled networks. 

 Reference 
network 

Modeled networks 

Variants R 1a 1b 2a 2b 
Data source Private 

database 
Public API 
(RegBL) 

Public API 
(RegBL) 

Private 
database 

Private 
database 

Additional 
data from public APIs 

 - Footprints 
and roads 

Footprints and 
roads 

Footprints and roads 
(with custom weight) 

Length of supply 
pipework 

3861 m 
 

3598 m 
(-7%) 

4371 m 
(+13%) 

3999 m 
(+4%) 

4005 m 
(+4%) 

Number of pipes 563 303 553 542 546 
Cumulative 

peak power of the 
substations 

3.06 MW 
 

2.63 MW 
(-14 %) 

2.43 MW 
(-20%) 

Number of substations 85 92 85 

 

 

Fig. 4: Generated layout and power flow for variant 1b. 

 

Background: Sw
iss M

ap Raster 10 ©
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4. Software development and release 

DHgeN is developed in Python using open-source libraries and is distributed under the GPLv3 license. 
It can be installed using pip. A Docker file is provided to allow for reproducibility and unit testing.  

The source code is available at the following Git repository: https://www.github.com/idiap/dhgen. 
Any contribution is welcome using issues and merge requests. 

5. Conclusion 

This paper has given an overview of the DHgeN Python module at its current development stage 
(September 2022). DHgeN is released as open-source software under the GPLv3 license. 

By using this tool, the user can test different planning scenarios, notably for choosing the optimal 
location of the heating station, minimizing the length of the pipework and/or the DN of the pipes. 

The output of the models was compared to the layout of an existing DHN showing fairly realistic 
modeled layouts, only slightly longer than the reference one (+4%), i.e., a network partially planned 
and partially in operation designed by a local engineering firm. Based on these results, we argue that 
the proposed module can be used as a design-support tool to draft a DHN layout in the context of 
feasibility studies. The proposed layout can be then adjusted, also by setting custom parameters in the 
tool itself, to reach a further design phase. 

Expected on-going and future development will be conducted along the following paths: 

• Integration of further goals/constraints, also using an iterative approach. This, for example, 
would allow for the integration of further constraints (e.g.,  avoiding intersections) in the terminal 
connection from the main pipe network to the consumer substation; 

• Improvement of the load model and interface to other tools for hydraulic/thermal simulation 
(CitySim, pyDHN); 

• Integrating further geodata in the algorithm (fiber optics networks, railway lines, rivers); 

• Creation of a user interface, either as web-application or as QGIS plugin. 
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A Multistep Optimization Procedure for a Fair Sharing of Profits in Energy 
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Abstract 

Renewable energy communities offer the possibility to share energy excess in your neighborhood. Especially 

for electrical energy exchange in the case of photovoltaic systems, this community is both a sustainable and 

also an economically interesting option. 

The necessary task of distributing the energy flows in such communities will lead to different economic 

impacts on the participants. This work proposes a mathematical multi-step procedure to find a fair distribution 

of the gained cost savings in an energy community, depending on the contribution of every member of the 

community.  

Keywords: Energy communities, optimization, photovoltaics, storage systems, optimal power flow, Multi-step 

1. Introduction 

 

In renewable energy communities, energy can be exchanged beyond household or company borders, and every 

participant of such a community is allowed to produce, sell, buy or store energy (EE-RL. 2018). This energy 

exchange is a very interesting option, especially for PV systems, because a typical design often results in 

electrical surpluses at noon. 

Potential members of energy are in most cases interested in a sustainable but also in an economic operation of 

their energy supply. Several test cases (Steinmaurer, 2020) show, that not all members of energy communities 

benefit to the same extent from their participation in this community. This work aims to present a 

methodological development towards a fair distribution of profits in such electrical energy communities.  

The paper is organized as follows: after a short introduction, a developed optimization method for PV- and 

battery systems in energy communities is presented. This method evaluates the contribution of every 

participant and uses this information in a multi-step procedure to distribute the economic advantages in energy 

communities. 

 

2. Method 

The presented method for finding a fair distribution of advantages in electrical energy communities is based 

on a previous publication (Steinmaurer, 2020). For easier understanding, the method used there is briefly listed 

here again. Every participant in a renewable energy community has properties, according to Fig. 1. The states 

x1 … x8 are power values of this player in the community and describe the energy flow situation. State x5 refers 

to the state of charge of the storage unit. Arrows indicate possible energy flow directions, like load and PV 

production, costs for energy purchase (x1) as well as remuneration for feed-in (x2) are assumed to be known. 

 

International Solar Energy Society EuroSun2022 Proceedings

 

© 2022. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientiic Committee
doi:10.18086/eurosun.2022.16.11 Available at http://proceedings.ises.org 1775



 

Fig. 1: Structure of energy flow optimization of one single participant in an energy community. States xi consider power flow 

at every time instant, from (Steinmaurer, 2020) 

 

Every Energy community consists of N participants with properties of Fig. 1. Renewable energy will be 

exchanged via the public grid - but with different fees and costs (so the states x6 and x7 are necessary). 

Efficiencies for charging (x3) and discharging (x4) of the battery are also considered, the non-negative state x8  

avoids battery charging from the grid. 

 

The overall energy flow coordination problem considering all time instants for every participating partner leads 

then to a linear programming procedure 

min
𝒙

𝒄𝑇𝒙            (eq. 11) 

𝑨𝑒𝑞𝒙 = 𝒃𝑒𝑞  

𝑨𝑖𝑛𝑒𝑞𝑥 ≤ 𝒃𝑖𝑛𝑒𝑞  

𝒙𝑙𝑏 ≤ 𝒙 ≤ 𝒙𝑢𝑏  

considering equality constraints 𝑨𝑒𝑞𝒙 = 𝒃𝑒𝑞  ((eq. 1) to (eq. 4)) and inequality constraints for the states 𝒙𝑙𝑏 ≤

𝒙 ≤ 𝒙𝑢𝑏 (e.g. maximum and minimum power, storage limitations, …) and for additional limitations 

 (𝑨𝑖𝑛𝑒𝑞𝑥 ≤ 𝒃𝑖𝑛𝑒𝑞). As mentioned, details can be found in (Steinmaurer, 2020). 

This optimization procedure was used to find an optimal discrete time sequence of all states 𝒙 from (eq. 1) for 

several test cases. The example in (Steinmaurer, 2020) with 4 participating partners shows that in some cases 

the optimal solution for the energy community (minimal summed up costs for all participants) can lead to 

disadvantages for some individual partners in the community, e.g. increased costs for partner P3 (-3.78€), 

while all other participants gain an advantage (see Tab.1) 

The individual cost savings of each partner (with and without being part of the energy community) are listed 

in Tab. 1 in an absolute (𝑆𝑖) and in a relative (𝑆𝑖,𝑟) representation 

𝑆𝑖,𝑟 =
𝑆𝑖

𝐹𝑖
100%         (eq. 2) 

 

Tab. 1: Resulting costs for each participant and the saving in comparison to the individual costs without being part of an 

energy community, adjusted from (Steinmaurer, 2020) 

  P1 P2 P3 P4  Sum 

Individual costs of partner i 

without energy community 𝑭𝒊 

€ 103.95 34.15 14.72 118.50  ∑ 𝐹𝑖
4
𝑖=1  = 

271.33 
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Savings of partner i through 

community 𝑺𝒊 

€ 8.87 2.58 -3.78 27.31  ∑ 𝑆𝑖 
4
𝑖=1 = 

34.99 

Relative cost savings 𝑺𝒊,𝒓 - 8.53% 7.56% -25,6% 23,1%  ∑ 𝑆𝑖
4
𝑖=1

∑ 𝐹𝑖
4
𝑖=1

100%

= 12.9% 

 

Calculation of an Energy community contribution index 

In (Steinmaurer, 2020) a first attempt to assess the importance of an individual participant was presented. This 

was done by eliminating single players from the energy community and observing the effects of cost savings 

on the community. This results in an assessment of the importance of participants to the economic viability of 

such energy communities (see Tab 2).). 

In the next step, a community contribution index Ci of every participant i = 1 … N is defined 

𝐶𝑖 =
𝑆𝐶,𝑖−∑ 𝑆𝑖 𝑁

𝑖=1

∑ 𝑆𝑖 𝑁
𝑖=1

         (eq. 3) 

where 𝑆𝐶,𝑖 are the savings of the community without participant 𝑃𝑖 , 𝑆𝑖 are the savings of the individual 

participant i in a complete energy community with all participants (see tab. 1). This index is able to measure 

the importance of a single participant in a community. 

 

Tab. 2: Assessment of the individual contribution to the energy community  

 Community 

Savings 

𝑆𝑐,𝑖 

Community 

Contribution index 

𝐶𝑖 

Community without P1 𝑆𝑐,1 =19.04 € 0,458 

Community without P2 𝑆𝑐,2 =10.04 € 0,71 

Community without P3 𝑆𝑐,3 =29.79 € 0.148 

Community without P4 𝑆𝑐,4 =19.25 € 0,449 

   
Community with all participants ∑ 𝑆𝑖 

4
𝑖=1 = 34.99€  

 

Fig. 2 shows a possible result of the contribution index as a function of the individual savings for all players 

in an energy community. Because the optimization procedure minimizes costs to the entire energy community, 

some participants may experience slightly higher costs after the optimization, although savings are made by 

the community itself. It is obvious, that such a situation - with some participants (indicated in red) have a 

disadvantage while others benefit - does not offer a perspective for long-term cooperation in this community.  
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Fig. 2: Contribution index vs. individual savings in an energy community 

 

There are two basic possibilities to avoid drawbacks for some participants: 

• the community itself builds a mode for a financial balancing of these injustices after the energy 

exchange (cross-financing of the economic advantages) or 

• a mathematical procedure to include the contribution index in the optimization task. 

In this work, the second approach will be demonstrated. 

 

Multistep-Procedure 

The single-step procedure of (Steinmaurer, 2020) offers the drawbacks of non-consideration of negative 

savings of some participants, apart from that no information about the importance of a participant in an energy 

community is included in the optimization procedure. 

The main concept of the proposed multistep procedure is 

a) Compute the optimal solution (minimum costs) for the energy community 

b) Compute the individual savings 𝑆𝐶,𝑖 and the contribution index Ci of every participant 

c) Define additional boundary conditions for minimum savings of every participant, depending on the 

parameters of b) 

d) Solve the extended optimization task 

e) If the solution of d) is feasible, then the requirements of c) are tightened and continue with c) 

 

To realize a fair contribution of the economic advantages, the additional boundary conditions can be used to 

define the increasing minimum savings of every participant if the contribution index is increasing. This 

behavior can be realized with a simple linear function of minimum savings for all players. The minimum 

requirement and the starting point for further optimization for the energy community are, that no participant 

has higher costs for energy than without the community. To reward participants with higher contributions to 

the energy community, the minimum saving will be increased depending on the contribution. This will be done 

by restricting the solutions space of the optimization task linearly to Ci. As a result of that, the solutions must 

move to higher savings beyond the newly added minimum saving limit. The lower boundary condition for 

every participant is then calculated 

𝑆𝑖,𝑙𝑏 = 𝑘𝐶𝑖          (eq. 4) 

The slope 𝑘 starts with 𝑘 = 0 (left diagram of Fig. 3) and is increased until no solution to the optimizing task 

can be found. The last feasible solution is the result of this multistep procedure. (right diagram of Fig. 3, the 
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constraint of participant Pl is violated first while all other participants are still in the allowed Solution space).  

 

 

Fig. 3: Restriction of the solution space for the optimization procedure  

3. Results 

The multistep-procedure from chapter 2 is shown for the test cases with 4 participants of an energy community 

(from (Steinmaurer, 2020)). Starting with the initial optimization without restrictions on individual savings 

leads to a solution with an economic disadvantage for participant P3. Applying the presented multistep-

procedure (starting with 𝑘 = 0 leads then to the results of Tab. 3. The graphical representation can be seen in 

Fig. 4. Although all participants' solutions appear to lie on the optimal slope line, only P3 is exactly on this 

line, all other participants are inside the solution space. 

 

Tab. 3: Results of the multistep-procedure  

  P1 P2 P3 P4  Sum 

Individual costs of partner i 

without energy community 𝐹𝑖 

€ 103.95 34.15 14.72 118.5

0 

 271.33 

Community Contribution index 𝐶𝑖 1 0.458 0.71 0.148 0.449   

Savings of partner i through community 

𝑆𝑖 / 𝑆𝑖,𝑟 without minimum savings  

€  

% 

8.87 

8.52 

2.58 

7.56 

-3.78 

-25.65 

27.31 

23.05 

 34.99 

12.90 

Savings of partner i through community 

𝑆𝑖 / 𝑆𝑖,𝑟 with 𝑘 = 0 

€  

% 

8.87 

8.52 

2.58 

7.56 

0 

0 

22.03 

18.6 

 33.49 

12.34 

Savings of partner i through community 

𝑆𝑖 / 𝑆𝑖,𝑟 with max 𝑘 

€  

% 

10.47 

10.08 

5.33 

15.62 

0.48 

3.25 

11.84 

9.99 

 28.13 

10.37 
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Fig. 4: Resulting individual savings of an energy community with 4 participants P1 … P4 

 

4. Conclusions and Outlook 

A renewable energy community is an ideal possibility to share excess energy with other participants and take 

economic advantage of this legal opportunity. The distribution of energy within this community can be seen 

as an optimization task, where the global costs of the community will be minimized. As demonstrated in an 

initial example, this minimization can lead to financial drawbacks for some community members. To avoid 

this injustice, a multistep-procedure was presented, where a community contribution index was used to 

determine a fair share of the community savings. This procedure can be used to define the economic advantages 

in energy communities of every participant in an understandable mathematical way. 
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Abstract 

Digitalization plays an important role to achieve optimised operation of renewable-based energy supply systems 

coupling the sectors heat, electricity, and mobility. The benefit derived from optimization methods, however, also 

depends on the quality of the used data. Therefore, the present study analyses methods which can be applied for 

processing of low-quality heat meter data. Machine learning algorithms are used to fill the gaps of incomplete load 

and return temperature multi-year profiles retrieved from a dataset of five heat meters installed in a heating grid of 

an industrial consumer. On average, the coefficient of determination R² for the machine learning algorithm is 0.92. 

Additionally, two statistics-based filters, that are applied to detect outliers in continuous profiles, are compared. 

Those filters slightly improve the accuracy of the models and help to obtain more consistent profiles from the heat 

meter data. The completed datasets support enhanced data analysis, which lays the ground for redesigning fossil-

fuelled and optimizing smart renewable energy systems.  

Keywords: Digitalization, machine learning, outlier detection, heat meter data 

 

1. Introduction 

In the wake of digitalization, the amount of available datapoints from energy systems is strongly increasing. Analysis 

of that data gives detailed knowledge about the systems, which is useful for improving operational stability, energy 

efficiency and for remodelling of existing systems towards renewable energies. 

While digitalization in the electricity sector is already well advanced, the heat sector lags behind as measuring heat 

flows requires more complex sensor technology with higher installation costs. In combination with historically lower 

costs for heat than for electricity, it is less attractive to monitor heat systems in detail. Therefore, accurate measured 

heat consumption data in a high temporal resolution (i.e. hourly) is usually rare. Additionally, the quality of the data 

depends on installation and signal transmission conditions. Adverse conditions may lead to effects like incomplete 

or irregular heat meter data, which is also true for the dataset used in this work. 

2. Heat Meter Data Processing 

The following chapters propose a procedure to improve low quality heat meter data. This includes the completion of 

fragmentary timeseries by predicting the missing data with a machine learning regression algorithm as well as two 

methods for statistical outlier detection. Furthermore, the impact of outlier detection on the accuracy of the models 

is analyzed. 

2.1 Original dataset 

The original dataset used in this study consists of three years of data which come from five heat meters measuring 

load, supply and return temperature in hourly resolution. They belong to a heating grid of an industrial complex with 

several buildings. The timeseries of the example dataset have gaps that, on average, account for 29 % of the time 

within the three-year period. These gaps are caused by an error-prone IT infrastructure, which is used to transfer the 

measured values of the heat meters and store them in a central database. 

As an example, Fig. 1 shows the original heat load, supply and return temperature profiles for one heat meter for the 

year 2020. The heat load was normalized using its maximum value within the three-year period, as the actual values 

of the profile are irrelevant to the methods applied in this paper. The gaps are visible as zero values in the shown 

graphs. They mostly occur simultaneously in all three profiles but show no obvious patterns. The duration of missing 

periods varies from a few hours up to multiple weeks. All five heat meters have similar characteristics in terms of 

missing data, but the course of load and temperature profiles deviates according to the type of consumers. Both heat 

load and return temperature are strongly dependent on ambient temperature, because space heating accounts for the 

largest share in heat demand. 
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Fig. 1: Original data for a one-year period of one heat meter (heat load, supply and return temperature) 

2.2 Completing missing heat meter data with machine learning models 

Data analysis helps to understand and improve energy systems. However, continuous timeseries are required to 

prevent a bias from availability. In this work a machine learning algorithm is used to predict values for the gaps in 

the described profiles. 

It has already been shown by Saloux and Candanedo (2018) and Bünning et al. (2020), that the use of machine 

learning algorithms can improve the accuracy of heat load forecasts. Filling gaps in historic load profiles is a rather 

similar use case and it is additionally applied to fill gaps in return temperature profiles here. The present work has 

been conducted using the scikit-learn machine learning library (version 0.24.0) in a python environment (Pedregosa 

et al., 2011). After comparing different available algorithms in scikit-learn, the Extreme Gradient Boosting 

(XGBoost) regression algorithm turned out to be the most suitable for filling gaps in measured data.  

The general procedure for each timeseries is depicted in Fig. 2. In the first step, the input variables which are relevant 

for prediction of the desired outputs are chosen and included into the raw data. A preliminary visual analysis showed 

that ambient temperature, time, and solar radiation have a relevant influence on the load. In case of the return 

temperature, the supply temperature is an additional input variable. The raw data is pre-processed to ensure unbiased 

training of the machine learning algorithm. The timestamp is encoded (1, 0) into columns for each category (day of 

week, hour of day). Ambient and supply temperature show an almost normal distribution so that they are 

standardized, while solar radiation is normalized between 0 and 1. 

Next, the gaps are identified by defining validity ranges that are applied to each profile individually. The validity 

ranges are: 

• Heat load: �̇� > 0 

• Supply temperature: 𝑇𝑠𝑢𝑝𝑝𝑙𝑦 =  𝑇𝑠𝑢𝑝𝑝𝑙𝑦,𝑠𝑒𝑡𝑝𝑜𝑖𝑛𝑡  ± 2𝐾 

• Return temperature: 𝑇𝑟𝑒𝑡𝑢𝑟𝑛 > 40 °𝐶 

The gaps are removed from the training dataset, which is fed into the machine learning algorithm (XGBoost) to build 

a black box model of the system. The trained model is then used to predict the missing values in the original data. 

Finally, the accuracy of the models is evaluated in order to determine their reliability. Common regression indicators 

are determined, including the coefficient of determination (R²), the root mean squared error (RMSE) and the mean 

absolute percentage error (MAPE). They are calculated as the mean of five random data splits to ensure cross 

validation.  
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Fig. 2: Procedure diagram for completing missing data 

2.3 Outlier detection through statistical deviations 

Besides the obviously missing data points in a timeseries, there are also outliers where the values abnormally deviate 

from the course of a profile. Those can be caused for example by temporary external effects on the sensors or failures 

in data logging that last shorter than the actual temporal resolution of the timeseries. In this study two different 

methods based on statistics are developed and tested to detect outliers. 

Z-filter 

The Z-filter detects a value as an outlier, if it deviates from the mean of a floating period (i.e. one week) by a 

predefined number of standard deviations (see eq. 1). The period for the floating values (mean and standard deviation) 

is centred around each tested value. The period and the number of standard deviations (nstd) are free parameters 

adjustable to the relevant use case. 

Z-criteria for outliers:  
|𝑌𝑖−�̅�|

𝜎
> 𝑛𝑠𝑡𝑑  (eq. 1) 

For this paper the parameters were chosen according to a visual analysis of the profile. Ideally the parameters are set 

by using a validation dataset, where the number of outliers is known. However, this was not available for this study. 

Grubbs-filter 

The Grubbs-filter uses the maximum normalized residual test (Grubbs-test) to detect outliers within a floating period 

(i.e. one week) centred around the tested value. An outlier is located by the maximum deviation of a value in terms 

of number of standard deviations from the mean within the given period (see eq. 2). This procedure is repeated until 

no outliers are detected at a significance level α. 

Grubbs-criteria for outliers:  𝐺 =  
𝑚𝑎𝑥𝑖=1,…,𝑁|𝑌𝑖−�̅�|

𝜎
 (eq. 2) 

The filter can be adjusted through the length of the floating period and the significance level. Grubbs-test only detects 

outliers by their value but does not consider the order of datapoints. However, the order is relevant when considering 

timeseries. Therefore, the Grubbs-test is applied to the second-degree gradient of a timeseries in this case. It can be 

used to locate outliers that deviate strongly from the course of a profile, because the first-degree gradient is low right 

before the outlier and high just after the outlier. Additionally, the timeseries of the second-degree gradient is 

approximately normally distributed, which is a prerequisite for using Grubbs-test. (Adikaram et al., 2015) 
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3. Results 

The following sections show excerpts from the profiles to demonstrate the presented methods. The machine learning 

models are evaluated using R2, RMSE and MAPE and the effects on the scores through the filters is shown. 

Additionally, the importance of the several input parameters is discussed. 

3.1 Comparison of Grubbs-filter and Z-filter for Outlier Detection 

The filters are applied after the gaps in the profiles are completed by the machine learning algorithm described in 

section 2.2. For the supply temperature profiles, the gaps are filled with the setpoint value, which is constant 

throughout the year and independent of ambient temperatures. 

The floating period in both filters is set to one week (168 h) to account for the fact that the profiles are retrieved from 

an industrial consumer with characteristics related to the day of the week. The Z-filter is applied with nstd set to 2.5 

and the Grubbs-filter with a significance level α at 0.05.  

The supply temperature is only filtered with the Z-filter, as it works well to detect outliers in an almost constant 

profile. The values filtered in supply temperature profiles are replaced by the median of the two adjacent values. 

The total number of detected outliers in the 15 profiles is documented in Tab. 1. It slightly differs between the five 

meters and between the three profile types (supply temperature, return temperature, heat load), but is mostly similar 

regarding the applied filters. The detected outliers amount to 0.6 % up to 1.8 % of the total dataset 

Tab. 1: Comparison of the number of outliers detected by the two filtering methods in processed return temperature and heat load 

profiles  

 Number of detected outliers 

Meter ID 1 2 3 4 5 

Supply Temperature 

Z-filter 474 428 445 484 423 

Return Temperature 

Z-filter 237 320 242 268 326 

Grubbs-filter 226 298 257 149 308 

Heat Load 

Z-filter 330 375 363 304 307 

Grubbs-filter 385 353 332 280 304 

 

Fig. 3 depicts an excerpt from the return temperature profile of meter 1 for May 2020 in hourly resolution. The graph 

shows that the Z-filter (black markers) only detects the outliers that deviate more than 2.5 standard deviations (green 

dashed line) from the mean value (grey dashed line) of the floating period, while the Grubbs-filter (red makers) also 

detects outliers that deviate from the course of the profile. This can also be observed in the excerpt of the heat load 

profile during the same period (Fig. 4).  

On the one hand outliers are sometimes detected in both profiles (heat load and return temperature) at the same time, 

on the other hand some occurrences do not overlap. Some outliers are detected by both filters, others by only one of 

them. In order to confirm if the detected outliers are actually faulty meter data, a validation dataset is needed. As this 

was not available in this study, the accuracy of the filters cannot be evaluated quantitatively. Nevertheless, the most 

obvious outliers that can be detected visually, are mostly detected by the filters. 
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Fig. 3: Excerpt of a return temperature profile (meter 1, May 2020, hourly resolution) with Grubbs- and Z-filter applied 

 
Fig. 4: Excerpt of a heat load profile (meter 1, May 2020, hourly resolution) with Grubbs- and Z-filter applied  

3.2 Performance of the machine learning algorithm 

The two following figures (Fig. 5 and Fig. 6) show the completed three-step processing of the profiles. The missing 

values in the original profiles (red and grey dashed lines) are visible as zero values and periods with constant supply 

temperature. In the first step, the missing values are replaced by predictions using the machine learning algorithm 

(cyan dashed lines). In the second step, the Grubbs-filter is applied (red markers). The figures show that detected 

outliers are frequently adjacent to missing periods. In the final profiles (solid lines), the detected outliers are removed 

from the training data of the machine learning algorithm and treated as missing values. Therefore, the course of the 

profiles created with the regression models in the third step slightly differs from those that in the first step. 
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Fig. 5: Visualization of the three-step processing of supply and return temperature profiles – original (grey), processed profile with 

detected outliers (cyan), final processed profile (blue) (May 2020, hourly resolution) 

 
Fig. 6: Visualization of the three-step processing of supply and return temperature profiles – original (grey), processed profile with 

detected outliers (cyan), final processed profile(black) (May 2020, hourly resolution) 

The accuracy of the presented machine learning algorithm is evaluated using the indicators R2, RMSE and MAPE 

presented in Tab. 2 as the mean of the individual scores of the five meters for the base case (first step) and for either 

filter applied. 

In general, the indicators confirm the visual impression from Fig. 5 and Fig. 6 that the models are able to predict 

realistic profiles for the missing values in the timeseries. The influence of the filters on the accuracy of the models is 

below 5 %. However, in all cases they improve the models by increasing R2 but decreasing RMSE and MAPE. Since 

the number of detected outliers is relatively low (0.6 – 1.8%), the training data is only slightly altered by the filters 

compared to the base case. Therefore, impact of the filters on the overall performance of the algorithm is quite low. 

Additionally, there is no significant trend for favoring Grubbs- or Z-filter on the basis of the calculated indicators. 
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Tab. 2: Average performance of the machine learning algorithm as mean of the five meters and influence of the two filters 

 Evaluation criterion 

 R2 RMSE in K resp. kW MAPE in % 

 w/o 

filter 
Grubbs Z 

w/o 

filter 
Grubbs Z 

w/o 

filter 
Grubbs Z 

Return 

temperature 
0.917 0.921 0.922 0.94 0.91 0.92 5.41 5.23 5.23 

Heat load 0.925 0.929 0.930 140.0 133.9 135.3 13.18 12.58 12.71 

 

In addition to the performance indicators, the processed profiles are evaluated in terms of annual mean supply and 

return temperature and total heat amount. Tab. 3 shows that the supply temperature in processed profiles barely 

deviates from the original data, while the return temperature is more than 1.8 % higher. Since the temperatures are 

volume flow weighted, no strong deviation is expected. However, the heat amount is more than 17 % higher than in 

the original data, where missing values occur in 29 % of the time. This is consistent with the visual impression that 

the gaps occur more frequently in summer when the heat load is below average. 

Tab. 3: Average deviation of annual mean supply and return temperature and total heat amount of the five meters in processed profiles 

compared to original profiles 

 Deviation 

Value w/o filter Grubbs Z 

Supply temperature +0.27% +0.27% +0.27% 

Return temperature +1.84% +1.87% +1.81% 

Heat amount +17.34% +17.66% +17.45% 

 

3.3 Importance of input parameters 

Finally, the input parameters to the black box models, which are also called features in the machine learning domain, 

are analysed. The relative importance of the six features is retrieved from the machine learning algorithm in the 

scikit-learn library and is depicted in Fig. 7 for the several processed profiles of return temperature and heat load that 

are discussed in the previous section. It clearly shows that ambient temperature is the most influential input parameter 

with more than 35% and is followed by the hour of the day and the day of week. The supply temperature is only used 

as an input parameter to the return temperature models and has a medium relevance with about 15 %. There is no 

significant change in the feature importance when comparing the models with and without a filter. 

 
Fig. 7: Input parameter (feature) importance for return temperature and heat load prediction models with and without filters for 

outlier detection 
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4. Conclusion 

The methods applied in this study enable to process faulty heat meter data and improve its consistency. Missing 

datapoints and detected outliers are replaced by using machine learning regression models. The performance of the 

models is evaluated with common indicators like R2, RMSE and MAPE. A coefficient of determination R2 of about 

0.92 is achieved for both heat load and return temperature profiles. It should be noted that the indicators are calculated 

as mean values from five different meters to ease readability. However, the quality and availability of the training 

data of the profiles vary and strongly influence the accuracy of the individual models. It confirms the thesis that the 

better the data basis, the better the results of the model predictions. 

The applied filters detect the most visually identifiable outliers, although some datapoints are detected which are 

difficult to distinguish from actual peaks. In a further step, it is therefore necessary to test the filters on data, where 

a corresponding validation dataset with known outliers exists. Nevertheless, the performance evaluation shows that 

the filters slightly improve the accuracy of the machine learning models.  

The evaluation of the annual mean values points out that the processed profiles deviate from the original data, which 

is especially true for the heat amount with more than 17% deviation. This will likely cause errors when redesigning 

or continuously optimizing this energy system with the original profiles. After all, redesigning and optimizing are 

vital aspects for transforming the heat sector from conventional fossil-fuelled systems to smart energy-efficient 

systems based on renewable energies. Therefore, this work is aiming to contribute to a more efficient transformation 

process. 
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Abstract 

Solar thermal systems for industrial process heat could greatly contribute to reduce global greenhouse gas emissions. 

Such installations should be cost-effective and energy-efficient, which is why this paper investigates a new algorithm 

for design optimization. Design optimization first requires to accurately simulate the system, which can be very time 

consuming when systems are as complex as solar thermal plants with thermal storage and variable load demands. 

Instead of simplifying models and losing in precision, it has been chosen here to use data clustering to reduce the 

computational time of simulations. A clustering algorithm of meteorological data originally developed for buildings 

heating is adapted for solar thermal energy production and the well-spread multi-objective genetic algorithm NSGA2 

is performed to find the optimal sizing. The iterative use of both algorithms is investigated to gain in accuracy. 

Keywords: SHIP, solar thermal energy, industrial heat, genetic algorithm, data clustering, design optimization, 

control strategy 

 

1. Introduction 

The industrial sector consumes approximately one third of global world-used energy, and is responsible for about 

37% of greenhouse gases emissions. Almost three quarters of the industrial energy consumption is used for heat or 

cold production, most often produced with electricity or combustion of oil products as explain Kumar et al. (2019). 

Tilahun et al. (2019) assert that installing solar thermal energy production technologies on industrial sites can 

significantly reduce greenhouse gas emissions and operating costs, while saving on electricity and fuel purchases. 

These systems consist of solar thermal collectors that heat a Heat Transfer Fluid (HTF), as well as a thermal storage 

system and an auxiliary heating that take over when solar energy is not sufficient to meet process heat requirements. 

Solar heat production in industrial processes is generally economically viable. However, it is necessary to optimize 

the systems design and control strategy in order to make investments even more attractive and reduce emissions as 

much as possible. Indeed, as pointed out by Thiel and Stark (2021), the solar thermal plant behaves as a complex 

system influenced and limited by the intermittency and low areal density of the available solar radiation as well as 

the variability of the temperature required for the processes. In this paper, the optimization design consists in the 

choice of the solar technology and the type of storage to be installed as well as their dimensioning: solar collectors 

area and tank volume, all to deliver maximal solar energy to the industrial process while minimizing the investment 

costs.  

Design optimization algorithms require to run performance simulations on many different plant designs, which means 

that these simulations should be time constrained as explains Klemeš (2011). Physical models are used for simulating 

the energy production of solar thermal systems, and the more detailed models are the longer is the computational 

time of their simulations. A compromise between model accuracy and reasonable simulation time is often made, 

leading to a loss of quality of the simulation results. It is therefore interesting to look for new methods which allow 

time simulation reduction without degradation of model accuracy. One solution would be simulating the model on a 

few days instead of one full year, which implies choosing days that accurately represent the meteorological year, or 

replicate the annual performance profile of one important performance criterion: Sayegh (2020) shows that it can be 

done with clustering algorithms. Indeed, clustering algorithms are methods to find relevant groups in data and 

determine representative data points in each group, in order to use these particular points instead of the whole dataset 

and reduce the length of the simulations.  

As building a solar thermal plant follows multiple objectives, such as minimizing gas emissions, maximizing the 

solar fraction, or minimizing the investment costs, it has been chosen to use a multi-objective algorithm for design 

International Solar Energy Society EuroSun2022 Proceedings

 

© 2022. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientiic Committee
doi:10.18086/eurosun.2022.16.13 Available at http://proceedings.ises.org1790



 

 

optimization. The well-spread NSGA-II (Non Dominated Sorting Algorithm) developed by Deb et al. (2002) is used, 

and the simulations are run with the formerly defined short sequences of days instead of the whole year. A comparison 

with NSGA-II run on annual simulations is made to validate the model, and modifications of the algorithm were 

needed in order to meet the accuracy requirements. 

2. The Typical Short Sequence Algorithm 

One challenge of design optimization is to evaluate the objective function on different relevant weather data, to obtain 

optimized solutions that cover all possible climatic conditions of the site, while limiting data to restrain computational 

time simulations. Reducing data without losing accuracy is necessary in multiple scientific fields and many data 

grouping or clustering methods have been developed in the last decades to address the problem.  

2.1. Data clustering 

Data clustering is the art of finding groups in data (Kaufman and Rousseeuw, 2005). One of the most spread 

clustering algorithms used in literature is the k-means algorithm, which is implemented in Python in the Scikit-learn 

module detailed by Pedregosa et al. . It divides a set of data points into a predefined number k of disjoint clusters, 

each represented by one centroid, calculated as the mean of the samples in the cluster. This implies that the centroid 

is not necessarily a data point in the cluster, and it allows a faster computation. However, it can be better to select 

data points as representative instead of imaginary points, as in the k-medoids algorithm: the medoid chosen is the 

data point that has the least total distance to the other samples of its clusters. Fig. 1 presents the illustration of a 

partitioning around medoids methods with 20 data points and k = 3 clusters.  

 

 
 

Fig. 1: Illustration of partitioning around medoids. Credit : Kaufman and Rousseeuw(2005). 

Wallerand et al.( 2018) used clustering methods in the design optimization of solar-assisted industrial processes. 

They chose the MATLAB k-medoids algorithm to obtain a reduced set of meteorological data that would be a subset 

of the original data. Tilahun et al. (2019) also use the MATLAB k-medoids algorithm for typical meteorological days 

selection, in order to optimize solar thermal energy systems design for industry. The k-medoids algorithm presents 

two disadvantages: it selects representative days directly on their meteorological parameters, and it is time 

consuming. A method that would select days according to their representativeness of the studied system performance 

instead of diverse meteorological parameters is more interesting, and was developed by Hasan Sayegh during his 

PhD: the Typical Short Sequence algorithm (TypSS). 

 

2.2. Typical Short Sequence Algorithm 

TypSS is a clustering algorithm developed by Sayegh (2020) which determines a series of typical days in order to 

obtain a short simulation sequence predicting the behaviour of a given system. It was developed to study buildings 

thermal performance, and was adapted in this paper for solar thermal industrial heat systems. 

The mathematical and physical model used for simulating the systems performance is an intern tool developed by 

Kamerling et al. (2021) described in section 4.1. 

The algorithm divides the year into distinct chronological periods iteratively and selects a representative day for 

each, trying to generate a reduced simulation sequence that replicates the annual sequence accurately. The code is 

divided into three main parts: the initialization phase where initial variables are calculated; the period setting phase 

where the year is iteratively divided into a predefined number of periods; and the typical days’ enhancement phase 

where better representative days are searched for each period based on global performance values. During the period 

setting phase, at each step the performance of each period is evaluated by comparing the performance criterion value 

to the one of the annual simulation, and the worse performing period is divided into two halves. The global procedure 

of TypSS is presented in Fig. 2.  
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Fig. 2: Scheme of TypSS. Credit : Sayegh et al. (2022). 

 

The parameters include all the data specified by the operator to the model and algorithm that are needed to operate. 

They are:  

- The parametric configuration of an individual, e.g. the characteristics of the solar thermal plant tested 

common to all individuals and the decision variables specific to each one. 

- n_indv the number of tested individuals. 

- The weather data. 

- n_START and n_STOP the lengths of the initial and final sequence. 

- The chosen performance criterion; 

- The days generation coefficient coef_gen corresponding to the percentage of days in each cluster tested by 

the algorithm to be the representative day. 

3. Design Optimization 

3.1 Optimization algorithms 

According to  Klemeš (2011) definition, an optimization problem consists of an objective function that corresponds 

to a performance criterion to be minimized or maximized (initial investment costs, fuel savings achievements...), 

given input parameters characterizing the model (e.g. in our case study the technologies used, typical meteorological 

data, thermal losses of the installations...), and decision variables whose optimal values have to be determined (e.g. 

total area of collectors, storage capacity...), as well as the equations modeling the underlying system.  

There are a large number of optimization algorithms, which can be divided into two categories: algorithms based on 

the simulation and solving of a physical model, and those performing optimization via data such as machine learning. 

This paper investigated only the first category of algorithms, as the available data on the performance and costs of 

solar thermal power plants is largely insufficient to consider the second one.  

Focusing on the design of a solar thermal power plant where the objective function is non-linear and highly unstable, 

Cabello et al. (2009) demonstrates that classical gradient-based optimization techniques such as MILP have less 

accurate results than the genetic algorithm he proposes.  

 

3.2 Evolutionary algorithms 

A genetic algorithm is inspired by natural evolution : Kalogirou (2004) explains that its principle rests on the 

evolution of a fixed-size population of solutions evolving in time, the fittest ones being selected for reproduction. It 

uses three principal operators: selection, crossover and mutation. Selection is performed thanks to a fitness function 

defined by the user for each problem: the solutions scoring best are given a higher probability of being chosen in the 

mating pool, where crossover happens to produce an offspring. Part of the new generation undergoes mutations to 

assure the exploration of diversified solutions. The initial population is generated randomly, and the algorithm stops 

when the maximal number of generations is reached or when some performance criteria are met. The adjustable 

chromosomes of the individuals are the variables that are modified during the algorithm, in this work they are: the 

number of loops of the solar installation and the number of storage hours. 
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3.3 Multi-objective optimization 

In this paper, it has been chosen to optimize two objective functions : maximizing the annual solar fraction of the 

plant and minimizing its investment costs. A solution dominates another one if the first solution has at least one 

criterion strictly superior to the second solution, and no criteria strictly inferior. Mahmoudimehr and Sebghati (2019) 

defines an optimal or non-dominated solution as a solution for which there are no other possible solutions that 

dominate it : the solution then belongs to the Pareto front. In Fig. 3 below;  the solutions A, B, C and D are not 

dominated by any solutions of the Solution domain, therefore they belong to the Pareto front.   

 
Fig. 3: Solution domain of a typical two-objective optimization problem. Credit : Mahmoudimehr and Sebghati (2019). 

 

3.4 NSGA-II  

NSGA-II is a well-spread multi-objective optimization algorithm proposed by Deb et al. (2002) that belongs to the 

genetic algorithms category. In this case, the fitness function is evaluated on individuals according to the two 

objective functions, and each solution is attributed to a Pareto Front (first front for Pareto optimal solutions, second 

front for the second best solutions that are only dominated by one solution and so on). They are then also sorted by 

their crowding distance, which is their Euclidean distance to the mean of their Pareto front. The algorithm selects for 

reproduction the solutions belonging to the firsts Pareto fronts and that have the highest crowding distance as can be 

seen in Fig. 4. This third parameter encourages the algorithm to select diversified solutions that allow better global 

exploration of the space solutions.  

 

 

 
Fig. 4: NSGA-II sorting procedure. Credit : Deb et al. (2002). 

 

Mahmoudimehr (2018) chose the NSGA-II algorithm for design optimization of a hybrid photovoltaic hydroelectric 

standalone energy system in Iran, with two objective functions being the investment cost and the loss of power supply 

probability. Silva et al. (2014) decided to apply another type of evolutionary algorithm  : a memetic algorithm, which 

combines a genetic algorithm with a fast-local search algorithm. However, the algorithm is only single objective and 

three objective functions are successively studied, leading in very different optimal solutions.  

In this paper, the NSGA-II algorithm is run in two different ways: the first one with evaluating the fitness functions 

on annual simulations for each individual, the second one with the evaluation performed on short sequences 

simulations, which reduces drastically the time computation. The algorithm is illustrated in Fig. 5. 

 
V. Vuillerme et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1793



 

 

 
Fig. 5: NSGA-II combined with TypSS procedure. 

 

3.5 OptiTypSS 

As detailed in the PhD report of Sayegh (2020), running the NSGA-II algorithm with simulations applied on the 

predetermined short sequence does not give a good approximation of the Pareto Front. Indeed, the short sequence 

created by TypSS is designed to extrapolate the annual performance of specific individuals, chosen randomly at the 

start of the algorithm; therefore, it will not necessarily extrapolate well individuals near the Pareto Front. This 

problem was addressed by running iteratively the NSGA-II algorithm on a new short sequence determined by TypSS 

with added individuals chosen among the set of optimal solutions returned by the precedent iteration of NSGA-II, as 

shown in Fig. 6 below. Indeed, with this new approach, the second short sequence generated will have lower global 

accuracy but will be more precise for individuals around the first approximated Pareto front, which is supposed to 

be near the real Pareto front, and the second run of NSGA2 will therefore give a better approximated Pareto front, 

and so on. 

 

 
Fig. 6: OptiTypSS procedure. 

4. Application to the Design Optimization of a Hybrid SHIP System 

 

4.1 Hybrid SHIP System modeling 

The Hybrid SHIP System chosen for the study is described by Kamerling et al. (2021) and illustrated in Fig. 7. It 

consists of a solar field, a two-tank storage and a boiler in series. Mass flow rate from the solar field (�̇�𝑆𝐹) at the 

Solar Field‘s outlet temperature 𝑇𝑆𝐹  goes to the storage (�̇�𝑆𝐹→𝑠𝑡) or to the boiler directly (�̇�𝑆𝐹→𝑠𝑡). When needed, 

the Heat Transfer Fluid (HTF) comes from the hot tank (�̇�𝑠𝑡→𝑏𝑜𝑖𝑙𝑒𝑟) at the tank’s temperature 𝑇𝑠𝑡 . The storage state 

is characterized by the mass in the hot tank 𝑀𝑠𝑡 and its temperature 𝑇𝑠𝑡 , while the cold tank is not modeled. It is 

considered that the mass fluctuations in the hot tank are compensated by the cold tank. A third inlet coming from the 
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cold tank permits to bypass the solar field and storage (�̇�𝑎𝑢𝑥). The three mass flow rates at the inlet of the boiler 

must be equal to the process’s demand mass flow rate (�̇�𝑑𝑒𝑚𝑎𝑛𝑑), when no energy comes from the hot tank and the 

solar field, the boiler heats up the total HTF’s mass flow rate in order to reach the process’s demand temperature. 

 

Fig. 7: Schematic of the Hybrid SHIP System of interest and control variables. Credit: Kamerling et al. (2021). 

The solar field consists of a basic structure, called a loop, repeated a certain number of times in parallel. The loop 

contains low-cost parabolic trough collectors (PTC) in series with higher thermal efficiency Linear Fresnel Receivers 

(LFR). The two decision variables of the design optimization problem are the number of loops repeated (the number 

must be an integer) and the storage capacity in hours. 

The algorithm SwipeTools, developed by S. Kamerling, calculates the solar production (i.e. heats and mass flow 

rates) during one year with hourly steps. It takes as input the process demand curve (hourly mass flow rates and 

return temperature), the meteorological data and the system design, and returns the detailed annual solar production. 

The main parameters taken into account in this paper are the hourly energy provided by the boiler during the full 

year and the annual solar fraction.  

 

4.2. TypSS parametrization.  

Several parameters were chosen based on the sensitivity analysis of the algorithm entry parameters carried out by 

Sayegh (2020), and are summarized in Tab. 1 below.  

Tab. 1: Parametrization of TypSS. 

Parameters Values 

n_indv 3 

n_START 6 

n_STOP 12 

Performance criterion Solar Fraction  

Weather data One typical year  

(Grenoble, FR) 

 

Several number of final periods n_STOP were tested to find the best suited value for this case study, this parameter 

varying greatly between models. It has finally been chosen to determine short sequences of 12 typical days, the 

number realizing the best compromise between accuracy of the results and time convergence of the algorithm. 

Initially, the performance criterion used to compare annual and short sequence simulations was the annual solar 

fraction of the plant, this parameter being one of the two objective criteria in the optimization problem. However, it 

proved to induce a bias in the initial periods division: it led the algorithm to choose the smaller periods as the ones 

to be divided again. As can be seen in Fig. 8 below, it resulted in an inconsistent division of periods: five clusters 

contain more than 60 days while eight others contain less than 10 days, and more than half of the typical days are in 

July and August. This typical days repartition cannot approximate well one year of meteorological data, as it focuses 

on two particular months in summer, which are not representative of the variability of the resource during one year. 

The choice of an extensive criterion, the annual energy consumed by the boiler, instead of an intensive one solved 

the problem and resulted in a more coherent annual division with an even distribution of typical days during the year, 

as Fig. 9 shows.  
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Fig. 8: Periods division and days selection for a short sequence of 14 typical days where the annual solar fraction is the performance 

criterion.  

 

Fig. 9: Periods division and days selection for a short sequence of 14 typical days where the annual energy provided by the boiler is the 

performance criterion. 

 

With these parametric configurations, the TypSS algorithm created typical short sequences that gave accurate 

approximation of the annual performance of the tested Hybrid SHIP System. One example of result obtain from the 

short sequence approximation is presented in Fig. 10. It corresponds to a plant with 88 loops and a storage capacity 

of 4.5 hours, belonging to the approximated Pareto front given by 3 iterations of OptiTypSS.  

 

Fig. 10: Annual and integrated profiles of solar fraction with short sequence approximation 
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4.3. OptiTypSS Parametrization 

The choice of parameters and limits for the decision variables are detailed in Tab. 2 below. The weather data was 

downloaded from the European Commission software PVGIS (PVGIS, 2019). 

Tab. 2: Parametrization of OptiTypSS. 

Decision variables Limits 

Number of loops (integer) [|1,150|]  

Storage capacity (h) [0.5,10] 

Parameters Values 

Population size 50 

Number of parallel processes 20 

Maximal number of identical generations 20 

Weather data One typical year 

(Grenoble, FR) 

 

Fig. 11 presents the results of different design optimization tests with these parameters The tests were run on the 

same computer with 32 Go ram, with 20 sub-processes run in parallel. The NSGA-II algorithm was first run without 

use of short sequences: for each individual tested, the full annual system modeling was performed to calculate the 

annual solar fraction of the plant. It converged in 13h45 after 98 generations, and the Pareto front obtained is 

considered as the reference one - it is the blue curve in the figure below. After this, several iterations of OptiTypSS 

were tested to see the accuracy of the approximated Pareto front given. The first simulation corresponds to only one 

iteration of NSGA-II performed with the first typical sequence determined by TypSS on three random individuals. 

It is indeed further away from the reference curve than the others, with a quadratic error of 7% while the OptiTypSS 

algorithm performed with 2, 3 and 4 iterations reached a quadratic error of respectively 5.9%, 6% and 5%. The best 

approximation of the reference Pareto Front is therefore obtained by OptiTypSS with 4 iterations. However, as for 

certain optimization problems even 5% of quadratic error would be too much, another method for reducing time 

computation without losing in accuracy was investigated. An additional annual simulation was run with a different 

initial population : instead of generating random individuals, the initial population was taken as the resulting 

population of the first iteration of TypSS. The proximity of the initial population to the Pareto front led to a decrease 

in the number of generations needed for convergence : the algorithm stopped after 52 generations instead of 98, 

reducing the overall computation time of the algorithm by 6h while giving the same Pareto front. When accuracy is 

prior to time computation reduction, using one iteration of OptiTypSS before launching NSGA-II on annual 

simulations with its results as initial population still allows converging faster. A summary of time convergences and 

performances of the methods is provided in Fig. 12. 

 

Fig. 11: Interpolations of the reference and the approximated Pareto fronts given by OptiTypSS 
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Fig. 12: Comparisons of the different algorithms performance. 

 

4.4 Storage management and design in short sequences simulations 

One important thing that was observed during the optimisation phase with OptiTypSS is that the approximated Pareto 

fronts were far more accurate in cases of lower investment costs than in cases of high investment costs, as shows Fig. 

13. This means that for higher storage capacity and larger collectors area, the short sequences accuracy in simulation 

decreases. Indeed, looking at the design choices determined by the reference and OptiTypSS-4 simulations showed 

that for high investment costs (above 20 million euros), the storage capacity was underestimated by the optimization 

algorithm applied on short sequences, as presented in the Fig. 14. 

 
Fig. 13: Quadratic error of short sequences simulations for different ranges of investment costs. 

 
Fig. 14: Design choices difference with annual and short sequences simulations. 

 
This outlined a bias in the short sequence algorithm : the storage management cannot be well simulated from one 

day to another, as the days tested consecutively do not belong to the same meteorological period. The structure of 

the Swipe Tools code first imposed that the storage had to be reinitialized at 0% at midnight between two days of the 

short sequence, which explains the limit of 8-10 hours storage recommendation in the optimization results: the code 

did not take into account higher capacities. A modification of the algorithm allowed to test simulations where the 

storage state of the precedent day of the short sequence was conserved for the beginning of the next days. Even if 

the days tested one after the other were not chronologically consecutive, it allowed the algorithm to take into account 

the possibility of using thermal energy stored even after midnight. This reduced the storage management difference 
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between reference and clustered simulations, as shows Fig. 15. Indeed, for the fourth iteration of OptiTypSS, the 

global quadratic error is equal to 3.5% against 5% previously, and the quadratic error for investment costs above 20 

million euros fell from 6.8% to 4.6%. It is observed in Fig. 16 that OptiTypSS still underestimates the optimal storage 

capacity for large collectors area (high number of loops) but far less than previously, and there is no more a storage 

limit of 10 hours.  

 
Fig. 15: Interpolations of the reference and approximated Pareto fronts given by OptiTypSS with storage state continuously modeled 

through the typical days. 

 
Fig. 16: Design choices comparison between annual NSGA-II and OptiTypSS with storage state continuously modeled through the 

typical days. 

For specific plants with high storage capacity and with load demands that imply storing regularly energy through the 

night, the inaccuracy of storage state simulation with short sequence will have a significant impact on the quality of 

the results. In these cases, using the annual simulation with NSGA-II beginning with an initial population given by 

the first iteration of OptiTypSS could be a great compromise between time computation and results accuracy.  

In the meantime, OptiTypSS is sufficiently accurate and can be used for design optimization for general types of 

plants. The great computation time reduction allows thinking of more complex optimization design problems, 

particularly by increasing the decision variables number. Indeed, more decision variables could be added such as the 

choice of the solar collectors technology, the design of the initial loop , or even the captors spacing and orientation.  
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5. Conclusion 

This paper studies a new optimization method for design of solar thermal plants producing industrial heat. Instead of 

simplifying the model of the plant for an annual performance simulation, it investigates the use of meteorological 

data clustering with an intern algorithm selecting typical days in a year, named TypSS for Typical Short Sequence 

Algorithm. Originally developed by Sayegh (2020) for dynamic building performance simulations, it was adapted 

and validated in this paper for solar thermal plants‘ performance simulations. It determines the approximation of the 

annual solar fraction on hourly steps of a solar thermal plant with great accuracy, while reducing the computation 

time by 25 to 30 times depending on the short sequence length.  

The NSGA-II (Non-dominated Sorted Genetic Algorithm II) well-spread optimization algorithm, presented by Deb 

et al. (2002), is used to obtain a Pareto front of optimal design solutions minimizing the initial investment costs while 

maximizing the predicted annual solar fraction. Applying this new method of performance calculation for solar plants 

with NSGA-II allows reducing greatly time calculation, even if it needs to regenerate more precise short sequences 

around the Pareto front space in order to gain in accuracy. However, one problem emerges for high storage capacities: 

the short sequences are not able to simulate accurately the storage state through one night, as two consecutive days 

of the typical sequence does not belong to the same meteorological period. It is therefore advised to use the annual 

simulations when the optimization design solutions looked for should make a significant use of night storage, while 

for plants with lower storage capacities OptiTypSS would be sufficient. 

The algorithm developed allows obtaining faster many design optimization results for various problems: it can be 

very useful to test optimal design solutions variation with different initial parameters. Indeed, it was proved by 

Kamerling et al. (2021) that solar field output temperature optimization in control strategy could improve 

significantly the plant efficiency. It is planned to investigate whether taking into account the control strategy in design 

optimization would lead to greater results or if there is no need of making this choice before building the structure. 

This fast optimization tool will also permit running more complex design optimization problems with many more 

decision variables, which will be investigated in the future.  
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Abstract 

In innovative district heating systems with integration of distributed renewable heat sources, dynamic processes 

in the pipe network, such as flow reversals and zero flow periods due to decentral feed-in, and their effects on 

efficiency, service life and control strategies are getting more important. To investigate the effects of these 

processes, a dynamic thermo-hydraulic model for district heating networks using Modelica is developed. The new 

model builds upon available model libraries and adds improvements and design principles, that enable fast and 

accurate simulations. A general model design is proposed so that users can set-up correct district heating network 

models fast and easy. The new model is successfully validated against other software and measured data for 

representative load situations (high, medium, low load and a temperature step). On a regular computer, within six 

hours annual simulations of a district heating network with 85 consumer units can be run at a high temporal 

resolution of three minutes for all pipe segments including house lead-in pipes. 

Keywords: district heating network, dynamic thermo-hydraulic simulation, Modelica, model design  

 

1. Introduction 

A vital element of the energy transition towards renewables is the integration of renewable heat sources into new 

and existing district heating networks (DHN). In many cases these renewable heat sources are distributed over the 

network, e.g., solar thermal units and waste heat sources. Their decentral feed-in results in an increase of dynamic 

processes in the DHN, such as flow reversals, compared to conventional DHNs with centralized heat supply units 

(Paulick et al., 2018). 

This new situation creates a need for dynamic thermo-hydraulic models of DHNs, so that the effects on the 

network such as flow reversals, cold and hot plugs or temperature changes and their impacts on efficiency, service 

life as well as control strategies can be investigated. These models should enable dynamic simulations, that meet 

the following requirements: 

• Long simulated times, up to one year, to examine the performance and relevant effects with seasonally 

variable heat sources and sinks 

• High temporal resolutions, < 1 hour, to capture the fluctuating nature of renewable supply units 

• High spatial resolutions, which means including all individual pipe segments, to capture the state of all 

parts of the DHN 

In this contribution, the development and validation of such a model is described. 

2. Model Development 

To set up the dynamic model, the acausal, object-oriented modelling language Modelica (Modelica Association, 

2013) and the simulation tool Dymola (Dassault Systèmes, 2019) are chosen, as this environment provides great 

capabilities to model thermo-fluid systems and a variety of high quality open-source model libraries such as the 

Modelica Standard Library (Modelica Association, 2019) and IBPSA library (IBPSA, 2018). Furthermore, the 

object-oriented approach of Modelica, including the usage of inheritance, enables a modular model design with 

good reusability and compatibility of the different component models. For the development of the component 

models, suitable base models from the Modelica Standard Library are used, wherever possible.  
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2.1 Pipe model 

The pipe model is based on a validated plug-flow model (van der Heijde et al., 2017) which calculates delay, heat-

loss and the effect of the pipe wall heat capacity and is capable to handle flow reversals. The model efficiently 

handles varying inlet temperatures and flow reversals by using the Modelica spatialDistribution() operator (an 

inbuilt operator to implement plug-flow calculations) to calculate fluid and temperature propagation. The heat 

losses are modelled separately, using a Lagrangian approach, where the outlet temperature 𝑇out of each fluid 

parcel is calculated from its dwell time in the pipe (𝑡out − 𝑡in), its inlet temperature 𝑇in, the temperature of the 

surroundings 𝑇b, the thermal  resistance between the fluid and the surroundings 𝑅 and the heat capacity of the 

fluid 𝐶 according to equation 1. This approach neglects changes of the temperature of the surroundings, axial 

diffusive heat transfer and effects of pressure loss, wall friction and dissipation, which are valid simplifications in 

most of the operational range of DHNs (van der Heijde et al. 2017). 

𝑇out = 𝑇b + (𝑇in − 𝑇b) 𝑒𝑥𝑝 (−
𝑡out−𝑡in

𝑅𝐶
)  (eq. 1) 

However, the original model produces hot plugs after zero flow periods as an artifact due to a simplification of 

the heat loss calculation: The pipe model contains a plug-flow model and a volume model in series (see Fig. 1). 

The original model allocates the heat loss only in the flow model and does not calculate heat losses for the volume 

model. This solution results in hot plugs of uncooled water, that get flushed through the network once the mass 

flow is reestablished after a zero flow period. A demonstration of this behavior is shown in Fig. 2 and Fig. 3. This 

is an unwanted artifact of the model and results in computational costs because the solver drastically reduces its 

timestep to accurately calculate the propagation of these hot plugs. To avoid this, heat losses for the volume model 

are included as well, while keeping the total heat loss of the pipe equal. The exact allocation of heat losses is 

undertaken by dividing the total heat conductivity according to the shares of heat capacity of water and pipe wall 

so that the volume model cools down simultaneously to the water in the plug-flow model. This improvement is 

important in case zero flow situations may occur often, for example in and close to feed-in points of solar thermal 

fields.  

Another consequence of the original heat loss calculation is that the instantaneous heat loss of the pipe is not 

known, as just the heat loss of the fluid parcel leaving the pipe is calculated. While this is the same value at steady 

state conditions, in dynamic situations with varying mass flows or even zero flow periods the values may 

drastically differ (see Fig. 3, number 3). With the improved heat loss calculation above it is possible to estimate 

the instantaneous heat loss of the pipe from the temperature in its volume model. This new heat loss variable is 

added to the model, so that the instantaneous heat loss can be evaluated easily. 

 

 
Fig. 1: Plug-flow pipe model consisting of a static pressure head model, a plug flow model, and a volume model with a heat loss 

component. Green boxes highlight improvements within this work compared to the original model (van der Heijde et al., 2017). 
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Fig. 2: Model to compare the original plug-flow pipe 

with the advanced version. Two serial pipes of each 

type experience a period of zero flow. 

Fig. 3: Results that show the improvements of the advanced pipe 

model: realistic cooling during zero flow (1), no temperature peaks 

when pipes are flushed afterwards (2) and the heat loss variable 

that is independent from mass flow (3). 

 

Furthermore, the calculation of the static pressure head was added and the detailed pressure calculation from the 

Modelica Standard Library (Modelica Association, 2019) was made available as an option in case it is needed 

instead of the simplified approximation that is already included. For a good usability, two pipe models are wrapped 

into a double pipe model representing supply and return line and an easy parametrization via pipe types is 

implemented. Multiple pipe models can be connected at network nodes through their vectorized ports, so that the 

pipe model instances can form any network layout. 

2.2 Functional units 

The functional units of the district heating network (supply units, loads and bypasses) are modelled as fluid 

boundary conditions (either pressure or flow boundary conditions at setpoint temperatures) without detailed 

modelling of the actual components, such as heat exchangers, pumps, or storages (see Fig. 4). The setpoints for 

pressures, mass flows and temperatures are calculated in control blocks from input data and relevant states in the 

network, such as the temperature at the outlet of the supply line pipe entering the respective functional unit. This 

reflects the underlying assumption, that all units follow their setpoints accurately enough, so that deviations from 

the setpoint can be neglected. Furthermore, in the functional units, there is no fluid model connection between 

supply and return line so that the fluid flow equations for supply and return line are decoupled, which reduces the 

computational effort.  

Load model icon 

 

Load model diagram 

 
Fig. 4: The load model as an example for the model architecture of the functional units. The lefthand-side shows the model 

icon, which indicates the general model behavior and its connectors to other model instances, while the righthand side shows 

the model diagram with its inner structure. The inputs supply line temperature (“T_SL_in”, top left) and load data (“dataBus” 

center right) are used to calculate the mass flows that occur. The fluid models are separated between supply and return line. 

mass flow boundary condition 

representing load inflow 

no fluid model connection 

between supply and return line 

(1) 
(2) 

(3) 
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The mass flow calculations in the functional unit include time constants that restrict the dynamics of mass flow 

changes. This allows smooth simulations where the computation of highly dynamic effects (or artifacts) that are 

out of the relevant time scale are avoided.  

2.3 General Model Design 

The fluid in the network is modelled as constant property water, with the properties separately calculated for 

supply and return lines at the respective design temperatures. However, the models are still compatible to other 

variable property fluid models in case a user wishes to introduce them at the cost of higher computational effort. 

The dynamic pressure effects in water occur on time scales below the focus of the model (< 1 s). Thus, the 

pressures in the network are calculated stationary assuming an incompressible medium and neglecting expansions 

of the hydraulic components. Therefore, the pressure control loop results in a large non-linear algebraic equation 

system, that must be solved iteratively for each timestep (so-called algebraic loop). This algebraic loop can be 

avoided by introducing a state variable within the loop (Jorissen et al., 2018). To do so, a PT1-block is included 

in the pressure control loop. Jorissen et al. point out, that this approach increases the computational effort for the 

integrator. However, in the use case of pressure control loops for large pipe networks in DHN, this additional 

effort is by far compensated by the advantage of avoiding the iterative solution of the non-linear algebraic system: 

For a case study of a radial DHN with about 400 pipe model instances, the introduction of the PT1-block reduces 

the CPU-time of a simulation by a factor >10. 

The general model design includes a variety of further auxiliary models, that are bundled within a “DH 

environment” model, so that users can set-up a correct DHN model fast and easy. A diagram of a simple DHN 

model with all auxiliary models is shown in Fig. 5. The auxiliary models are: 

• The system component builds upon the Modelica.Fluid.System model from the Modelica Standard 

Library (Modelica Association, 2019). It is used to set general parameters, that are important for the 

simulation. The original model is extended by parameters to set the time constant of the functional units, 

parameters to support the definition of nominal temperatures to be used in model instances wherever 

useful, parameters for pipe default settings and parameters for the network structure (e.g. number of 

network sections).   

• Data input is managed via data readers (Modelica.Blocks.Sources.CombiTimeTable; Modelica 

Association, 2019) for temperature and load data. A data bus is used to automatically connect the 

numerous signals to the corresponding units. To ensure a correct signal propagation, the load units must 

be assigned with unique IDs and the input data table must be arranged accordingly. 

• A heat loss connector is automatically connected to all pipe models on the one hand and the soil 

temperature signal on the other hand to ensure a correct heat loss calculation. 

• The pressure control loop bundles and processes the pressure signals from the outlets of all pipes and the 

differential pressures at all loads so that the pressure setpoints can be followed using PI-controllers. The 

pressure control loop includes a PT1-block, to break the algebraic loop as described above. 

Finally, the simulation timestep of the solver is limited to a maximum value to avoid propagating increasing 

numerical errors in series of pipe models that can be observed when the integrator timestep gets too large. These 

numerical errors especially occur within short pipe instances: Once the solver time step exceeds the dwell time 

within short pipe models (so that the plug-flow model is fully flushed within one time step), the temperature 

calculation becomes an error prone extrapolation. The numerical errors then propagate to the next pipe model, 

inducing sudden changes of temperature which then forces the solver to drastically reduce the simulation timestep 

until the temperature oscillation gets consumed by a load instance. The optimal value for the maximum simulation 

time step depends on the pipe lengths and the flow velocities (which themselves depend on load profiles, flow 

and return temperatures, and network design) within the network. Limiting the solver time step to a maximum 

value of 180 s has proven to be a decent choice for medium sized DHN with typical hourly load profiles for 

residential buildings. 
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Fig. 5: Overview of the general model design showing a very simple DHN with one supply unit and two loads connected via pipe 

models with a pipe junction. The auxiliary models for general settings and parameters, data input and propagation, pressure 

control and heat loss calculation are arranged at the top and left side. 

 

2.4 Development process and result 

During the development process, the component’s correct function and performance was permanently tested. 

Occurring issues were analyzed and solved, until through incremental improvements a proper performance of the 

full DHN model was reached. Finally, an annual simulation of a radial network with 85 loads at a high spatial 

resolution (no aggregation, including house lead-in pipes) can be run at a high temporal resolution (≤ 3 minutes) 

within six hours on a regular computer (Windows 10, 64 bit, CPU Intel i5-4300U @ 4x1.9 GHz, RAM 8 GB). 

3. Model Validation 

The first stage of the validation process was done by simulating a simple exemplary DHN in both, the commercial 

software STANET® (Ingenieurbüro Fischer-Uhrig, 2020) and using the new Modelica models. A variety of 100 

randomly chosen static load situations was simulated. The results show, that for all important parameters 

(temperatures, differential pressures, heat losses and mass flows) the deviations are below 1 %. Thus, the new 

model proves highly accurate for stationary conditions. 

pressure control loop 

data input 

data bus 

system: general 

parameters 

supply 

temperature 

calculation 

supply unit 

load unit 

double pipe models 

with pipe junction 

load unit 

pressure 

setpoints 

heat loss 
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The second stage of the validation process aims to validate the performance for dynamic situation. It is based on 

measured data (time resolution 15 min.) from a radial DHN with about 250 consumers. The accuracy of the 

measured data is limited, because at the consumer units, only momentary values are known, and these values are 

not exactly synchronous as they are transmitted via a serial bus system. Thus, the data was edited using the 

following procedure: 

• Step 1, cross check of individual consumer data: At each consumer momentary mass flow, temperatures 

and heat meter values are known. Using the heat meter values, the mass flow data was upsampled to a 3-

minute interval so that the mass flow timeseries is in line with the heat meter values. During this process, 

peaks were trimmed to a plausible duration and missing peaks were introduced. 

• Step 2, using central measurement: At the central heat supply unit the total mean mass flow of the DHN 

is known accurately for each interval. However, the sum of all measured consumer mass flows is up to 

10 % below this total mass flow. The reasons for this deviation may be inaccurate mass flow 

measurements and / or unmeasured mass flows in some parts of the network. As it was impossible to 

exactly identify the sources of deviation, the mass flow data at all consumers is increased by the deviation 

factor for each timestep. 

This data editing procedure may in some cases confound the data due to incorrect adjustments. However, the raw 

data is inconsistent which would result in a failure of the validation process, while the edited data is a consistent, 

most applicable data set obtained by combining all available information. Yet, these limitations of the data quality 

restrict the achievable degree of agreement between measurements and simulation. 

For the simulation, the edited timeseries of mass flow and return temperatures at the consumers and the supply 

temperature at the supply unit are used as an input. The simulation results are evaluated based on the resulting 

return temperatures and heat flows at the supply unit. The validation covers the full range of operating conditions 

throughout the year: periods of low, medium, and high load (each three days) and a period with a sudden rise of 

the supply temperature, as this is a highly dynamic situation in the measurement data. While these periods were 

simulated using the upsampled 3-minute timeseries and a maximum simulation timestep of 180 s, the evaluation 

of the agreement between simulation and data was done with 15-min mean values, as this is the data timestep at 

the central supply unit. 

The results are shown in Fig. 6 to Fig. 9 for the different periods. Each figure shows the timeseries of heat flow, 

supply and return temperature at the supply unit from measurement and simulation (top-left) and scatter plots to 

compare measured and simulated values for mass flow (top-right), return temperature (bottom-left) and heat flow 

(bottom-right). The comparison of simulation and measurement shows:  

• The general course of the timeseries is met very well by the simulation: Peaks and valleys of the heat 

load are simulated accurately, and subsequent changes of the return temperature agree very well in 

magnitude and shape. This indicates, that the edited measured timeseries form a consistent data set and 

that the model correctly captures the DHN’s structure and physics. 

• The relative mean deviations of mass and heat flow are small (< 2 %) for all load situations, apart from 

the low load period (see next bullet point). 

• The deviations are highest for the low-load period: The simulation yields systematically larger return 

temperatures (+1.6 K) and thus lower heat powers (-11 %) than measured. A plausible explanation for 

this systematic deviation lies in the data quality and editing: During the low load period, the heat load is 

domestic hot water use. This leads to strongly varying return temperatures at the consumers: While actual 

tapping events or the charging of a discharged storage produce large heat flow peaks with low return 

temperatures, the compensation of heat losses from storages (if existing) and circulation pipes leads to 

small, constant heat flows with a high return temperature. These fluctuations of the return temperature 

are not sufficiently tracked by the measured data and cannot be reconstructed properly from the available 

data. The results indicate that the data editing procedure tends to overestimate the return temperature 

which leads to underestimated heat loads. Thus, the deviation is rather a consequence of data quality than 

of shortcomings of the simulation model. 

• Finally, the temperature step situation (Fig. 9) deserves special attention: Here, first the supply 
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temperature slowly drops and then rises by 15 K within 30 minutes, which is a highly dynamic situation 

for a DHN. The results show that the simulation accurately reproduces the heat flow peak once the flow 

temperature rises and captures the course of the drop and subsequent delayed rise of the return 

temperature. 

 

Fig. 6:  Validation results for a high load period.  

 

 

Fig. 7: Validation results for a medium load period. 
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Fig. 8: Validation results for a low load period. 

 

 

Fig. 9: Validation results for a period with a sudden flow temperature step. 

 

In summary, the new model is successfully validated for static and dynamic situations comparing it to other 

simulation software and measured data from a real DHN. 
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4. Conclusion 

A dynamic thermo-hydraulic model for the simulation of DHNs focusing on the dynamic processes within the 

pipe network (such as temperature wave formation and propagation) is successfully developed in the object-

oriented modelling language Modelica. The model partly builds upon previously published open-source models 

with improvements concerning realistic behavior, usability of the models and computational performance. In 

particular, enhancements to the plug-flow pipe model by Jorissen et al., 2018 are proposed which yield realistic 

behavior and more stable simulations for situations with zero flow periods. Furthermore, design principles are 

proposed for the functional units, such as avoiding physical modelling of the inner hydraulic components and 

separation of fluid models for flow and return side to reduce the computational effort, and for the general model 

design with a set of auxiliary model components which facilitate the set-up of complete models of DHNs. 

The model simulates a medium sized DHN (85 loads) at high temporal resolutions (3 min) for long simulated 

times (1 year) in about six hours on a regular computer. The new model is successfully validated for static states, 

compared to the commercial network simulation software STANET®. To also validate the model for dynamic 

conditions, measured data from a medium sized DHN for different load situations and a situation with a very 

sudden change of the flow temperature were processed and fed into the model. The simulation results show good 

agreement with the measured data. Thus, the newly developed model has proven its high performance and 

accuracy for dynamic simulations of DHNs.  
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Abstract 

The EU-funded H2020 project SolBio-Rev aims to develop an energy system based on the use of solar energy 
and biomass with the objective to increase the share of renewable energy needed to meet heating, cooling, 
domestic hot water, and electricity demand in buildings. In this study, deep reinforcement learning techniques 
were applied for a SolBio-Rev system designed for a residential building (multi-family house) located in a 
Mediterranean climate in order to define an optimal control policy able to minimize the operating cost during 
summer and winter. Results showed that the smart control is able to reduce the cost of operation during summer 
compared to a standard rule-based strategy. Nevertheless, in winter the operating cost results slightly higher 
suggesting a further optimization for future studies. 

Keywords: Deep reinforcement learning, optimal control, smart control, modeling, residential buildings, hybrid 
energy systems, biomass 

 

1. Introduction 

The reduction of energy consumption in buildings and the production of energy through efficient systems based 
on renewables are fundamental actions to achieve a substantial reduction of gas emission to the atmosphere. 
Indeed, buildings are responsible for almost 40% of the overall energy consumption and gas emission into the 
atmosphere (IEA, 2019), therefore immediate actions are needed. Energy systems that can integrate more 
renewable sources can overcome the problem of their intermittency providing high flexibility and increasing the 
total share of renewables in buildings. In the framework of the EU-funded H2020 project SolBio-Rev, an energy 
system based on the use of solar energy and biomass is being developed to provide heating, cooling, domestic hot 
water, and electricity to different building typologies located in different climates. The novel system developed 
combines different technologies including a reversible organic Rankine cycle (ORC)/heat pump, solar collectors 
with thermoelectric generators, and a biomass boiler. The potential of this system to achieve a 100% share of 
renewable was studied in (Palomba et al., 2020) and (Palomba et al., 2021) in both residential and non-residential 
buildings located in different EU climates. 

In order to achieve the maximum efficiency of energy systems, the implementation of an optimal control is 
essential. Different control strategies can be found to manage energy systems. One of the techniques which gained 
attention recently is Model Predictive Control (MPC). However, one of the main constraints of this technique is 
the need of specialized solvers to find optimal solutions, which are limited to certain type of non-linarites.  
Amongst other techniques, Deep Reinforcement Learning (DRL) was proved to be a successful technique for 
solving complex control problems that is gaining interest in the field of energy system. In literature, it is possible 
to find DRL architectures approximating MPC on complex systems, or DRL algorithms that successfully control 
an HVAC (heating, ventilation, and air conditioning) system for a given user comfort requirement (Wei et al., 
2017). A DRL architecture was also implemented in a previous study by the authors (Zsembinszki et al., 2021) to 
deal with the complexity of an innovative hybrid energy storage system and to develop high-level control policies 
that minimize the operating cost of the system. In this study, the same DRL techniques were applied for a SolBio-
Rev system designed for a residential building located in a Mediterranean climate in order to build an optimal 
control policy that can minimize the operating cost during summer and winter. 
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2. Methodology 

The SolBio-Rev system optimized for Mediterranean climate is shown in Fig. 1 and is composed of the following 
main components with the respective functions: 

 Solar collectors with thermo-electric generators (TEGs) providing (1) heat to a short-term storage tank 
that is connected to a sorption chiller, a biomass boiler, and a domestic hot water (DHW) distribution system, 
and (2) electricity to auxiliary system components (i.e., pumps). 

 Biomass boiler that supplies heat for DHW and space heating (SH) to the storage tank. 

 Sorption chiller that works in cascade with a reversible heat pump during summer operation. 

 Reversible heat pump to provide heating/cooling. 

 Dry cooler that provides evaporation heat to the heat pump during winter operation and dumps 
condensation heat to the ambient during summer operation. 

 Buffer tank to decouple the heat pump and the short-term storage tank from the heating/cooling 
distribution system. 

 

 

Fig. 1. System components for the SolBio-Rev designed for continental climate 

The components were sized (Tab. 1) based on the energy demand obtained through simulations of a multi-family 
house located in Madrid. In this case, the multi-family house taken as a reference was the one from the EU project 
iNSPIRe (Dipasquale et al., 2014) with the U-values of a new/refurbished building according to the national 
building directive of Spain.  

Tab. 1. Size of the SolBio-Rev system components 

Component Size 

Sorption chiller 15 kW 

Biomass boiler (without supplying heat to the ORC) 15 kW 

Reversible heat pump 15 kW 

Solar collectors with TEGs  50 m2 

Short-term storage tank 1500 litres 

Buffer tank 800 litres 

 

For each component, a detailed numerical model to be integrated in the DRL architecture was developed. In 
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particular, the solar collectors model is based on a commercial AkoTec OEM vario 3000-20 collector and the 
solar thermal power was calculated based on the global solar radiation and the overall efficiency of the solar 
collectors. The TEGs were modelled considering the total thermal resistance of the TEGs system and calculating 
the power output through a linear function related to the temperature difference between input and output. The 
heat pump and the sorption chiller were modelled using performance curves given as polynomial functions based 
on equations for the cooling power and coefficient of performance (COP) as a function of operating temperatures. 
The biomass boiler was considered to operate at constant power with a 98% of thermal efficiency. The two water 
storage tanks were model using energy balance equations between the inputs and outputs.  

The system modelling considered two different time scale slots: a finer time slot (3 minutes), to numerically 
compute the SolBio-Rev system behavior for inner model operations and, a second, longer time slot (15 min was 
considered), to manage the high-level control system. Within the longer time slot, any action decided by the 
control system will not change until any of the subsystem limits is attained. The input and system variables 
considered as an input to the control includes the level of solar irradiance, the ambient temperature, the status of 
the different subsystems, and the energy demand profile for heating, cooling, and DHW. The set of actions that 
are taken by the control algorithm are based on the combination of operational modes of each 
subsystem/component shown in Tab. 2. 

Tab. 2. Operational modes of the system components 

Component State no. Description 

Solar collectors + 
TEGs 

0 Off 

1 Setpoint 60 ºC (SH+DHW production) 

2 Setpoint 90 ºC (sorption chiller-assisted operation 
of the heat pump for cooling) 

4 Feeding TEGs for electricity generation 

5 Setpoint 15 ºC (solar-assisted operation of the 
heat pump for heating) 

Heat pump 0 Off 

1 On for space heating using dry cooler 

2 On for space heating using solar collectors 

3 On for cooling using dry cooler 

4 On for cooling using sorption chiller 

Biomass boiler 0 Off 

1 On for short-term storage tank charging at 60 ºC 

Buffer tank 0 Not charging 

1 Heat provided from the short-term storage tank 

2 Heat provided from the heat pump 

3 Cooling provided from the heat pump 

 

The control policies of the smart control aimed at the minimization of the economic operational costs of the system 
(€) using a cumulative reward function calculated based on the costs associated to running the system in different 
operational modes. The objective function can be defined with the following equation: 

𝑃𝑒𝑛𝑎𝑙𝑡𝑦 𝐸 𝐸 ,  𝑃𝑒𝑛𝑎𝑙𝑡𝑦 𝐸 𝐸 ,  

 𝑃𝑒𝑛𝑎𝑙𝑡𝑦 𝐸 𝐸 ,  𝐸 𝐶𝑜𝑠𝑡 𝐸 𝐶𝑜𝑠𝑡  

(eq.1) 

where Penalty (€/kWh) is an economic penalization for not supplying the energy demand, 𝐸  (kWh) is the 
DHW demand, 𝐸 ,  (kWh) is the energy supplied for DHW by the SolBio-Rev system, 𝐸  (kWh) is the 

SH demand, 𝐸 ,  (kWh) is the energy supplied for SH by the SolBio-Rev system, 𝐸  (kWh) is the 

cooling demand, 𝐸 ,  (kWh) is the energy supplied for cooling by the SolBio-Rev system,𝐸  

(kWh) is the energy provided by the biomass boiler, 𝐶𝑜𝑠𝑡  (€/kWh) is the economic costs of the pellets, 𝐸  

 
G. Zsembinszki et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1813



 
(kWh) is the energy consumed from the grid, and 𝐶𝑜𝑠𝑡  is the price of the electricity (€/kWh). A cost of 0.30 

€/kg (0.72 €/kWh) was considered for the pellets, while a cost of 0.15 €/kWh and 0.30 €/kWh was considered for 
the grid electricity cost during off-peak and peak periods, respectively. The DRL algorithm was trained using the 
energy demand simulated for the reference multi-family house shown above using the weather data obtained from 
Meteonorm database for the location of Madrid available in TRNSYS (TRNSYS18, n.d.).  

The smart controller algorithm based on DRL developed minimized the objective function defined as cumulative 
reward of the whole season, providing the optimal policy of actions. To evaluate the performance of the DRL 
control policy, a rule-based control (RBC) policy was first implemented for the different operational modes. To 
assess the RBC policies, exactly the same number of training and testing data and the same time-step for the 
control management were used. In particular, the data sets were created taking 150 days for winter and 80 days 
for summer. From each season set, days were shuffled and 10 days were taken for testing and 10 days for 
validation. The remaining days of each set were kept for training the algorithm. The results shown in the next 
section correspond to the validation set. 

3. Results 

The actions done by the RBC policy and the DRL algorithm during summer are shown in Fig. 2 and Fig. 3, 
respectively. The results show that, due to the constant need of cooling demand, the heat pump is operating most 
of the time in both cases. However, using an RBC policy, the heat pump is mostly running using the dry cooler, 
but it also runs in the mode using the sorption chiller. On the other hand, the smart control never uses the cascade 
mode with sorption chiller. Moreover, the RBC policy uses the TEGs to produce electricity more often than the 
DRL policy. Despite of this, in summer, the total cost using the smart control is very similar to the cost using the 
RBC policy (55 € vs. 57 €). In winter, when solar radiation is lower, the RBC (Fig. 4) shows a high use of the 
biomass boiler to satisfy both DHW and space heating, and, during periods of highest solar radiation, solar energy 
is used to run the TEGs. The heat pump in solar-assisted mode is never used. However, the smart control using 
DRL algorithm (Fig. 5) reduces the use of the biomass boiler by enhancing the use of the solar collectors. 
Moreover, the TEGs are almost always OFF. In this case, using the policy detailed by the smart algorithm, it is 
possible to reduce the operating cost in winter for 10 days of operation from 37 € to 24 €. 

  
Fig. 2. RBC policy for summer season 
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Fig. 3. Optimal control for summer season 

  

Fig. 4. RBC policy for winter season 
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Fig. 5. Optimal control for winter season 

 

4. Conclusions 

In order to enhance flexibility of systems based on renewables sources, hybrid energy systems have a high 
potential to increase the total share of renewable energy used to satisfy the energy demand in buildings. The 
system developed within the SolBio-Rev project uses solar energy and biomass to provide heating, cooling, 
domestic hot water, and electricity for different building typologies in different climates. In this study, deep 
reinforcement learning (DRL) techniques were used to develop optimal control policies of the SolBio-Rev system 
to minimize the operating cost during all year. The SolBio-Rev system considered in this study was an optimized 
configuration for residential buildings located in Mediterranean climates. The smart control algorithm was trained 
using data of the energy demand of a multi-family house in Madrid obtained from simulations. In order to evaluate 
the goodness of the DRL control policy, a rule-based control policy was first implemented considering the 
different operational modes of the system components.  

The results showed that the smart control is able to reduce the total cost in winter reducing the operation of the 
biomass boiler from 37 € to 24 € for 10 days of operation, due to a better operation of the solar collectors and a 
reduced use of the biomass boiler. However, in summer, the total cost using the smart control is very similar to 
the one achieved using the RBC policy. This can be explained by the low TEGs installed power and the fact that 
the reduction in the total energy consumption due to the coupling between the heat pump coupled and the sorption 
chiller is low.  Further studies will aim to improve the DRL algorithm in order to define an optimal policy able to 
achieve higher savings in the energy cost in summer. 
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Abstract 

Renewable metal fuels have great potential to act as a sector coupling seasonal energy storage. Renewable 

electricity can be generated in summer, transformed and stored in a metal fuel without losses as long as desired, 

and can provide decentralized heat and electricity at any time and any place. Aluminium as an energy carrier is of 

interest due to its high volumetric energy density (> 23 MWh∙m-3). Therefore, the production of heat and hydrogen 

from seven different aluminium recycling streams was analyzed and a conversion efficiency of close to 100% was 

reached for all of them. However, some of the obtained solid reaction products showed metal impurities, which 

require a purification process in order to close the material cycle. The concept provides a seasonal energy storage 

solution with “storage” costs in the range of 90 Euro per MWh. Additionally, life-cycle greenhouse gas (GHG) 

emissions of all studied aluminium-redox-cycles were substantially lower when compared to natural gas mini 

CHP plants. 

Keywords: Seasonal Energy Storage, Renewable Metal Fuel, Aluminium Energy Carrier, Aluminium Recycling, 

Sector Coupling 

1. Introduction 

The storage of large quantities of renewable energy over long periods (more than three months) is still an important 

unsolved issue of the energy transition. In Europe, energy security and resource dependency have gained new 

urgency, partly as a result of the geopolitical situation and associated reduction or shutdown of natural gas and oil 

imports from Russia. Energy prices have reached record levels across Europe and might rise further as the winter 

approaches. Today, renewable electricity and heat from solar energy can be produced at low-cost and can, in 

combination with a short-term storage, even fulfill daily demand profiles of households, in particular during the 

summer. Nevertheless, when people need to heat their buildings in winter, additional energy sources or a seasonal 

storage is required. In this regard, renewable metal fuels can offer a simple, safe, and efficient solution. If excess 

"summer" energy is converted into chemical energy carriers, which can be stored without losses over several 

months, it can easily fill this winter gap and reduce or eliminate the dependency on fossil fuels. Aluminium, in 

particular, is a very promising renewable metal fuel candidate (Trowel et al., 2020). 

Based on a sector-coupled aluminium-redox-cycle concept (Figure 1), electricity from solar or other renewable 

sources can be used in a storage charging process to reduce aluminium oxide or aluminium hydroxide into 

elementary aluminium (Power-to-Al). This reduction process is carried out via the calcination and/or inert anode 

smelter process which emits only O2 (CO2-free Al smelter). In the storage discharging process, aluminium can be 

oxidized (Al-to-Energy) releasing hydrogen and heat, while again obtaining the by-product aluminium hydroxide 

at a reaction temperature below 280 °C or aluminium oxide at higher temperatures. The hydrogen can be 

electrochemically converted with a fuel cell system and the heat from both exothermal reactions (oxidation of 

aluminium as well as oxidation of hydrogen) can be used in buildings for the supply of domestic hot water and 

space heating. Therefore, aluminium acts as a seasonal renewable energy carrier with an energy recovery of more 

than 23 MWh∙m-3 if it is stored as a solid block or, more realistically, 15 MWh m-3 as a bulk storage material (e.g. 

Al grit). This concept can cover a significant amount of heat and electricity in winter when implemented in 

decentralized combined heat and power generation (CHP) systems (Haller et al., 2021). 

Dudita et al. (2019) investigated the aluminium-water oxidation reaction in alkaline solutions (NaOH(aq)) with 

primary aluminium as a source material and showed that the reaction depends on various conditions. In particular, 

the particle size, shape, and quality of the aluminium can affect the reaction time and the precipitation of the by-

product. However, from an economical point of view, potential low-cost aluminium recycling streams could be 

of interest. Therefore, different source material, including old scrap from post-consumer use, as well as new scrap 
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from the manufacturing process of semi-fabricated and final products, were identified and tested. The goal was to 

answer questions concerning the suitability of secondary aluminium source material and their effect from an 

economic and environmental point of view. 

 

Figure 1: Overall sector coupling energy storage concept based on aluminium-redox-cycles, adapted from Haller et al (2019). 

2. Procedure and methodology 

To evaluate the suitability of secondary aluminium as a 

source material for the discharging process (oxidation 

reaction) and to assess the quality of the by-product and 

potential market applications, five aluminium materials 

from post-consumer use (sample 1 to 5 of Figure 2) and 

two new Al scrap samples from metal processing (sample 

6 and 7) were selected. All samples contained various 

impurities, e.g. coffee residues, oil, surfactants, and other 

metals, and thus had to undergo a pre-treatment process 

before use. A pure aluminium reference (sample 8, class 

P1020) provided the baseline of the following chemical 

analysis. 

 

2.1. Aluminium source material, pre-treatment and chemical analysis 

Initially, a preparation process including cutting and shredding, cleaning and drying, as well as a thermal treatment 

for 30 minutes at a temperature of 550 °C, was implemented in order to remove unwanted non-metallic impurities 

as much as possible. In a next step, the prepared samples were chemically analyzed to obtain the elemental 

composition by Inductively Coupled Plasma - Optical Emission Spectrometry (ICP-OES).  

To assess the completeness of the oxidation reaction, the efficiency and kinetics of each aluminium sample 

(prepared without thermal treatment) were studied at room temperature using a 6 M1 NaOH(aq) solution as a 

reaction promoter. The maximum amount of hydrogen that can be produced from the aluminium sample was 

calculated according to eq. 1.  

2 𝐴𝑙 +  6 𝐻2𝑂 →  2 𝐴𝑙(𝑂𝐻)3  +  3 𝐻2   (eq.1) 

Finally, aluminium hydroxide (Al(OH)3) was obtained as a solid reaction product (from aluminium samples 

without thermal treatment) in a 6 M NaOH(aq) solution at a stable reaction temperature from 60 to 70 °C.  

 
1 The molarity (M) is defined as the number of moles of solute dissolved in one liter of solution. 

Figure 2: Visual aspect of the aluminium samples after 

cutting, shredding, cleaning, and drying. 
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The Al(OH)3 was separated via vacuum filtration and washed until the pH of the filtrate decreased from 14 to 7. 

Before all samples were chemically analyzed via X-ray fluorescence (XRF) analysis, a thermal treatment for 1 

hour at 1050 °C was implemented. In this case, the remaining dry mass can be associated with the presence of 

metal oxides. 

2.2. Global Warming Potential (GWP)2 and energy cost  

The potential environmental advantages of the aluminium-redox-cycles were evaluated using the standardized 

procedures of LCA as per ISO 104040 (2006) and ISO 104044 (2006), which determine the environmental impact 

associated with the concept from resource extraction to end-of-life burdens. The functional unit was defined to 

present 1 MJ of energy produced. It is important to note that this functional unit contains a specific amount of heat 

and hydrogen or heat and electricity, depending on the system setup applied (without or with a fuel cell system). 

For this study, life-cycle GHG emissions and their associated impacts on climate change are used as the main 

indicators for the environmental performance of the aluminium-redox-cycles. All GHG emissions were assessed 

by the IPCC 2013 GWP 100a V1.03 method using the Ecoinvent database version 3.1. In addition to the 

background process of the PV electricity production from the Ecoinvent dataset, the updated life cycle inventory 

data set from Frischknecht et al. (2020) was also applied. 

For the economic assessment, current world market prices or specific estimates from the industry were used. In 

general, two different cases can be distinguished for the use of recycling / scrap material for the aluminium-redox-

cycles. 

• Closed cycle: At the beginning, aluminium scrap is introduced into the Al-to-Energy cycle and the 

produced aluminium hydroxide is used for the production of new aluminium. In this case, the source 

material flow stays within the aluminium-redox-cycle after the first introduction. Thus, cost savings are 

only effective in the first year, since no (loss free cycle) or only little amounts of aluminium (to 

compensate material losses within the cycle) are introduced every year. 

• Open cycle: Every year, aluminium scrap is introduced, and the resulting aluminium hydroxide is sold 

to be re-used in other processes, e.g., as a flame-retardant additive. 

It should be noted that the closed cycle is dependent on the question whether the produced aluminium hydroxide 

or alumina is suitable for the inert anode smelter, and the open cycle is dependent on the question whether there 

will be any market and demand for the resulting by-product. 

3. Results and Conclusion 

3.1. Aluminium source material, pre-treatment, and chemical analysis 

Results of the ICP-OES measurement identified iron as a metallic impurity in most samples. Sample 5 and 6 had 

a wide range of other impurities including Mg, Mn, Zn, Cu, Co, Cr, and Ni (Table 1). 

Table 1: ICP-OES results indicating the aluminium content and the presence of metal impurities. 

Sample 
Al Other metal impurities [mg/L] 

mg/L % a) Mg Fe Cu Co Cr Mn Ni Zn 

1 4.0 93.3  0.03       

2 5.0 97.6  0.05       

3 4.9 97.1  0.04       

4 5.0 99.6  0.05       

5 4.7 88.6 0.07 0.21   0.04 0.03 0.02  

6 3.4 65.8 0.07 0.57 0.11 0.06 0.05 0.01 0.02 0.09 

7 4.9 94.2 0.01 0.01       

8 5.3 99.7         

a) with respect to the mass of the (thermally treated) sample that was digested. 

 
2 The GWP is a measure of the emissions of greenhouse gases (GHG) such as CO2, perfluorocarbon (PFC), and 

methane (CH4), and is expressed as kilogram of CO2 equivalent (CO2eq). 
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Based on the analysis presented in Table 1, the aluminium content in the samples could be identified in the range 

of 63 to 93% (including weight losses from thermal treatment). 

The analysis of the completeness of the reaction showed that some samples with metallic impurities (i.e., strong 

presence of elements other than aluminium) produced more hydrogen than could be expected from its aluminium 

content alone (Figure 3). The primary aluminium sample 8 (99.7% purity) produced 99 to 100% of the expected 

hydrogen. However, sample 6, which contained large fractions of iron and other elements, reached 142% of the 

theoretical value based on the aluminium content. Therefore, it is very likely that metals other than aluminium 

have reacted with water and produce hydrogen (Yavor Y. et al., 2015). 

 

Figure 3: Completeness of the H2 evolution reaction based on the max. theoretical H2 production from Al content. 

The XRF analysis of the aluminium hydroxide identified a considerable amount of sodium (Na2O) in all samples 

with concentrations mostly below 2% (wt./wt. after subtraction of ignition losses (LOI)). This amount of sodium, 

present in the aluminium hydroxide after rinsing with water, indicates that about 6 to 10%3 of the used NaOH for 

the reaction ends up in the aluminium hydroxide. Furthermore, most samples contained a considerable amount of 

iron, some magnesium, and, to a lesser extent, manganese, silicon, and zinc. These findings lead to the conclusion 

that for most samples (especially old scrap material) an additional treatment and purification step would be 

necessary in order to recycle them in a conventional aluminium smelter for a closed cycle application. Thus, it 

can be assumed that the market value of the obtained aluminium hydroxide is rather low. In case of an open cycle 

implementation, a market has to be identified or created. So far, there doesn't seem to exist an industrial process 

which would allow a direct application of the obtained alumina without further purification steps. 

3.2. Global Warming Potential (GWP) and energy cost 

Based on the LCA that used the avoided burden approach, it could be established that the selection of the source 

material (secondary vs. primary aluminium) had only a minor influence of 1 to 2% on the estimated total GHG 

emissions of the aluminium-redox-cycles. The same can be concluded for the sodium loss rate, which was varied 

from 3 to 10%. However, the GWP of the electricity (upstream supply chain) used in the aluminium inert electrode 

smelter process, as well as the renewable energy input to produce the required heat for the calcination process 

(forming alumina from aluminium hydroxide), had a significant influence, and accounted for more than 80% of 

the total estimated life cycle GHG emissions. It is important to point out that the results are based on the 

background Ecoinvent dataset version 3.1, "Electricity, production mix photovoltaic, at plant/CH", which 

corresponds to 21 g CO2eq/MJe. The recently published new datasets from Frischknecht et al. 2020, on the other 

hand, assess GHG emissions of approx. 8.9 g CO2eq/MJe (with a yield of 975 kWh/kWp) for the electricity 

 
3 The percentage is referring to the amount of NaOH present in a 6 M NaOH solution that contains the 

stoichiometric amount of water needed for the reaction. As NaOH is not consumed by the reaction, no NaOH 

would have to be replaced in the ideal "loss-free" case. However, XRF data of the aluminium hydroxide 

produced indicated that about 6-10% of the NaOH ends up in the aluminium hydroxide sample even if this is 

rinsed to neutral pH after removal from the reaction vessel. 
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production from PV for an average Swiss PV module supplier mix from 2019. The main reason for the 

overestimation of the GWP in the Ecoinvent dataset is caused by outdated electricity mix data used in the 

production of the PV modules. Thus, the estimated total GWP for the aluminium-redox-cycles range from 

48 g CO2eq/MJ to less than 25 g CO2eq/MJ of energy (hydrogen and heat) produced.  

In order to compare the GWP of heat and electricity produced from the discharging process with an alternative 

mini CHP plant, a PEM fuel cell system was added to the system boundary with an electric efficiency of 50% 

(HHV), and 45% to heat efficiency. Providing heat and electricity from a natural gas micro-CHP unit (2 kWe with 

a fuel to electric efficiency of 25% based on HHV and a total efficiency of 85%) is linked to a GWP of approx. 

83 g CO2eq/MJ (Figure 4). In comparison, a reduction of GHG emissions of 33 to 64% per MJ can be achieved 

by the aluminium-redox-cycles. Furthermore, if a mix of electricity from hydropower (46% run-of-river and 53% 

from storage hydropower) would be used for the calcination and smelter process instead of PV electricity, an 

overall GHG emission reduction of over 80% is possible. 

 

Figure 4: Average total life cycle GHG emission per 1 MJ of electricity and heat produced using primary and scrap aluminium as 

the source material (min. and max. values are indicated by the error bar). The results are based on PV electricity from Ecoinvent 

"photovoltaic, at plant/CH" (21 gCO2eq/MJe), and values by Frischknecht et al. (2020) (8.9 gCO2eq/MJe) as well the Ecoinvent 

Swiss mix of electricity production from hydropower (1.3 gCO2eq/MJe). Size of mini-CHP plant: 2 kWe. 

The cost of primary aluminium and high quality (smelter grade) Al(OH)3 (2’000 and 187 Euro per metric ton, 

respectively) were based on the past five years of market history. It was assumed that the low quality Al(OH)3, 

containing many metal impurities, can be added into the Bayer process instead of Bauxite ore and thus giving a 

market price similar to the present market price for Bauxite ore (45 Euro∙per metric ton). Therefore, depending 

on the value of the aluminium source material, the quality of the obtained Al(OH)3, and the material flow scenario 

(open or closed cycle), a wide range of potential net material costs, i.e., cost of purchase minus revenue from the 

sale of Al(OH)3, were estimated: 

• High value scrap; High quality Al(OH)3: 11 Euro/MWh (closed cycle) and 129 Euro/MWh (open cycle) 

• Low value scrap; Low quality Al(OH)3: 2 Euro/MWh (closed cycle) and 26 Euro/MWh (open cycle) 

• Low value scrap; High quality Al(OH)3: 0.4 Euro/MWh (closed cycle) and -20 Euro/MWh (open cycle) 

The results indicate that the net material cost per MWh of energy produced from aluminium ranges between 

- 20 and 130 Euro/MWh. However, these cost assumptions do not include any additional process steps for 

purification of material and thus do not present the full cost. Furthermore, for the closed cycle, the cost for the 

aluminium smelting would have to be added. 

50.3

28.0

13.7

82.6

0

10

20

30

40

50

60

70

80

G
H

G
 e

m
is

si
o

n
s,

 g
C

O
2

eq
/M

J

Al-Redox-Cycles: PV from Ecoinvent Al-Redox-Cycles: PV from Frischknecht 2020

Al-Redox Cycles: Swiss mix hydropower Mini CHP, Natural Gas

 
Y.I. Baeuerle et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1823



 
In general, aluminium “storage” costs in the range of 90 Euro/MWh can be expected for a Power-to-Al plant 

operating 2920 h per year. Not included in this storage cost are electricity input, transport of the material, and the 

conversion of aluminium back to energy in decentralized units (discharging process). 
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Abstract 

The present study aims to assess the impact of various feasible incentives toward lowering the levelized cost of 

electricity (LCOE) of concentrating solar power (CSP) plants in India. For this purpose, two aspects (a) effect of 

increasing the extent of incentives on LCOE and (b) effect of different incentives for a given fixed government 

budgetary allocation for incentivization have been considered. 100 MW nominal capacity CSP plants with (i) wet-

cooled parabolic trough solar collector and (ii) dry-cooled central tower receiver based CSP plants with the provision 

of 6.0 h and 12.0 h of thermal energy storage (TES) have been considered. From the results, it is observed that the 

provision of incentives in the early stage of useful life of the CSP plant leads to relatively higher reduction in LCOE. 

As the CSP plants with the provision of TES can deliver electricity during peak demand periods, the break-even 

value of time-of-delivery tariff for the electricity delivered by the CSP plants has also been estimated.  

Keywords: CSP plant, financial incentives, levelized cost of electricity, thermal energy storage 

1. Introduction 

Among the two options for harnessing solar energy to produce electricity, the solar thermal route can facilitate 

relatively inexpensive thermal energy storage (TES) as compared to the storage options with photovoltaic (PV) route 

and helps in improving the dispatch ability of the electricity delivery due to variable and intermittent solar resource 

(REN21, 2021). However, presently the levelized cost of electricity (LCOE) for concentrating solar power (CSP) 

plants is much higher than that for PV power plants. Thus, several potential strategies are being explored to make 

them financially competitive as against other renewable and fossil fuel based electricity generation options (IRENA, 

2022). The prominent strategies include (a) adoption of emerging CSP technologies (Aseri et al., 2020), (b) 

indigenization of components of CSP plants (ESMAP, 2013), (c) installation of large size plants to take benefit of 

economy of scale (Aseri et al., 2022), (d) improved financing structure (Mendelsohn et al., 2012) and (e) provision 

of incentive(s) (Kulichenko and Wirth, 2011). Amongst these measures, the appropriately designed financial/fiscal 

and regulatory incentives to stimulate the deployment of renewable energy based electricity generation (including 

CSP plants) is required. Several policy measures have been taken and/or incentives have been provided in the early 

stage of deployment of renewable energy based power generation options by many countries in the world (Atalay et 

al., 2017; DESIRE, 2020; Kulichenko and Wirth, 2011; MASEN, 2021). The primary aim of these policy measures 

is to provide either direct cash grant or tax rebate to project developer(s)/investor(s) for a specified period to make 

cash flow profitable and make the projects financially viable (Aseri et al., 2020b; Parrado et al., 2016; San Miguel 

and Corona, 2018). 

In the first phase (1984-1990) of deployment of CSP plants in the Californian desert (USA), accelerated depreciation 

along with exemption from property tax was provided (SolarPACES, 2021). In the second phase (2007-2013), the 

deployment of CSP plants in Spain was stimulated with the provision of feed-in-tariff (FiT) with successful  

deployment of  49 CSP plants with total nominal capacity of 2.3 GW (Martín et al., 2015; Lilliestam et al., 2017). In 

the third phase, after the year 2013,  incentives such as production and investment tax credits for equity investors 

and benefits of selling certified emission reduction units and/or renewable energy certificates have been provided 

(Abolhosseini and Heshmati, 2014; Madaeni et al., 2012; Malagueta et al., 2013; Sioshansi and Denholm, 2010) to 

promote the diffusion of CSP plants.  

From the literature review, it was observed that specific studies pertaining to impact assessment of incentives for 

large scale dissemination of CSP plants has not been reported in Indian context. In order to design and implement 

appropriate incentivizing strategies for CSP based electricity generation in India, it would be highly insightful and 

useful to assess the impact of different potential incentives on the LCOE. In view of this, as a preliminary attempt (i) 

the effect of an increase in the extent of incentive on the LCOE has been studied and (ii) for a given fixed budget 

allocated by the government for incentivization, the maximum possible extent of each incentive and consequently its 
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impact on the LCOE have been estimated. Since, unlike the case of  PV and wind power plants, the CSP plants with 

TES can deliver electricity during peak demand periods, the break-even value of time-of-delivery tariffs for the 

electricity delivered have also been estimated.  

2. Methodology 

 
The location of Mandla, in the state of Madhya Pradesh was selected out of the potential locations identified in India 

for the deployment of CSP plants by Sharma et al. (2015) based on an annual threshold value of direct normal 

irradiance. 100 MW nominal capacity wet-cooled parabolic trough solar collector (PTSC) based and dry-cooled 

central tower receiver (CTR) based CSP plants with the provision of 6.0 and 12.0 hours of TES are considered for 

the analysis (Aseri et al., 2020a). A schematic of the methodology adopted in the study is presented in Fig. 1. The 

detailed procedure of the same is presented in the following paragraphs. 

 

Fig. 1 Methodology  for assessing impact of different incentives on LCOE and estimation of time-of-delivery tariff 

Estimation of LCOE  

The following expression is used to estimate the value of LCOE  and the same allows to consider the time variation 

in the annual cost to be incurred in the project as well in the net annual electricity output delivered by the project. 

𝐿𝐶𝑂𝐸 (𝑈𝑆 $ 𝑀𝑊ℎ⁄ ) = (
𝑑(1 + 𝑑)𝑛

(1 + 𝑑)𝑛 − 1
) × ∑

𝐴𝐶𝑖 × (1 + 𝑑)−𝑖

𝑁𝐴𝐸𝑂𝑖 × 103

𝑛

𝑖=1

 (Eq. 1) 
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The annual cost (ACi) of ith year comprises of annual cost of operation and maintenance of the plant, amount of 

interest on working capital, annual amount of return on equity and amount of annual loan repayment including the 

principal component and the interest on the loan. Moreover, monetary incentives available to the project have also 

been internalized as negative costs while estimating the annual cost. The effective annual cost (AC) for the plant is 

estimated as : 

𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝑎𝑛𝑛𝑢𝑎𝑙 𝑐𝑜𝑠𝑡

= [
𝐶𝑜𝑠𝑡 𝑜𝑓 𝑂&𝑀

𝑖𝑛𝑐𝑙𝑢𝑑𝑖𝑛𝑔
𝑒𝑠𝑐𝑎𝑙𝑎𝑡𝑖𝑜𝑛

] + [

𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡 𝑜𝑛 
𝑤𝑜𝑟𝑘𝑖𝑛𝑔 
𝑐𝑎𝑝𝑖𝑡𝑎𝑙

] + [
𝑅𝑒𝑡𝑢𝑟𝑛 𝑜𝑛 

𝑒𝑞𝑢𝑖𝑡𝑦
 𝑡𝑜 𝑖𝑛𝑣𝑒𝑠𝑡𝑜𝑟

] + [

𝐿𝑜𝑎𝑛 𝑟𝑒𝑝𝑎𝑦𝑚𝑒𝑛𝑡 
𝑖𝑛𝑐𝑙𝑢𝑑𝑖𝑛𝑔 
𝑝𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 

𝑎𝑛𝑑 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡 

]

− [
𝐴𝑝𝑝𝑙𝑖𝑐𝑎𝑏𝑙𝑒 𝑚𝑜𝑛𝑒𝑡𝑜𝑟𝑦 𝑏𝑒𝑛𝑒𝑓𝑖𝑡𝑠 

𝑑𝑢𝑒 𝑡𝑜 𝑖𝑛𝑐𝑒𝑛𝑡𝑖𝑣𝑒(𝑠)
] 

(Eq. 1) 

In the present study, the discount rate (d) has been estimated as the weighted average cost of capital (WACC) for the 

project using the following expression: 

𝑑 = WACC = 𝐼𝑑𝐹𝑑 + 𝑅𝑒𝐹𝑒 (Eq.3) 

The net annual electricity output (NAEO) and other performance metrics for the CSP plants considered in the study, 

have been estimated using System Advisor Model (SAM, 2021). The hourly values of weather data for Mandla have 

been obtained from the National Solar Radiation Data Base, NREL, USA (NSRDB, 2018).  

With the use of inventory of materials based approach proposed by authors (Aseri et al., 2020b), the capital costs of 

PTSC and CTR based CSP plants have been estimated. To decide the applicable values of financial parameters for 

the CSP plants, corresponding values as suggested by the CERC (Central Electricity Regulatory Commission, 

Government of India), have been considered (CERC, 2020) and the same are presented in Tab. 1. A spread sheet 

(Microsoft Excel) model has been developed to estimate the annualized cost, extent of incentive and subsequently 

their effect in reducing the LCOE. Assumptions made for assessing the efficacy of the incentives considered in the 

study are presented in Tab. 2. 

Tab. 1. Values of financial parameters considered in the present analysis (CERC, 2020) 

Financial parameter Unit Value 

Share of debt: equity fraction 0.7:0.3 

Debt repayment (loan) term Years 15 

Annual rate of Interest rate on debt fraction 0.0967 

Annual rate of return on equity fraction 0.14 

Discount rate fraction 0.1097 

Annual rate of income tax  fraction 0.35 

Amount of working capital 
- One-month O&M, 15% of O&M for 

spares, 2 months receivables 

Annual rate of interest on working capital fraction 0.1117 

Annual rate of depreciation for loan term fraction 0.0467 

Annual rate of depreciation after loan term fraction 0.02 

Annual cost of operation and maintenance US$/MW 31550 

Annual rate of escalation in operation and 

maintenance cost 

fraction 
0.0572 

Salvage value (as a fraction of the capital cost) at the 

end of useful life 
fraction 0.10 

Useful life of the plant Years 30 

Extent of incentives 

While assessing the effect of increasing the extent of incentives on LCOE, the values for each incentive is selected  

based on literature and the same are presented in Tab. 3 (Aryani et al., 2020; Comello and Reichelstein, 2016; Ozcan, 

2014; Thapar et al., 2016). 

In order to assess the efficacy of incentives in lowering the LCOE, it is assumed that the government of India is 

willing to contribute financial support equivalent to a certain fraction of the capital cost for providing any of the four 

incentives indicated in Fig. 1. As an example, noting the fact that 30% investment tax credit was provided in the 

USA for rooftop PV plants (Comello and Reichelstein, 2016; DOE, 2021), the same value has been considered in  
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the present study to decide the amount of government funds that can be used for the incentivization of CSP plants in 

India through any of the incentives considered in the study. It is worth mentioning that to estimate the value of 

reduced LCOE due to the provision of the incentive considered, an iterative procedure has been used for the cases of 

interest subsidy, generation based incentive and production tax credit and the same is presented in Fig. 2. 

 

Tab. 2. Assumptions made  for studying the impact of incentives on the LCOE 

Incentive Assumption 

Viability gap funding Affects both the debt and equity components in 0.7:0.3 ratio 

Interest subsidy Affects only the loan repayment component 

Generation based incentive Provided for the entire useful life of the CSP plant 

Production tax credit Benefits of PTC shall be applicable for the first ten years of the useful life of 

the CSP plant 

Certified emission reduction 

unit 
− Benefits of CERU shall be applicable for the entire useful life of the CSP 

plant 

− The mean of the weighted average rate of CO2-eq emissions of the past 

three years (2018-19, 2019-20 and 2020-21) in India for arriving at a value 

of  0.81 tCO2/MWh  for use in the study (CEA, 2022) 

 

 

Tab. 3 Range of values of individual incentives considered in the study for assessing  their effect on  LCOE (Aryani et al., 2020; 

Comello and Reichelstein, 2016; Ozcan, 2014; Thapar et al., 2016) 

Incentive Unit Value(s) considered in the 

analysis 

Viability gap funding % of capital cost 5, 10, 15, 20, 30, 35 

Interest subsidy % 1, 2, 3, 4, 5, 6, 7, 8 

Generation based incentive US$/MWh 5, 10, 15, 20, 25, 30, 40, 45 

Production tax credit US$/MWh 5, 10, 15, 20, 25, 30, 40, 45 

Certified emission reduction unit US$/tCO2 10, 20, 30, 40, 50, 60, 70, 80, 90 

 

Provision of time-of-delivery (ToD) tariff for CSP plants 

The provision of TES in CSP plants can improve their dispatch ability and thus the plants can deliver electricity 

during the period of higher/peak demand besides enabling them to supply electricity during off-sunshine hours. 

Moreover,  CSP plants with TES can supply electricity without introducing any grid stability issues. However, since 

the CSP plants with TES are relatively costlier than the plant without TES, a provision of time-of-delivery tariff for 

the electricity delivered by CSP plants at the time of higher demand of electricity may help to improve their financial 

attractiveness. In India, several electricity distribution utilities have adopted the ToD tariff in the form of 

surcharge/rebate on the base tariff for commercial users demanding load of more than 20kW and a summary of 

annual variation of tariff in states of India is presented in Fig. 3. The distribution utilities are applying surcharges 

during morning and evening peak demand periods and offering rebate during off-peak hours on the base tariff. In 

view of this, in the present study, it is assumed that during off-peak hours, the applicable tariff for electricity delivered 

by the CSP plants will be equal to average power purchase cost (APPC) of state electricity distribution utilities of 

Madhya Pradesh. The mean of APPC for last three financial years 2019-20 to 2020-22 has been estimated at US 

$50.9 per MWh (MPERC, 2022, 2021, 2020) and the same has been considered as a base tariff during off-peak hours 

(Tab. A.1 of Appendix A). The values of tariffs during the peak demand period, which would ensure the break-even 

condition for the CSP plants also have been estimated. 
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Fig. 3 Variation of surcharge/rebate in the electricity tariff imposed by different states regularities in India 

3. Results and discussion 

Using inventory of materials based approach, the capital costs of wet-cooled PTSC based CSP plants with 6.0 h and 

12.0 h of TES are estimated at US $366.08 million and US $519.75 million respectively. The corresponding values 

for dry-cooled CTR based plants are estimated at US $346.96 million and US $486.03 million. As expected, with an 

increase in capacity of TES, the capital cost increases but due to higher incremental benefits than the incremental 

cost, the LCOE decreases that shows the presence of economy of scale with respect to the thermal energy storage 

capacity of the CSP plant. The effect of economy of scale is observed to be higher for CTR based plants as compared 

to PTSC based plants. Considering financial parameters (Tab. 1), the estimate of base LCOE for CTR based plant 

with 12.0 h of TES (US$100.5/MWh) is lower by 3.9% than that of plant with 6.0 h of TES (US $104.6/MWh). 

However, in PTSC based plants, the effect of economy of scale is observed to be only marginal as the values of base 

LCOE are very close and estimated at US$112.8/MWh and US$112.3/MWh for 6.0 h and 12.0 h of TES, respectively. 

With the assumed range of different incentives, the values of LCOE and the cumulative present value of incentives 

provided each year have been estimated and are summarized in  

 for dry-cooled CTR based CSP plant with 6.0 hours of TES. Similar exercises have also been carried out for other 

CSP plants considered in the study. From the results obtained, it is observed that, as expected,  with an increase in 

the extent of incentive, the LCOE decreases and the cumulative present value of amount required for incentivization 

increases. While comparing the amount of incentive required for the plants based on two different CSP technologies 

and two TES capacities, it may be observed that CTR based plants with 6.0 hours of TES requires least financial 

support.  

As mentioned earlier, an attempt to assess the efficacy of individual incentives for a given fixed budget for 

incentivization allocated by the government has also been made and it is proposed that the Indian government shall 

contribute (Cfund) 30% of the capital cost of CSP plant. For this purpose, the capital costs of CTR based CSP plants 

have been considered as the same is lower than the capital cost of PTSC based CSP plants and the same are estimated 

US $104.1 million and US $145.8 million for CSP plants with 6.0 h and 12.0 h of TES, respectively. Using these 

values and following the iterative procedure, the maximum extent of each incentive and reduction in LCOE are 

estimated and the results are presented in Tab. 5. Fig. 4 represents the achieved percentage reduction in LCOE with 

the provision of incentives. From the results obtained, it can be observed that for a given fixed budget allocated by 

the government for incentivization in terms of viability gap funding, the LCOE can be reduced in the range of 26.4-

28.2% from the base value of LCOE. The other incentives considered in the study such as interest subsidy (soft loan), 

generation based incentive and production tax credit are equally effective and can reduce the LCOE in the range of 

25.8-27.5% from the based value of LCOE. Results also reveal that for a given fixed budget by the government, the 

LCOE of CTR based plants reduces by a somewhat greater extent as compared to the reduction likely to be achieved 

in the LCOE of PTSC based plants.   
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Tab. 5 Effect of different incentives on LCOE (for the same budgetary allocation by the government for incentivization) 

Modality Unit 

6.0 h TES 12.0 h TES 

PTSC 

wet 

CTR 

dry 

PTSC 

wet 

CTR 

dry 

Capital cost of CSP plant Million US$ 366.08 346.96 519.75 486.03 

NAEO GWh 411.3 422.2 576.5 605.4 

Capacity utilization factor fraction 0.470 0.482 0.658 0.691 

Annual water requirement m3 1301745 105690 1792380 151073 

Base LCOE US$/MWh 112.8 104.6 112.3 100.5 

Proposed contribution from government Million US$ 104.1 145.8 

Viability 

gap funding 

Feasible extent of VGF % 28.4 30.0 28.1 30.0 

LCOE with VGF US$/MWh 83.1 75.7 82.6 72.2 

Interest 

subsidy 

Allowable extent of interest subsidy  % 8.57 9.05 8.46 9.04 

Reduced interest rate % 1.10 0.62 1.21 0.63 

LCOE with interest subsidy US$/MWh 83.8 76.4 83.3 72.9 

Generation 

based 

incentive 

Allowable extent of GBI US$/MWh 29.0 28.3 29.0 27.6 

LCOE with GBI US$/MWh 83.8 76.3 83.3 72.9 

Production 

tax credit 

Extent of PTC US$/MWh 42.9 41.8 42.9 40.8 

LCOE with PTC US$/MWh 83.8 76.3 83.3 72.9 

 

 

Fig. 4 Estimated reduction in LCOE for a given fixed budget for incentivization allocated by the  government to CSP plants 

 

As mentioned earlier, a preliminary attempt has also been made to estimate the break-even values of ToD tariffs for 

the electricity delivered by CSP plants with the provision of TES considering the base tariff at US $50.9/MWh during 

off-peak hours and the results of the same are presented in Tab. 6. The estimated values of ToD tariffs that would 

ensure a break-even condition for PTSC-wet and CTR-dry plants with 6.0 hours of TES are US $174.7/MWh and 

US $158.3/MWh respectively. For CSP plants with 12.0 hours of TES, the corresponding values of required ToD 

tariffs are estimated at US $143.0/MWh and US $125.3/MWh. 
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Tab. 6. Estimates of break-even values of electricity for PTSC and CTR based CSP plants during the peak demand  

CSP plant 

Hours 

of 

TES 

Duration 

of non-

peak 

demand 

of 

electricity 

in a day 

(Hours) 

Duration 

of peak 

demand 

of 

electricity 

in a day 

(Hours) 

Total 

duration of 

electricity 

delivered by 

the plant in 

a day 

(Hours) 

Capital 

cost 

(Million 

US$) 

NAEO 

(GWh) 

LCOE 

(US$/ 

MWh) 

ToD 

tariff 

(US 

$/MWh) 

PTSC-wet 
6.0 6.0 6.0 12.0 366.08 411.3 112.8 174.7 

12.0 6.0 12.0 18.0 219.75 576.5 112.3 143.0 

CTR-dry 
6.0 6.0 6.0 12.0 346.96 422.2 104.6 158.3 

12.0 6.0 12.0 18.0 486.03 605.4 100.5 125.3 

4. Concluding remarks 

The present study aims to identification of effectiveness of incentives for CSP plants in India to make them financially 

competitive. For this purpose, 100 MW CSP plants based on two CSP technologies (i.e., PTSC and CTR), two 

condenser cooling options (i.e., wet cooling in PTSC and dry cooling in CTR based plants) and two capacities of 

thermal energy storage (i.e., 6 hours and 12 hours) have been considered. The techno-economic performance has 

been undertaken for CSP plants at Mandla (Madhya Pradesh) using SAM and financial parameters expected to be 

applicable in Indian perspective.  

As expected from the results obtained, it is observed that with an increase in the extent of an incentive, the LCOE 

decreases. The viability gap funding can reduce the LCOE by higher amount at lower cost to the government. 

Amongst the four plants, dry-cooled CTR based CSP plant with 6.0 hours of TES required the least amount of 

incentive. 

While assessing the efficacy of incentives for a given fixed budget allocated by the government, it is noted that by 

providing viability gap funding the LCOE can be reduced in the range of 26.4-28.2% from the base value of LCOE. 

The other incentives considered in the study such as interest subsidy (soft loan), generation based incentive, and 

production tax credit are equally effective and can reduce the LCOE in the range of 25.8-27.5% from the based value 

of LCOE.  

Considering base tariff (US$ 50.9/MWh) during non-peak demand of electricity, the time-of-delivery tariffs for CSP 

plants with 6.0 hours of TES are estimated at US $174.7/MWh and US $158.3/MWh for PTSC and CTR based plants 

respectively. The corresponding values for CSP plants with 12.0 hours of TES have been estimated at US 

$143.0/MWh and US $125.3/MWh.  
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Appendix A 
Nomenclature 

Symbols 

AC Annual cost (Million US$) 

Cfund Public/government fund (Million US$) 

d Discount rate (Fraction) 

Fd Share of debt (Fraction) 

Fe Share of equity (Fraction) 

Id Interest rate on debt (Fraction) 

Iis Interest rate on loan (Fraction) 

n Useful life of CSP plant (Years) 

NAEO Net annual electricity output (GWh) 

PVgbi Cumulative present value of annual cost of GBI 

 (Million  US$) 

PVis Cumulative present value of annual cost of 

 interest paid on loan (Million US$) 

PVptc Cumulative present value of annual cost of PTC 

 (Million  US$) 

Re Rate of return on equity (Fraction) 

Abbreviations 

CERU Certified emission reduction unit 

CSP Concentrating solar power 

CTR Central tower receiver 

FiT Feed-in-Tariff 

GBI Generation based incentives 

IS Interest subsidy 

LCOE Levelized cost of electricity 

O&M Operation and maintenance 

PTC Production tax credit 

PTSC Parabolic trough solar collector 

PV Photovoltaic 

REC Renewable energy certificate 

RPO Renewable purchase obligation 

SAM System Advisor Model 

TES Thermal energy storage 

ToD Time-of-delivery 

VGF Viability gap funding 

WACC Weighted average capital cost 

 
Tab. A.1 Estimates of average unit cost of electricity for the state of Madhya Pradesh for the financial years 2019-20 to 2021-22 

(MPERC, 2022, 2021, 2020) 

Financial Year 

Average power 

purchase cost 

(INR/kWh) 

Conversion rate 

1 US$ to INR#  

Average power 

purchase cost 

(US$/kWh) 

2019-20 3.99 70.88 56.3 

2020-21 3.43 74.20 46.2 

2021-22 3.74 74.51 50.2 

Mean of average power purchase cost (US$#/MWh) → 50.9 

# (FBIL, 2022) 
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Heat Transfer Fluids/Thermal Storage Media 
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Abstract 

Results of a preliminary attempt to study the effect of different fluids as heat transfer fluid (HTF) as well as 

thermal energy storage (TES) medium on the techno-economics of a 100 MW nominal capacity CTR based plant 

with the provision of 12.0 hours of thermal energy storage are presented. For this purpose, solar salt, KCl-MgCl₂, 

NaCl-KCl-MgCl₂ and liquid sodium have been considered.  

From the results obtained, it is observed that merely attaining higher temperatures for a heat transfer fluid or 

thermal storage media is not going to significantly affect the techno-economics of the CSP plant. The thermo-

physical properties and cost of heat transfer/ thermal storage fluids have considerable effect on cost of thermal 

energy storage sub-system, parasitic requirements, as well as operational and maintenance requirements.  

Keywords: CSP plant, techno-economics, heat transfer fluid, thermal energy storage, levelized cost of electricity 

1. Introduction 

Amongst the concentrating technologies for solar thermal power generation, parabolic trough solar collector 

(PTSC) and central tower receiver (CTR) have attained significant commercial maturity for large scale 

dissemination. CTR technology has been considered as a potential candidate for third generation CSP plants 

primarily due to achievable higher operating temperatures (>600˚C) resulting in higher power cycle efficiency 

(Neises and Turchi, 2019). It is also noted that  the choice of material(s) for  heat transfer fluid (HTF)  and thermal 

energy storage (TES) medium is likely to affect the cycle efficiency, net annual electricity output, maintenance 

requirements and consequently cost of electricity delivery (Liu et al., 2016).  

As shown in Fig. 1, the CSP plants typically consist of a solar energy collection system, a thermal energy 

storage/transfer system and a power generation system. In the case of a CTR based solar thermal power plant, the 

reflected solar radiation from the heliostat field gets absorbed at the receiver located at the top of the central tower 

to heat the heat transfer fluid. The hot fluid can be used directly to generate steam or can be stored in hot tanks 

(Palacios et al., 2020).  

Presently, almost 75% of the total installed capacity (6.55GW) in the different parts of the world is based on PTSC 

while about 20% plants are based on  CTR  technology (SolarPACES, 2021). Several studies have been reported 

in the literature on the use of molten salt as heat transfer as well as thermal energy storage media in CTR based 

plants due to its favorable thermo-physical-economic properties (Aseri et al., 2021; Ortega et al., 2008; Parrado 

et al., 2016; Turchi and Heath, 2013).  Since the installation of 11 MW nominal capacity commercial CTR based 

CSP plant (PS10) at Spain with one hour of thermal energy storage during 2005-2007,  use of different thermal 

energy storage media has been considered. The operating restrictions associated with state-of-the-art solar salt, 

NaNO3-KNO3 has necessitated development of a new mixture of salts or consideration of alternative options such 

as direct steam generation and air heating. In view of this, González-Roubaud et al. (2017) have compared the 

performance of CTR based plants with direct steam generation and storage against the molten salt based TES 

system. The study observed that direct molten salt based TES delivers electricity at a lower cost due to less number 

of components involved. Analyzing the effect of nitrate, chloride, fluoride, carbonate based salts as heat transfer 

fluids on techno-economics for CTR based plants in China, the authors suggested that the integration of nitrate 

(NaNO3-KNO3) mixed solar salt based TES system can generate electricity at a lower cost than the other salts 

(Zhuang et al., 2019).  In view of continued interest in solar thermal power generation in India,  a preliminary  

attempt has been made in the present study to analyze the effect of different HTF/TES media based on binary or 

ternary mixtures of nitrate salts, chloride salts, and liquid metals on the techno-economics of CTR based CSP 

plants in India.  
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Fig. 1 Schematic of a dry-cooled CTR based CSP plant with two-tank direct thermal energy storage 

2. Methodology 

The outline of the methodology adopted to assess the techno-economic performance is presented in Figure 2 and 

the same is briefly described in the following paragraphs.  

 

Fig. 2 A schematic representation of methodology adopted to assess the effect of HTF/TES medium on techno-economic 

performance of CTR based CSP Plant 
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Considering a threshold annual value (2000 kWh/m2) of direct normal irradiance (DNI) at wastelands, Sharma et 

al. (2015) have identified 95 locations with potential for deployment of CSP plants in India, excluding potential 

wastelands suitable for solar PV and onshore wind power plants. Further, out of these locations, Aseri et al., 

(2020a) have found that at 67 potential locations (with high annual DNI), the wet cooled condenser technology is 

not feasible due to the unavailability of adequate amount of water for condenser cooling. Considering this, the 

district of Jaisalmer in the state of Rajasthan is selected as a potential location for deploying 100 MW nominal 

capacity dry-cooled CTR based CSP plant with a provision of 12.0 hours of direct thermal energy storage.   

In the CTR based plants, the heat transfer fluid can also be stored directly in thermal energy storage system to 

operate the plant during off sunshine hours. Hence, in the present study, a single fluid is considered as heat transfer 

and storage fluid. In order to investigate the effect of the choice of heat transfer (as well as  thermal storage) fluids 

on the techno-economics of CSP plants, four different fluids (i.e., a nitrate based salt, two chloride based salts and 

a liquid metal) have been considered. For these HTFs, the variation of thermo-physical properties with temperature 

is shown in Fig. 3. The thermo-physical properties along with unit cost (US$/kg) of various HTFs at 700°C 

temperature (500ºC for solar salt) are presented in Tab. 1.   

With the use of hourly values of weather data (obtained from the National Solar Radiation Data Base, NREL, 

USA) and System Advisor Model (SAM), the technical performance parameters such as net annual electricity 

output (NAEO), capacity utilization factor, water requirements have been obtained (NSRDB, 2018; SAM, 2021). 

The design parameters and specifications used in the analysis pertaining to the heliostat field, receiver, tower, 

thermal energy storage and power block of CTR based CSP plants are presented  in Tab. 2. 

The increase in operating cycle temperature and change in heat transfer/thermal storage media affects the system 

design in terms of number of heliostats, height of central tower, size of central receiver, number of tanks and their 

sizes, etc. In the present study, these design parameters are estimated using SAM (2021) and the same are 

presented in Tab. 3. 

 In order to estimate the cost of thermal energy storage sub-system based on different fluids used as HTF and 

storage media the required volume of the thermal fluid (Vtes) to operate the power cycle for 12.0 hours at full load 

capacity is estimated from the following expression  (SAM, 2021). 

𝑉𝑡𝑒𝑠(𝑚3) =

𝑊𝑔𝑟𝑜𝑠𝑠

𝜂𝑝𝑏
𝐻𝑡𝑒𝑠

𝜌 𝑐𝑝 𝜖ℎ𝑒𝑥[(𝑇𝑠𝑓,𝑜𝑢𝑡 − 𝑇ℎ𝑒𝑥,ℎ𝑜𝑡) − (𝑇𝑠𝑓,𝑖𝑛 − 𝑇ℎ𝑒𝑥,𝑐𝑜𝑙𝑑)]
× (3.6 × 106) 

(Eq. 1) 

 

where Wgross represents the gross power output from the plant (MW), ηpb the efficiency of the power cycle, Htes 

hours of thermal energy storage (hours), ρ the density of HTF (kg/m3), Cp specific heat of salt (J/kg°C), εhex 

effectiveness of salt-to-steam generator, Tsf,in and Tsf,out inlet and outlet temperature at solar field (°C), and  Thex,hot 

and Thex,cold hot and cold temperatures respectively at salt-to-steam generator (°C). 

Following the inventory of materials approach developed and used by the authors (Aseri et al., 2020b), the capital 

expenditure (CAPEX) has been estimated for the CSP plant considered in the study with all fluids as HTF and 

TES media. The CAPEX estimated with solar salt as heat transfer and thermal energy storage fluid is considered 

as the base value of the CAPEX.  It is worth mentioning that with  a change in HTF, the required size of hot and 

cold tanks also changes due to change in thermo-physical properties of  HTF, consequently affecting  the CAPEX 

of CSP plants. The levelized cost of electricity (LCOE) which is essentially  the breakeven value of the cost of 

electricity is estimated as 

𝐿𝐶𝑂𝐸 =
(𝐶𝐴𝑃𝐸𝑋 ×

𝑑(1 + 𝑑)𝑛

(1 + 𝑑)𝑛 − 1
) + 𝐴𝑛𝑛𝑢𝑎𝑙 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑎𝑛𝑑 𝑚𝑎𝑖𝑛𝑡𝑒𝑛𝑎𝑛𝑐𝑒  𝑐𝑜𝑠𝑡

𝑁𝑒𝑡 𝑎𝑛𝑛𝑢𝑎𝑙 𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑜𝑢𝑡𝑝𝑢𝑡
 

(Eq. 2) 

 

where d represents the discount rate (weighted average cost of capital) and n the useful life of the plant. In the 

present study, a discount rate of 10%,  useful life of 30 years and annual operation and maintenance (O&M) cost 

of 2% of the CAPEX has been assumed.  
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(a) (b) 

  

(c) (d) 

Fig. 3 Variation of thermo-physical properties of different heat transfer fluids with temperature 

Tab. 1. Thermo-physical properties and unit cost of heat transfer cum thermal energy storage media (Manzolini et al., 2021) 
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Tab. 3 Design parameters considered for CSP plants based on different HTF cum TES medium (SAM, 2021) 

Parameter Unit 

 HTF / TES media used 

Solar 

Salt 

KCl-

MgCl2 

NaCl- KCl-

MgCl2 

Liquid 

Sodium 

Thermal energy required from solar field MWth 755 728 715 715 

Number of heliostats - 16948 16334 16006 15991 

Height of the central tower m 254.53 247.95 247.36 247.8 

Diameter of central receiver m 23.30 23.07 23.60 23.05 

Height of central receiver m 25.47 24.56 24.29 24.40 

Number of pairs of hot-cold tanks - 6 7 10 10 

Height of hot/cold tanks   m 12 12 12 12 

Diameter of hot/cold tanks   m 17.3 18.2 18.3 18.0 

Land area km2 14.9 14.5 14.2 14.1 

3. Results and Discussion 

Using the thermo-physical properties (Tab. 1) and Eq. (1), the required volume (or mass) of fluid used as HTF 

and TES medium and also the cost of 12.0 hours TES sub-system based on different heat transfer/storage fluids 

have been estimated and the same are presented in Tab. 4. The estimate for the cost of chloride salts based TES 

sub-system (US $26.4-35.9 million)  is found  close to that of the system based on nitrate salts (US $33.6 million) 

due to relatively small variation in thermo-physical properties. However, with the use of liquid sodium as 

HTF/storage medium the investment requirement is expected to increase by 94% in comparison to that for solar 

salt based TES sub-system. The lower density and higher cost (US $2.0/kg) of liquid sodium lead to higher cost 

of the TES sub-system.  

Tab. 4 Estimates for the volume, mass and cost of 12.0 hours of TES sub-system based on different fluids  

Storage fluid 

Thermal 

energy in 

storage 

tanks 

Volume 

of 

storage 

fluid  

Mass of 

storage 

fluid 

Unit cost 

of 

storage 

fluid   

Cost of 

storage 

fluid 

Cost of 

hot-

cold 

tanks 

CAPEX 

of TES 

sub-

system 

(MWhth) (m3) (×106 kg) (US$/kg) Million US$ 

Solar Salt 3236.2 15530 27.02 0.8 21.6 12.0 33.6 

KCl-MgCl2 3119.6 20084 31.25 0.4 10.9 15.5 26.4 

NaCl-KCl-MgCl2 3065.1 28835 47.01 0.3 13.6 22.3 35.9 

Liquid sodium 3065.1 27856 21.92 2.0 43.8 21.5 65.3 

 

The CAPEX of 100 MW CTR based CSP plants with 12.0 hours of TES are estimated based on the inventory of 

materials based approach and detailed break-up of the same is presented in Tab. 5. From the estimates, it is 

observed that the CAPEX varies in the range of US$438.5 to US$490.9 million for 100 MW nominal capacity 

CSP plant considering nitrate, chlorides and liquid sodium as heat transfer fluids/storage media.  

The parasitic power required by different components involved in HTF and TES sub-systems depends on the 

thermo-physical properties of HTF and TES medium used. The required annual parasitic power by different 

components/sub-systems of 100 MW CTR based CSP plants with 12.0 hours of TES is presented in Fig. 4. From 

the results it may be observed that highest parasitic power (33-66%) is required in the receiver and tower sub-

system followed by condenser (10-22%).  The annual parasitic requirement in receiver and tower sub-systems for 

plants based on solar salt, liquid sodium, KCl-MgCl2 and NaCl-KCl-MgCl2 has been estimated at 27.5 GWh, 42.0 

GWh, 43.2 GWh and 100.2 GWh respectively. The increase in parasitic power in receiver and tower sub-system 

for NaCl- KCl-MgCl2 based plant can be attributed to the fact that due to relatively lower heat capacity (ρ×Cp), 

higher volume (28835 m3) of salt is required to be pumped in different sub-systems.  
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Tab. 5 Estimates of capital expenditure for CTR based CSP plants with the provision of 12.0 hours of thermal energy storage with 

different HTF/TES media  

System of CSP plant 

Estimates of CAPEX (million US$) of CSP plant  

Solar Salt KCl-MgCl2 
NaCl- KCl-

MgCl2 

Liquid 

Sodium 

Direct cost     

Site improvement 67.1 65.1 56.2 58.6 

Heliostat field 121.8 116.7 107.6 107.6 

Tower/Receiver 18.4 17.6 16.3 16.3 

Power block 31.7 31.1 30.1 30.1 

Thermal energy storage 33.6 26.4 35.9 65.4 

Sub-total 272.5 256.9 246.1 278.0 

Contingency 19.1 18.0 17.2 19.5 

Gross-total 291.6 274.9 263.3 297.4 

Indirect cost     

Engineering, procurement & construction 29.2 27.5 26.3 29.7 

Owner’s cost 14.6 13.7 13.2 14.9 

Soft cost 20.4 19.2 18.4 20.8 

Land cost 74.8 72.6 62.7 65.4 

Taxation 60.4 56.9 54.5 61.6 

Sub-total 199.3 190.0 175.1 192.4 

Total installation cost 490.9 464.9 438.5 489.8 

Specific capital cost (US$/kW) 4909 4649 4385 4898 

 

Fig. 4 Parasitic power requirement in different components of CTR based CSP plants 

Fig. 5(a) shows net annual electricity output (NAEO) estimated for CSP plants based on different HTFs. From the 

results, it may be observed that CTR plant based on solar salt  delivers highest NAEO (645.4 GWh) followed by 

plants with KCl-MgCl2 (624.3 GWh), liquid sodium (621.4 GWh) and NaCl-KCl-MgCl2 (539.5 GWh) as HTF 

/TES medium. A similar pattern is also observed in the estimates of capacity utilization of the CTR plants (Fig. 

5(b)). 

The estimated values of LCOE  are presented in Fig. 6. As per the results obtained,  the lowest LCOE can be 

achieved for KCl-MgCl₂ based plants  (US $93.9/MWh), followed by plants using solar salt (US $95.9/MWh), 

liquid sodium (US $99.4/MWh) and NaCl-KCl-MgCl₂ (US $102.5/MWh) as HTF/TES media.   

From the above mentioned results, it is worth mentioning that though the variation in LCOE for all the plants 

considered is not significant, the HTFs that has the highest achievable temperature shall definitely have an 

advantage for third generation CSP plants that are essentially based on supercritical CO2 power cycle. The reason 

for the same is relatively lower volume of HTFs required and significantly lower cost of supercritical CO2 power 
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block as compared to power block based on Rankine cycle. The metallurgical issues associated with chloride 

based salts leading to corrosive attacks give the liquid sodium based plant an edge over other HTF based plants 

(Ding and Bauer, 2021; Sarvghad et al., 2022).  

  

(a) (b) 

Fig. 5. Results of technical and economic performance (a) NAEO, (b) capacity utilization factor 

 

Fig. 6 Estimates of levelized cost of electricity for 100 MW CTR based plants with 12.0 h of TES 

4. Concluding remarks 

In the present study, an attempt has been made towards analyzing the effect of heat transfer fluid as well as thermal 

energy storage media on the techno-economics of a 100 MW dry-cooled CTR based CSP plant with the provision 

of 12.0 hours of thermal energy storage. Based on the availability of suitable wastelands and DNI,  Jaisalmer 

(Rajasthan) in India has been selected as a potential site for deployment. In the present study, four different heat 

transfer fluids as well as thermal energy storage medium have been considered. 

From the results obtained, it may be observed that the thermo-physical properties and cost of heat transfer (or 

thermal energy storage) fluids can affect techno-economic performance of CSP plants significantly. The parasitic 

requirement by the various components sub-systems depends on the HTF used thus affecting the net annual 

electricity output of the plants. Moreover, the cost and thermo-physical properties of the fluid used also affect the 

cost of thermal energy storage sub-systems and consequently the overall cost of the plant. 

From the results of this preliminary study, it is observed that the value of LCOE is lowest with KCl-MgCl2 

(US$93.9/MWh) used as heat transfer and storage medium though the values of LCOE with other three 

HTF/storage media is marginally different -  US$95.9/MWh for solar salt, US$99.4/MWh for liquid sodium,  and 

US$102.5/MWh for NaCl-KCl-MgCl2.  
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Abstract 

PV self-supply has been a key economic driver for increasing PV installations in Germany during the past years. 

The main economic advantage are the lower levelized costs of electricity from PV rooftop systems compared to 

grid electricity. Based on the European Renewable Energy Directive, self-supply systems benefit from wide ex-

emptions from surcharges and network charges. PV self-supply systems are expected to require lower feed-in 

tariffs as well as to foster system integration by motivating households and industries to optimize consumption to 

match PV generation better in order to benefit from their own PV installations. We examine the effects of different 

shares of PV self-supply systems on electricity prices and the revenue situation of other market participants. We 

see small to moderate effects on electricity prices. While most other electricity generators are largely unaffected, 

peak units as well as battery storage systems face revenue reductions. Furthermore, we examine network charge 

exemptions and quantify effects on the network costs allocated to different consumer groups. 

Keywords: PV self-supply, system integration, climate protection, cost allocation 

1. Introduction 

Today, PV self-supply systems form the largest part of current PV investments in Germany. Within the framework 

of the OwnPV-Outlook project, we aim to investigate and evaluate the development and integration of PV self-

supply systems into the future energy system. We evaluate possible and probable designs of future frameworks 

for PV self-supply systems, considering economical, technical, behavioral and regulatory aspects. The aim is to 

narrow the wide range of potential developments by determining an energetically and economically efficient and 

thus sustainable integration of PV self-supply systems into the energy system. In particular, we target the evalua-

tion regarding microeconomic, technical, and macroeconomic aspects. This paper investigates effects of different 

shares of PV self-supply in future scenarios while keeping total installed PV capacities constant. In this way, the 

effects of PV self-supply alone can be singled out. 

2. Methods 

A range of PV self-supply systems is modelled and integrated into the fundamental model SCOPE SD as described 

in (Böttger, Härtel 2021 and Härtel, Ghosh, 2020). Most investment decisions in SCOPE SD are made endoge-

nously, based on minimal system cost subject to energy demand coverage and emission restrictions. In such a 

model setup, neither the investment decision for nor the dispatch of decentral self-supply systems by PV owners 

is captured since it only optimizes coverage of all demands at minimal total costs, neglecting the economic per-

spective of the individual owner of a PV self-supply system and not accounting for non-monetary motivations 

such as the wish to supply oneself or to contribute to climate protection measures. In order to evaluate the effects 

of PV self-supply systems on the total energy supply system, different shares of various PV self-supply systems 

are fixed exogenously instead and the rest of the system is optimized in order to see feedback effects. 

After completion of the SCOPE SD model optimizations, resulting system costs are transferred into an evaluation 

of cost allocation in order to quantify redistribution effects. 

The modelled PV self-supply systems include single-family as well as multi-family houses with and without elec-

tric vehicles. In the presence of electric vehicles, the charging time is assumed to be optimized for maximal share 

of own PV electricity, neglecting potential time-dependent grid electricity prices. For details on electric vehicle 

charging strategies, see von Bonin et al. (2022).  
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2.1 The SCOPE SD model 

The SCOPE SD model is a linear optimization model, taking into account the European energy supply. SCOPE 

SD is a loose acronym for “sector-coupled optimization model”, run in the configuration “scenario development”. 

It has a high temporal resolution of one hour, considers an entire consecutive year, and covers a broad range of 

technologies. An overview of the model is depicted in Fig. 1. The input data include investment as well as opera-

tion and maintenance costs, including fuel costs, technology potentials and restrictions, and technology-specific 

availability time series for a broad range of technological options, as well as comprehensive energy demand time 

series from different energy sectors. These data are combined into a linear optimization model with the objective 

to supply all demands at minimal costs, subject to emission targets or emission allowance prices. Demand flexi-

bility is taken into account. It yields optimal investment decisions and dispatch time series of different technolo-

gies to cover the energy demands.  

 

Fig. 1: Schematic overview of the SCOPE SD model components. Source: (Böttger, Härtel 2021). 

Markets (energy demands and emission targets) are implemented as technology-coupling boundary conditions. 

For energy demands, that means that demand coverage is required with the option to use different technologies, 

such that the sum of all generation from different technologies meets the demands. For emissions, budget re-

strictions have to be observed and all emissions from different technologies are accounted for. Participation of a 

technology in a given market is indicated as a colored frame in Fig. 1. 

2.2 Considered additional flexibility options 

Additional flexibility options are considered only in the wholesale electricity market, not for system services. The 

extended usage of flexibility is incentivized by a reduction of electricity price components, which may be tempo-

rary and/or partial exemptions from all price components which are additional to procurement, trade, profit margin 

and emission allowances. These price components include taxes, charges and surcharges and are thus amenable 

to regulatory intervention. Modelled central technologies with additional flexibility potentials are electrolysis, 

synthetic methane production, central heat pumps (industrial or for district heating), direct electric heating, and 

central battery storage. To incentivize invest and operation of these flexible sector coupling technologies, they 

receive reductions in value-added tax, electricity tax and – if operated in a grid-friendly way – network charge 

exemptions. As usual, all central power plants participate in the electricity market and can thus also be considered 

as operating flexibly. The flexibility of wind and PV production of plants which receive a feed-in tariff is further 

increased by the option to shift remunerated generation to hours after the nominal end of their support scheme as 

opposed to producing as much as possible – even at negative prices – during their support period. 

Decentral flexibility options modelled are charging of electric vehicles (EV), heat pump operation, PV self-supply 

systems with solar batteries, and air conditioning. Decentral technologies receive no exemptions from network 

charges, but investment and flexible operation are incentivized via electricity tax reductions and support for larger 

thermal storage capacities in heating and cooling technologies. Additionally, it is assumed that solar batteries can 

participate in the electricity market with charges and taxes only applied to storage losses. 
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2.3 Electricity demand, generation, and technological change 

This paper considers the three scenario years 2030, 2040, and 2050. The assumed amounts of electricity generation 

from as well as consumption by different technologies are summarized in Fig. 2. The respective installed capaci-

ties for this base case scenario are depicted in Fig. 3, with details regarding total PV installations as well as PV 

self-supply systems in Fig. 4.  

 

Fig. 2: Electricity generation and consumption for the three scenario years 2030, 2040, and 2050 

Wind and PV installation increases are roughly in accordance with envisaged German government targets, with 

205 GW total PV and 95 GW wind onshore capacity in 2030, rising to 450 GW PV and 200 GW Wind onshore 

in 2050. Wind offshore is installed up to “only” 40 GW. It is assumed that further offshore capacity is built – 

especially in later years –, but used exclusively for off-grid electrolysis. Another feature of the scenarios consid-

ered is the fast scale-up of synthetic gas production, yielding renewable hydrogen and methane. 

 

Fig. 3: Installed power capacities for the three scenario years 2030, 2040, and 2050 

-1500,0

-1000,0

-500,0

0,0

500,0

1000,0

1500,0

2030 2040 2050

El
ec

tr
ic

it
y 

ge
n

er
at

io
n

 a
n

d
 c

o
n

su
m

p
ti

o
n

 in
 T

W
h

Net export

Grid losses

Storage losses

Synthetic gas (H2/CH4)

Electric mobility

Heat generation

Air conditioning

Conventional demand

Other (renewable)

PV

Wind offshore

Wind onshore

Hydro power

CHP plants

Condensing plants

Gas turbines

Net import

0,0

50,0

100,0

150,0

200,0

250,0

In
st

al
le

d
 p

o
w

er
 in

 G
W

2030 2040 2050

 
S. Becker et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1849



2.4 PV self-supply systems 

In this work, PV self-supply systems for households usage are considered. Three different configurations are 

modelled: Single-family houses (SFH) with rooftop PV and solar batteries, SFH with rooftop PV, electric vehicles 

(EV) and solar batteries, and multi-family houses (MFH) with solar batteries and – on average – one EV per 

building. The solar batteries have a power capacity of 33% of the PV rooftop capacity for SFHs without EV, 20% 

for SFHs with EV, and 13% for MFHs with EV. The solar battery energy capacities range between 2.4 full load 

hours for MFH and 3.4 full load hours for SFH without EV (assuming charging/discharging with the batteries’ 

full power capacity). EV charging strategies are described in detail in von Bonin et al. (2022). For the modelling 

under consideration in this paper, it is assumed that EVs are charged such that PV self-consumption is maximized. 

Further potential influences, such as spot-market dependent grid electricity prices or network load-dependent net-

work charges are not taken into account. 

In the base case scenario, it is assumed that these PV self-supply systems and other PV installations are roughly 

equal. As a sensitivity, the total installed PV capacity is kept constant, while the relative share of PV self-supply 

systems is varied between 75% and 125% of the base case scenario. These variants, together with the base case 

scenario, are illustrated in Fig. 4. The base case scenario is denoted as 100%, referring to a PV self-supply capacity 

of 100% of the base case. For the 75% scenario, PV self-supply is reduced to 75% of the 100% scenario, and for 

the 125% scenario, PV self-supply is increased to 125% of the 100% scenario, with changes in other PV installa-

tions compensating the change in total PV installations. It is apparent that for the 125% scenario in 2050, the PV 

self-supply capacity is in fact not increased to 125% of the base case. This is because the number of PV self-

supply installations is capped by the number of respective buildings in Germany and it would be impossible to 

increase their number further. As a replacement, the non-self-supply PV installations are kept at their values of 

the base case scenario for this particular year. 

 

Fig. 4: Installed PV power capacities for the three scenario years 2030, 2040, and 2050, for the sensitivities of different shares of 

household PV self-supply 

3. Results 

3.1 Electricity prices and time series 

Fig. 5 shows the average electricity prices and volatilities (standard deviations) for the base case 100% scenario 

as well as for the 75% and the 125% scenarios described in section 2.4.  

There are no large deviations visible, but two trends can be observed: 

• More PV self-supply → higher average wholesale market price 

• More PV self-supply → lower volatility 
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Fig. 5: Average electricity prices and price volatilities for the considered scenarios 

Exemplary price time series for the base case 100% scenario for all three scenario years (2030, 2040 and 2050) 

for winter (January), the spring and fall transition periods (September), and summer (July) are shown in Fig. 6, 

Fig. 7, and Fig. 8, respectively. 

 

Fig. 6: Electricity prices for the different scenario years in January 

 

Fig. 7: Electricity prices for the different scenario years in September 
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Fig. 8: Electricity prices for the different scenario years in July 

Several general features can be observed in the price time series. First of all, the prices curves of different seasons 

show variations on different time scales. In winter, it is predominantly the scale of one to two weeks on which 

wind generation changes, which affects the electricity price. Transition periods and summer months are dominated 

by daily variations of PV production. When comparing the different scenario years, it is apparent that average 

prices and volatilities increase with time. Regarding the daily to weekly changes, the year 2040 plays a special 

role: Wind and PV generation has already been deployed to a large extent, whereas flexible consumption is lagging 

behind. This leads to particularly high amplitudes in daily price variations. 

3.2 Revenue situation 

What does a change in the PV self-supply share entail for the other participants of the electricity market? Fig. 9 

shows the yearly average revenue from the wholesale electricity market for three selected technologies: The gas 

fired combined heat and power (CHP) plants, which serve heat generation as well as electricity generation, are 

not affected at all. Gas closed cycle (CCGT) plants likewise face very little change. Open-cycle gas turbines 

(OCGT), which operate only to serve rare peak demands, encounter larger changes. As a trend, their revenue 

decreases with increasing PV self-supply share. This is likely due to the added flexibility from solar batteries, 

making peak load plants less profitable. 

 

Fig. 9: Yearly average revenue of selected power plants 

The revenue situation of the batteries, including the solar batteries, is shown in Fig. 10. Here, the trends are clearer: 

With solar batteries filling the niche of flexible storage, the average revenue per unit of stored energy goes down.  

To sum up, the revenue situation of most electricity generation is largely unaffected by the share of PV self-supply 

systems in total installed PV capacity. For peak generators as well as batteries, the revenue decreases by small but 

noticeable amounts. 
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Fig. 10: Yearly average revenue of central and decentral battery storages. Due to storage losses, the input and output amount dif-

fer slightly. Here, € per MWh that is put into the storage is used 

3.3 Allocation of network costs 

As described in Section 2.2, the scenarios considered here come with extra amounts of flexibility, which are – 

among other measures – incentivized by network charge exemptions. In this section, the effects of these exemp-

tions on other consumers are analyzed. To this end, two kinds of plots are used: The first compares total allocated 

network costs per consumer group, see Fig. 11 and Fig. 12. Network charge exemptions reallocate costs to non-

privileged electricity consumers. In absolute terms, private households (household electricity, EV charging, heat 

pumps) make the largest contributions. The highest absolute network charge reductions are seen for energy inten-

sive industries (mainly because they switch from fossil fuels to electric process heat) and synthetic hydrogen and 

methane production. 

 

Fig. 11: Allocated total network costs without additional network charge exemptions, distributed across different types of con-

sumption/consumer groups 
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Fig. 12: Allocated total network costs with additional network charge exemptions, distributed across different types of consump-

tion/consumer groups 

Since the depiction of absolute costs does not take into account how much electricity is consumed by the various 

consumer groups, we use a second kind of plot, which shows the allocated grid costs relative to the total amount 

of energy consumed by the respective consumer groups. This is not to be confused with a volume-dependent 

network charge, as it includes all network costs allocated to a specific consumer group, regardless of how this 

contribution is made, which could be volume-specific tariffs, yearly payments, or peak load-dependent payments. 

According to our assumptions, the reduced network charge payments from exempt groups are uniformly distrib-

uted across all non-privileged consumers, such that the relative rise in network charges is the same for all non-

privileged consumer groups. 

 

Fig. 13: Energy averaged network costs without additional network charge exemptions, distributed across different types of con-

sumption/consumer groups 
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Fig. 14: Energy averaged network costs with additional network charge exemptions, distributed across different types of consump-

tion/consumer groups 

4. Conclusions and outlook 

Electricity prices in wind and PV dominated power systems have seasonally different characteristics. In winter, 

weather fronts with a duration of one to two weeks determine wind generation, which in winter is the main source 

of power. Corresponding price fluctuations on this scale are clearly visible. In summer and to a smaller extent also 

in spring and fall, solar generation is prevalent and the daily PV generation pattern directly affects the electricity 

prices. 

Electricity prices are relatively insensitive to different shares of PV self-supply systems among a constant amount 

of total installed PV electricity. As a tendency, the more PV self-supply systems there are, the less pronounced 

price extremes become. Average electricity prices tend to be marginally higher, and price volatility is slightly 

reduced. To sum up, PV self-supply systems have a tendency to improve PV system integration. 

Higher shares of PV self-supply systems change the revenue situation of other market participants. For most 

market participants, the change is very slight, but for peak load units and battery storage, the change is more 

noticeable. 

Network charge exemptions reallocate network costs to non-privileged electricity consumers. According to our 

assumptions, the reduced network charge payments from exempt groups are uniformly distributed across all non-

privileged consumers, such that the relative rise in network charges is the same for all. In absolute terms, private 

households (household electricity, EV charging, heat pumps) make the largest contributions. The highest absolute 

network charge reductions are seen for energy intensive industries (who use power to heat applications) and syn-

thetic gas production. 

In this work, we restricted ourselves to the modelling of PV self-supply systems for the supply of private house-

holds. There are many more potential use cases, such as applications in industrial facilities or for trades, goods 

and services. In the latter two cases, the business cases are relatively straightforward, with one entity supplying 

itself. Additionally, more complex situations are conceivable, such as PV in combination with larger EV charging 

facilities or PV usage in city quarters for heat pumps, in order to supply several households with heat as well as 

electricity. These use cases will be addressed in future work. 

5. Acknowledgments 

The authors gratefully acknowledge financial support by the Federal Ministry of Economics and Climate Protec-

tion within the framework of the OwnPV-Outlook project (reference number 03EI1031A). 

0

20

40

60

80

100

120

140

160

2025 2030 2035 2040 2045 2050

€
/M

W
h

Year

Energy averaged network costs
with additional network charge exemptions

Trades, goods and services

Industry (fully charged)

Industry (partly charged)

Industry (energy intense)

Self supply fossile central

Self supply renewable central

Syngas, direct electric heat

Trains

Electric trucks and busses

Public EV charging

EV charging at home

Decentral heat pumps

Night storage heating

Households < 3.000 kWh/a

Households >= 3.000 kWh/a

 
S. Becker et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1855



6. References  

Böttger, D., Härtel, P., 2022. On Wholesale Electricity Prices and Market Values in a Carbon-Neutral  Energy 

System. Energy Economics. 106, 105709. https://doi.org/10.1016/j.eneco.2021.105709  

Böttger, D.,  Jentsch, M., Trost, T., Gerhardt, N., von Bonin, M. and Eschmann, J., 2018. Cost-Optimal Market 

Share of Electric Mobility Within the Energy System in a Decarbonisation Scenario. Proceedings of the 15th 

International Conference on the European Energy Market (EEM). Lodz, 27-29 June. 

https://doi.org/10.1109/EEM.2018.8469846  

Frischmuth, F., Härtel, P., 2022. Hydrogen sourcing strategies and cross-sectoral flexibility trade-offs in net-neu-

tral energy scenarios for Europe. Energy. 238, Part B. 121598. https://doi.org/10.1016/j.energy.2021.121598  

Härtel, P., Ghosh, D., 2020. Modelling heat pump systems in low-carbon energy systems with significant cross-

sectoral integration. IEEE Transactions on Power Systems. https://doi.org/10.1109/TPWRS.2020.3023474  

Härtel, P., Korpås, M., 2021. Demystifying market clearing and price setting effects in low-carbon energy sys-

tems. Energy Economics. 93. 105051. https://doi.org/10.1016/j.eneco.2020.105051  

von Bonin, M., Dörre, E., Al-Khzouz, H., Braun, M., Zhou, X., 2022. Impact of Dynamic Electricity Tariff and 

Home PV System Incentives on Electric Vehicle Charging Behavior: Study on Potential Grid Implications and 

Economic Effects for Households. Energies. 15(3). 1079. https://doi.org/10.3390/en15031079  

 
S. Becker et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1856



Electric Self-Production for LV Subscribers: Is It Better to Have 

Decentralized or Centralized PV Production? 

Mariam Chouket1, Essia Znouda1 and Chiheb Bouden1 

1 National Engineering School of Tunis El Manar, Tunisia   

 

Abstract 

The Tunisian energy supply system is currently, being restructured to achieve 30% produced electricity from 

sustainable sources by the year 2030. The objective is to reach 3815 MW of renewable electrical power, with 1755 

MW for wind power, 1510 MW for solar PV, 450 MW for CSP and 100 MW for biomass. Photovoltaic solar 

energy offers great national economic advantages. Grid-connected photovoltaic systems can be as decentralized 

or centralized production technology. Between decentralized and centralized PV production, the choice is a little 

difficult. In fact, with decentralized technology, the costs of transporting electricity and losses in transport circuits 

are eliminated. While for centralized production, the cost of installation is much lower due to the economy of 

scale. This study is solved using OSeMOSYS tool, which needs certain economic and technical data for each 

energy technology. Simulation results prove that centralized PV technology is more productive than decentralized 

one during certain years. Then, decentralized production begins to be more interesting where their cost would be 

equivalent to that of centralized PV. However, centralized PV technology can be more productive if there is an 

improvement in the quality of the transmission network. 

Keywords: Photovoltaic Systems, decentralized, centralized, OSeMOSYS   

 

1. Introduction 

The Tunisian Solar Plan (TSP) is a national program aiming to reach the renewable energy development strategy 

targets (GIZ.de, 2022) (mrv.tn, 2022). The goal is to increase the total share of renewable energy in the electricity 

generation mix from 6% today to 30% by 2030, from wind power, solar PV, solar CSP and biomass and the rest 

of the electricity production coming from gas. 

 

Photovoltaic solar energy offers an economically viable option to bridge the growing gap between supply and 

demand. According to the Global Atlas of the International Renewable Energy Agency (IRENA) (anme.tn, 2022), 

the annual production of electricity by solar photovoltaic systems in Tunisia can be between 1450 kWh / kWc in 

the northwest region and 1830 kWh / kWc in the far southeast. 

Between decentralized and centralized PV production, the choice is a little difficult. In fact, with decentralized 

technology, the costs of transporting electricity and losses in transport circuits are eliminated. While for centralized 

production, the cost of installation is much lower due to the economy of scale. What are the production constraints 

that require each type of production for it to be promoted?  

2. Methodology 

This work consists of developing a comparative study between the two solar energy production technologies: 

centralized PV and decentralized PV in the Tunisian mix:  

• Decentralized PV System: Any establishment, connected to the national electricity grid (STEG) can 

produce its own electricity from PV. This investment allows to consume the own electricity instantly, and 

thus save money on the next bills. Indeed, the surplus production is injected into the STEG network, 

which undertakes to subtract it from the consumption bill as part of a "net metering" billing contract.  

• Centralized PV System: Thanks to the economies of scale afforded by a ground-based power plant, the 

cost is reduced compared to roof panels. Thus, photovoltaic solar power plants can be built on non-
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habitable areas, such as desert areas. This market can be attractive to households that are deprived of 

access to solar energy for several reasons, whether because they live in an apartment, their roof is not 

suitable or even for aesthetic reasons. 

2.1. Introduction for the OSEMOSYS tool: 

 

The Tunisian energy system is modeled using the Open Source Energy Modelling System (OSeMOSYS), which 

is a developed linear programming optimization model (Dhakouani, 2017) (Howells, 2011). Linear optimization 

(also known as LP linear programming) is a method of achieving the best result (such as the lowest cost) whose 

requirements are represented by linear relationships. In mathematical terms, OSeMOSYS is a framework for long-

term modeling, linear and deterministic optimization. 

OSeMOSYS calculates the energy mix that meets the demands for energy services each year and at each time step 

of the case studied, by minimizing the total discounted costs. It can cover all energy sectors or individually, 

including heat, electricity and transport, and has a user-defined spatial and temporal domain and scale. Energy 

demands can be met through a range of technologies schematized as a reference energy system (RES). Each 

technology present certain technical and economic characteristics and rely on a set of resources, defined by certain 

potentials and certain costs. 

In addition, political scenarios may impose certain technical constraints, economic realities or environmental 

objectives. 

 

2.2. Design of the reference energy system (RES): 

 

 

Fig. 1: The RES oft he Tunisian Energy Mix 

 

The Reference Energy System (RES) is a simplified and aggregated graphical representation of the actual energy 

system to be analyzed. 

The RES of the Tunisian energy mix is shown schematically in Fig1. Decentralized PV technology directly 

produces final electricity ELEC2, while centralized PV technology produces electricity for transmission ELEC1, 
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which is connected to the transmission and distribution technology to produce ELEC2. 

2.3. OSeMOSYS Modeling and Data collection:  

 

OSeMOSYS tool needs economic and technical data for each energy technology. The model adopted is originally 

developed by the GIZ called ‘TENEM’, on which modifications have been introduced according to the studied 

scenarios. The different data used for this modeling are collected from STEG, GIZ, ANME and the Ministry of 

Energy and Mines. 

▪ Electricity demand: Fig 2 represent the electricity demand curve. The estimated electricity needs, are 

certainly multiplied by more than twice between 2020 and 2046. 

 

Fig.2: Estimated electricity demand in PJ 

 

▪ Investment Costs: The investment costs of centralized and decentralized PV technologies, go through 

increasingly significant falls until the horizon of 2035 from which these costs stabilize at a fixed value. 

Due to the economy of scale, the investment cost of centralized technology is reduced compared to 

decentralized technology by 10%. The following graph summarizes the evolution of these costs over the 

years 

 

Fig. 3: Centralized and decentralized PV technology investment costs in $ 

 

▪ Capacity Factor: For each PV technologies: centralized and decentralized, capacity factors are given by 

the following table according to each time slice.  
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Tab. 1: Capacity Factor of PV technologies 

 Interme-diate Summer Winter 

W
o

r
k

d
a

y
 

Day 0.4 0.51 0.29 

Night 0 0 0 
w

e
e
k

e
n

d
 

Day 0.4 0.51 0.29 

Night 0 0 0 

 

▪ Transmission losses: Between 2015 and 2046, transmission line losses decrease from 18% to 12% 

gradually.  

 

Fig. 4: Transmission line losses. 

 

2.4. Scenarios 

The model is tested under two different production scenarios: 

Scenarios 1: Reference TENEM model: according to the original TENEM model, the centralized PV technology 

starts production in 2015 before the decentralized one. This model is tested respectively for:  

➢ Limited solar energy production where annual installed capacity is restricted at most to 300MW. 

➢ Unlimited solar energy production  

 Each case is studied with and without electricity transmission cost, and with a reduction in transmission losses. 

Scenarios 2: Modified TENEM model: represents a case where decentralized and centralized technologies come 

into production at the same time, and with actualized installed capacity, according to recent statistics from STEG 

and ANME. In addition, this model is tested respectively for an annual production of limited and unlimited solar 

energy, taking into account the price of transport of electricity and by acting on transmission losses. 
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3. Results and discussion 

 
To assess the benefit of integrating renewable energies into the Tunisian mix, the levelized cost of energy 

(LCOE) is calculated for three initial cases: 

• Case1: Energy mix based on conventional energy only. 

• Case2: Energy mix based on conventional energy and energy efficiency. 

• Case3: Energy mix based on conventional energy, energy efficiency and renewable energy. 

The general form of LCOE is written as follows: 

  
cos cos

( )
(1 ) (1 )

(1 )

n

t t
t

n

t
t

Operational t Invetment t

r r
LCOE

Productionannual

r

+
+ +

=

+





  

Where:  

n: years number of the energy project. 

t: counter over the years. 
r: attenuation rate;  

1

i
r





−
=

+

 

i: interest rate = 6.25%. 

γ: inflation rate = 5.3% 
Tab. 2: Calculated LCOE  

Case 1 2 3 

LCOE 

(DT/KWh) 

0.222 0.196 0.165 

 

The results in Table 2 confirm that renewable energies as well as energy efficiency reduce the macroeconomic 

costs of energy production from 0.222DT / KWh to 0.165DT / KWh. 

 

3.1. Scenarios 1: Reference TENEM Model: 
 

According to the original TENEM model given by the GIZ, the centralized PV technology starts production in 

2015 before the decentralized one. This model is tested respectively for:  

➢ Limited solar energy production where annual installed capacity is restricted at most to 300MW, to 

achieve the TSP. 

➢ Unlimited solar energy production  

 Each case is studied with and without electricity transmission cost, and with a reduction in transmission losses. 

 

3.1.1: Limited Solar Energy Production: 
 

• Case1: Without transmission cost: 

Fig5.1 and Fig5.2 represents the evolution of the total capacity installed by restricted centralized and decentralized 

PV technologies without taking into account the transmission costs. The total installed capacity from centralized 

PV technology, is much larger than that from decentralized PV until 2041. Then, the profiles are reversed, and 

decentralized technology become dominant because its cost become more reducer over the years.     
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Fig. 5.1: Total installed capacity for all technologies without transmission cost 

 
Fig. 5.2: Total installed capacity for centralized and decentralized PV technologies without transmission cost 

 

 

• Case2: With transmission cost: 

 

 
Fig. 6: Total installed capacity for centralized and decentralized PV technologies with transmission cost 

 

The KWh transmission rate is set at 0.025DT. This tariff is introduced in the "variable cost" parameter of the 

transmission and distribution technology. As a result, the capacity produced by technologies that use transport has 

decreased such as centralized PV and wind turbines. As an example, in Fig6, the total power produced by 

centralized PV technology for the year 2045 drops almost by 60MW in return, the power produced by decentralized 

PV technology increases by 200MW. 
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Following these two previous cases, we can only deduce that decentralized PV technology have a tendency to be 

favored over centralized one, regardless of with or without transmission cost. So, if we want to increase the interest 

of centralized PV technology, all that remains is to reduce transmission losses. 

 

• Case3: With transmission cost and reduced transmission losses: 

Fig7, represents the total installed capacity, where the transmission cost is included and the transmission losses 

are reduced from 18% in Fig7.1 to 11% in Fig7.2. 

Therefore, a simple improvement in the quality of the transmission network increases centralized PV production 

and decreases decentralized one.  

This scenario recommends the Tunisian state to invest more in the quality of the STEG network and this can be 

achieved using the smart grid policy which help to reduce the economic losses of electricity transmission caused 

by fraudsters. 

 
Fig. 7.1: Transmission losses 18% Fig. 7.2: Transmission losses 11% 

 

3.1.2: Illimited solar production: 
 

By eliminating the restriction on solar technologies, only the decentralized technology participates in the 

production, Fig8. This is convincing since this technology does not pass throw the technology of transport. So, 

whatever the case tested, without or with transport cost, decentralized PV technology is always favored. 

Centralized PV technology may be lucky if transmission losses are smaller. 

 

Fig. 8.1: Total installed capacity for all technologies, without restriction 
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Fig. 8.2: Total installed capacity for centralized and decentralized technologies, without restriction 

 

 

3.2. Scenarios 2: Modified TENEM model: 

According to actualized data from STEG and ANME, decentralized PV technology starts production from 2015, 

with centralized technology, by introducing at least 10MW every year until now. This scenario is tested too, under 

3 cases: 

• Case1: Without transport cost: 

 

Fig. 9.1: Total installed capacity for all technologies without transmission cost 

 

Fig. 9.2: Total installed capacity for centralized and decentralized PV technologies without transmission cost 

  

 Similar to the first scenarios, centralized technology is more productive but this time until it reaches 2037. Then, 

decentralized solar technology begins to be more favored because its cost become more reducer over the years.  

• Case2: with transmission cost: 

 
M. Chouket et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1864



The addition of the transport cost, in Fig10, can only further decrease the chance of centralized PV technology 

production. Indeed, decentralized PV technology exceeds centralized PV technology in production from 2036.    

 

Fig. 10: Total installed capacity for centralized and decentralized PV technologies with transmission cost 

 

Case3: With transmission cost and reduced transmission losses. 

 

Fig. 11.1: Transmission losses 18% Fig. 11.2: Transmission losses 11% 

 

Fig11, represents the total installed capacity for the second scenario, where the transmission cost is included and 

the transmission losses are reduced from 18% to 11% . 

Therefore, a simple improvement in the quality of the transmission network increases centralized PV production 

and decreases decentralized one. 

 

3.3. Discussion: 

To compare between those two scenarios, a calculation LCOE is developed in the following table: 
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Tab. 3: Calculated LCOE for different scenarios 

 

 

Limited solar generation + 

transmission losses 18%-

12% 

Unlimited solar generation + 

transmission losses 18%-

12% 

without 

transport cost 

with transport 

cost 

without 

transport cost 

with transport 

cost 

LCOE(DT/KWh): 

Scenarios 1 

0.1654 0.1658 0.15158 0.15187 

LCOE(DT/KWh): 

Scenarios 2 

0.1635 0.1639 0.15158 0.15187 

 

The lowest calculated LCOE (Levelized Cost of Electricity) values, presented in Tab. 3, are that relating to the 

unlimited solar production scenarios, which promotes the integration of renewable energy in the Tunisian mix. 

Respecting this optimistic scenario, the Tunisian state can increase the share of PV technologies in national energy 

production from 6% in 2022 to 37% in 2030 which exceeds the objective of the Tunisian solar plan.  

Also, in terms of Greenhouse Gaz (GHG) emission, this scenario can contribute to reduce this emission from 6.35 

Kton in 2022 to 3.054 Kton in 2030, that means a GHG emission reduction that can reach 48% between 2022 and 

2030. These results, despite being optimistic, but they are a bit further from the new European Commission plans 

which aims to raise the greenhouse gas (GHG) emissions reduction target from 40% towards 55% by 2030 (Jager-

Waldau, 2022). 

 

4. Conclusion  

 
Generally, because of its lower investment cost, the energy produced by centralized PV technology is more 

important than that produced by decentralized for the short run. Then, decentralized production begins to be more 

interesting where their cost would be equivalent to that of centralized PV, also by the transmission losses, which 

reduce the productivity of centralized PV technology. For another scenario, centralized PV technology can be 

favored if there is an improvement in the quality of the transmission network such that transmission losses are 

reduced to 11%. Adding up the cost of transport for all scenarios can only decrease centralized PV production and 

increase LCOE. The lowest calculated LCOE values are that relating to the unrestricted production scenario, which 

promotes the integration of renewable energy in the Tunisian mix and contribute to reduce the GHG emission. 
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Abstract 

This contribution presents three approaches for the definition of climate neutrality. These three approaches are 
based on different ways for balancing CO2 eq emissions. Only with the third approach, called real climate neutrality, 
it will be possible to achieve climate neutrality on global level. The effort for achieving climate neutrality is 
varying significantly depending on the chosen approach. The calculation of climate neutrality is exemplarily 
performed according to the three approaches for a single-family house in Germany with different concepts for 
heat and power supply. The concept combining photovoltaic and solar thermal has by far the lowest CO2 eq 
emissions and only moderate additional costs. 

Keywords: Solar thermal, photovoltaic, CO2 emissions, climate neutrality, heat pump 

1. Introduction 
The term "climate neutral" is today firmly established in our linguistic usage. However, what does climate neutral 
really mean? 

In this contribution three approaches for achieving climate neutrality are described in detail and are additionally 
compared and assessed on the basis of ecological and economic aspects using as example different concepts for 
the heat and power supply of a single-family house in Germany. 

In addition, it is shown that the use of solar thermal energy in combination with long-term energy storage is a key 
technology for achieving real climate neutrality. 

2. Definitions of climate neutrality 
A generally accepted definition of the term does not yet exist. In many publications and laws such as /1/, /2/ and 
/3/ "climate neutrality" is understood as net greenhouse gas neutrality, but without this being precisely defined. 
This leads to the fact that climate neutrality - depending on the individual motivation - is defined very differently. 
However, what all serious approaches have in common is, that they consider the emissions of climate-damaging 
gases such as carbon dioxide (CO2), methane (CH4) or nitrous oxide (N2O). Since all gases have a different global 
warming potential (GWP), their individual GWP is related to the one of CO2. The mass of greenhouse gases 
emitted during the production of a product, the provision of a service or the generation of a kilowatt-hour of 
electricity are therefore expressed in CO2 equivalents, e.g. 400 g CO2 eq per kilowatt-hour of electricity. 
For a complete life cycle assessment of energy systems, the CO2 eq emissions associated with their production, 
operation and maintenance, as well as disposal have to be taken into account. 
The three most relevant approaches for defining "climate neutrality" are described and compared in the following. 
For reasons of simplicity and comprehensibility, only the CO2 eq emissions resulting from the operation are 
considered here. 
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2.1. Virtual climate neutrality 

In this approach, the CO2 eq emissions caused are compensated by certificates or other compensatory measures 
such as tree planting (see Fig. 1). There is no avoidance of additional CO2 eq emissions and no CO2 eq emissions 
are permanently extracted from the atmosphere. Objectively speaking, therefore, this approach does not contribute 
to climate protection. 
 

 
Fig. 1: Virtual climate neutrality 

 

2.2. Balance sheet climate neutrality 

Here, compensation for the CO2 eq emissions caused also is carried out by a compensation that must take place 
within a certain period of time, usually one y ear. 
If, for example, a building with a PV system draws electricity from the grid in the winter period and feeds 
electricity into the grid in the summer period, it is possible, depending on the amount of electricity and the size of 
the specific CO2 eq emissions of the grid electricity and the PV electricity, that the building compensates for as 
many CO2 eq emissions by feeding PV electricity into the grid as are associated with drawing electricity from the 
grid. Looking at a balance over the year, the CO2 eq emissions related to the building are also zero or can even 
become negative. This means that a certain contribution to climate protection is made (see Fig. 2). 

 

 
Fig. 2: Balance sheet climate neutrality 
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2.3. Real climate neutrality 
In the case of real or genuine climate neutrality, the energy demand is continuously covered by the energy sources 
available locally, i.e. within the system boundary under consideration. For practical consideration, a balance 
period of 15 min has been established here, in which the energy balance must be balanced (see Fig. 3). If 
fluctuating energy sources, such as solar radiation energy, are used for energy generation, such a system can only 
be implemented in combination with energy storage devices. 

 

 
Fig. 3: Real climate neutrality  

 

2.4. Discussion of the approaches 
The first approach, referred to as "virtual", is characterized by the fact that it is currently very cost-effective. This 
is because a large number of climate-friendly measures are being carried out anyway, such as the reforestation of 
forests with a view to future timber harvesting or the generation of electricity from hydropower using existing 
hydropower plants. However, the virtual approach does neither make a substantial contribution to climate 
protection, nor can it be implemented globally on an unlimited scale, as there would then be a lack of 
corresponding compensation projects. 
The balance sheet approach does not lead to actual climate neutrality either, as it also produces de facto substantial 
CO2 eq emissions that contribute to global warming.  
The approach referred to as "real" theoretically allows for achieving a true climate neutrality.  
However, if solar radiation is used as the primary energy source, the realization of this approach is challenging, 
especially in our climate, from an economic and environmental point of view, since very large storage capacities 
are needed to fully cover the energy demand in winter. With regard to the heat supply of buildings, the seasonal 
storage of thermal energy can be reasonably implemented. However, seasonal storage of electrical energy is not 
practical with the technologies available today. 
But complete real climate neutrality is not necessary either, since nature can compensate for a certain amount of 
anthropogenic, i.e. man-made, CO2 eq emissions. This amount is about 2 tons of CO2 eq per year and person. In 
Germany, however, we are still far away from this target, with 8 - 9 tons of CO2 eq per person per year at present. 
As we do not only cause CO2 eq emissions with our energy supply, but also through our nutrition and consumption, 
the CO2 eq budget ultimately available for the energy supply of our residential buildings is less than one ton per 
year and person. 
It is therefore obvious that for the energy supply of building, only concepts that focus very strongly towards real 
climate neutrality are viable in the long term. Such concepts can, for example, be based to a large extend on the 
usage of solar radiation for the energy supply of buildings. Since the development of systems and technologies 
for buildings predominately supplied with solar  energy is of global interest, the IGTE of the University of Stuttgart 
(Germany) together with AEE INTEC from Gleisdorf (Austria) in the "Solar Heating and Cooling Programme" 
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(SHC) of the International Energy Agency (IEA) established the working group or Task 66 on the topic "Solar 
Energy Buildings - Integrated Solar Energy Supply Concepts for Climate Neutral Buildings and Neighborhoods 
for the City of the Future". Task 66 is led by Dr. Harald Drück from IGTE of the University of Stuttgart as Task 
Manager and has a duration from July 1st, 2021 to June 30th, 2024. 
Further information: https://task66.iea-shc.org/ 
 

3. Comparison and assessment of the three 
approaches for climate neutrality 

Using the example of a single-family house with different concepts for heat and power supply, this chapter 
compares and assesses the three approaches for defining climate neutrality under ecological and economic aspects. 

3.1. The single-family house   
It is assumed that the single-family house has a floor space of 145 m² and is located in the city of Würzburg, 
Germany The household electricity demand is 3,500 kWh/a and the heat demand is 11,000 kWh/a. This results 
from a heat demand of 9,000 kWh/a for space heating and 2,000 kWh/a for domestic hot water. 

3.2. Total energy supply concepts  
The following system concepts are considered for the total energy supply, i.e. the complete coverage of the heat 
and household electricity demand of the single-family house. 

System "HP + Grid” 
Provision of the entire heat demand for domestic hot water and space heating with an air-to-water heat pump with 
an annual performance factor of 4.0. The electricity required by the heat pump as well as the household electricity 
is completely drawn from the grid. 

System "HP + PV” 
Provision of the entire heat demand for domestic hot water and space heating with an air-to-water heat pump with 
an annual performance factor of 4.0.  
In addition, the building has a PV system with an output of 9 kWP. The electricity generated by the PV system is 
used primarily to the meet household electricity needs. If there is still a PV-electric power surplus, the heat pump 
is supplied with PV-electricity. Any other surpluses that may exist are fed into the power grid. This chosen 
prioritization for the use of the PV electricity is based on the fact that household electricity purchased from the 
grid at 0.35 €/kWh is more expensive than electricity to operate the heat pump at 0.25 €/kWh. The building has 
no electrical energy storage. 
The difference between the total electricity demand for heat pump and household and the electricity supplied by 
the PV system is taken from the grid. 

System "ST + Grid” 
From a solar thermal system with 55 m² collector area and 4 m³ storage volume, 65 % of the heat demand for 
domestic hot water and space heating is covered. The remaining 35 % are provided by biomass combustion. The 
solar fraction of 65 % was chosen in particular because the planned amendment of the German Building Energy 
Act will stipulate that a minimum fraction of 65 % of the building's heat demand has to be covered by renewable 
energies /4/. 
The electricity demand to cover the household electricity and the auxiliary electricity to operate the solar thermal 
system of 44 kWh/a is completely taken from the grid. 

System "ST + PV” 
The same combination of thermal solar system and biomass system is assumed as in the ST+grid variant. 
In addition, the building is equipped with a PV system with a capacity of 3 kWP to partially cover the household 
and auxiliary electricity demand. The building does not have an electrical energy storage system. The remaining 
electricity demand for household and auxiliary power is taken from the grid. 
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Additional assumptions 
In addition to the systems as well as energy and financial parameters mentioned above, the following was 
assumed: 

• Both the large PV system with 9 kWP and the small one with 3 kWP cover 30 % of the household and 
auxiliary power demand of the corresponding building simultaneously or at least in the time interval of 15 
min used as a basis for the investigations carried out here. 

• The share of self-used PV electricity for the operation of the heat pump is 30 %. 

• The specific CO2 eq emissions for electricity are 0.399 kg/kWh /5/. 

• The same specific CO2 eq emissions are applied for electricity taken from the grid and fed into the grid. 

• No seasonal variance in specific CO2 eq emissions. 

• Specific CO2 eq emissions for biomass are 0.029 kg/kWh /5/. 

• Investment cost solar thermal system 31,500 € and useful lifetime 25 years. 

• Investment costs for outdoor air heat pump 20,000 €, useful lifetime 15 years and annual performance 
factor 4.0. 

• Investment costs for PV system 1,590 €/kWP and useful lifetime 25 years. 

• Feed-in tariff for partial self-consumption of PV electricity: 0.08 €/kWh 

• Feed-in tariff in case of complete feed-in of the PV electricity: 0.12 €/kWh according to the plans in the 
"Easter Package" of the German government /6/ 

• Investment costs biomass heat source 7,000 € and useful lifetime 20 years 

• specific costs biomass (fuel and maintenance): 0,09 €/kWh  

• All costs and prices indicated are inclusive of value added tax of currently 19%. 
 

3.3. Results - Power balances  
Table 1 below shows the annual amounts of electricity used to meet the demand for household electricity (HH) 
and for  the heat pump (HP) as well as auxiliary electricity, where needed. 
 

Tab. 1: Annual electricity demand of the four overall energy supply concepts considered 

 HP+Grid HP+PV ST+Grid ST+PV 

HH and auxiliary power 3,500 kWh/a 3,500 kWh/a 3,544 kWh/a 3,544 kWh/a 

HP power 2,750 kWh/a 2,750 kWh/a 0 kWh/a 0 kWh/a 

Total amount power 6,250 kWh/a 6,250 kWh/a 3,544 kWh/a 3,544 kWh/a 

Electricity PV system --- 9,000 kWh/a --- 3,000 kWh/a 

Power from grid at 
annual balance 

6,250 kWh/a 0 kWh/a 3,544 kWh/a 544 kWh/a 

Power fed into grid at 
annual balance 

--- 2,750 kWh/a --- 0 kWh/a 

Power from grid at  
15 min. balance 6,250 kWh/a 4,375 kWh/a 3,544 kWh/a 2,481 kWh/a 

Power fed into grid at  
15 min. balance --- 7,125 kWh/a --- 1,937 kWh/a 
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The household electricity amounts to 3,500 kWh/a for all variants considered, apart from the variants with solar 
thermal. Here, an additional electricity demand of 44 kWh/a was assumed as auxiliary energy for the operation of 
the solar circuit pump and the control system. For the variants with a heat pump to cover the heat demand, the 
assumed annual performance factor of 4.0 results in an electricity demand for the heat pump of 2,750 kWh/a. This 
means that the total electricity demand is 2,750 kWh/a. Thus, the total electricity demand for the variants with 
heat pump amounts to 6,250 kWh/a and for the variants with solar thermal to 3,544 kWh/a. 

For the photovoltaic systems, a specific yield of 1,000 kWh/kWp is applied, resulting in a yield of 9,000 kWh/a 
for the variant with a PV system with 9 kWp and a yield of 3,000 kWh/a for the variant with the 3 kWp system. 

Both variants without a PV system have to cover their entire electricity demand from the public grid, while with 
a balancing over one year the variants with a PV system do not need to draw any electricity from the grid (variant 
WP+PV), or significantly reduce the grid purchase to 544 kWh/a (variant ST+PV). However, if the balance is 
performed over a period of 15 min, the WP+PV variant draws 4,375 kWh/a and the ST+PV variant 2,481 kWh/a 
of electricity from the public grid. The reason why the electricity quantities taken from the grid are significantly 
larger for a balancing period of 15 min than for a balancing period of one year is the fact, that only at relatively 
few points in time there exists a simultaneous supply of electricity from the PV system and at least an equal 
demand for electricity for the heat pump or the household. 

In principle the same relationships apply when PV electricity is fed into the public grid. When balancing over 
15  min, variant WP+PV feeds in 7,125 kWh and variant ST+PV still 1,937 kWh/a. 

 

3.4. Results - CO2 eq balances 
Using the three different approaches for defining climate neutrality described in Chapter 2 and the electricity 
quantities given in Table 1, the CO2 eq emissions listed in Table 2 were calculated. For this purpose, it was assumed 
that each kilowatt-hour of electricity withdrawn from the grid causes CO2 eq emissions of 399 g. Similarly, for 
each kilowatt-hour of electricity fed into the grid, avoided CO2 eq emissions of 399 g were assumed. 

For the virtual approach, it was assumed that, on the one hand, non-certified green electricity was purchased at an 
additional price of €0.01/kWh and, on the other hand, in the case of the variants with a PV system, the electricity 
generated was fed completely into the grid. The decisive factor for the assumption is the relatively high feed-in 
tariff of 0.12 €/kWh planned with the "Easter Package" /6/, which, however, only applies in the case of complete 
feed-in of the generated PV electricity, i.e. partial self-consumption is not permitted in this case. 

 

Tab. 2: CO2 eq emissions for the three approaches to defining climate neutrality 

 HP + Grid HP + PV ST + Grid ST + PV 

Virtual 0 kg/a -3,590 kg/a 110 kg/a -1,086 kg/a 

Balance sheet 2,493 kg/a -1,097 kg/a 1,524 kg/a 327 kg/a 

Real 2,493 kg/a 1,745 kg/a 1,524 kg/a 1,100 kg/a 

 

In the figures shown in Table 2, positive values represent CO2 eq emissions generated and thus de facto released 
into the atmosphere. Negative values are calculated for avoided CO2 eq emissions, whereby it should be noted that 
the corresponding negative CO2 eq emissions have of course not been or will not be extracted from the atmosphere. 

It can be seen from Table 2 that the virtual approach arithmetically achieves the lowest CO2 eq emissions or the 
highest credits. This is due to the fact that, on the one hand, the purchased electricity is green electricity and thus 
theoretically without CO2 eq emissions, and, on the other hand, the generated PV electricity is completely fed into 
the grid and credited with 399 g CO2 eq/kWh. 
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In the balance sheet approach, the balance sheet is drawn up over a period of one year. Here, each kilowatt-hour 
of electricity purchased and fed into the grid is credited with the specific CO2 eq emissions of 399 g/kWh. If the 
PV system generates more electricity over the year than is needed in the household and to operate the heat pump, 
this can even result in negative CO2 eq emissions, as is the case here with -1,097 kg/a.  

In the real approach, the electricity taken from the grid and fed in by the PV system is balanced over a time 
interval of 15 min. For the variants without a PV system, there are therefore no differences between the real and 
the balance sheet approach, since the calculation methodology for the purchase of grid electricity does not differ.  

In the real approach, it is assumed that surplus PV electricity cannot be fed into the grid, or can only be fed into 
the grid to a negligible extent, since all other PV systems installed in the vicinity also feed into the grid at the 
same time. In this case, the electricity in the public grid is already completely "green" and no credits for avoided 
CO2 eq emission can be credited. This assumption is especially justified if the corresponding technological 
approach, in this case PV+WP, is implemented on a large scale for the heat supply of a large number of buildings 
and a global climate neutrality is aimed at.  

With the real approach for climate neutrality, there are significant differences in the variants with PV system 
compared to the virtual and balance sheet approach.  

In particular, for the PV+WP concept, the transition from the balance sheet approach to the real definition of 
climate neutrality leads to an increase in CO2 eq emissions of 2,842 kg/a, i.e., from -1,097 kg/a to 1,745 kg/a. 

This effect is also observed for the PV+ST concept. However, it is much lower with an increase of the CO2 eq 
emissions by 773 kg/a, i.e. from 327 kg/a to 1,100 kg/a. 

With the real approach, the comparison between the two variants without PV system shows the great advantage 
of the solar thermal system with regard to CO2 eq emissions, since these can be reduced by almost 40 % to 
1,524  kg  CO2 eq emissions per year. However, the same also applies to the comparison of the variants with PV 
system. Here, the CO2 eq emissions are significantly lower due to the coverage of the own electricity demand with 
the yields from the PV systems, whereby here, too, the variant with solar thermal has again 38 % lower CO2 eq 
emissions than the variant without solar thermal. 
 

3.5. Results - additional costs 
This section lists the additional costs incurred for a "climate-neutral" overall energy supply for the single-family 
house under consideration. The "HP+grid" system was selected as the basis for this. In order to achieve virtual 
climate neutrality with this system, only the purchase of green electricity at an additional price of 0.01 €/kWh is 
required. The additional costs in this case are 6,250 kWh/a x 0.01 €/kWh = 62.50 €/a. 

For the other overall energy supply concepts considered, the additional costs result primarily from the additional 
investment costs for the PV system or the higher costs for the large thermal solar system and the biomass system 
compared to a heat pump. Financial credits arise from feeding surplus PV electricity into the grid or, in the case 
of the virtual approach, from full feed-in of the generated PV electricity. Table 3 shows the additional costs 
incurred to achieve the respective CO2 eq emissions. 

 

Tab. 3: Additional costs for the four overall energy supply concepts depending on the approaches used to define climate neutrality  

 HP+Grid HP+PV ST+Grid ST+PV 

Virtual 62.50 €/a -302 €/a 659 €/a 537 €/a 

Balance sheet 62.50 €/a 69 €/a 659 €/a 601 €/a 

Real 62.50 €/a 294 €/a 659 €/a 601 €/a 
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When considering the overall energy supply concepts without PV system, it becomes clear that it is irrelevant for 
the calculation of additional costs which approach or definition of climate neutrality is used. It is therefore obvious 
to prefer the approach that arithmetically leads to the lowest CO2 eq emissions, i.e. the virtual approach. However, 
the fact that this approach also contains a certain absurdity from an economic point of view is shown by the 
consideration of supply concepts with PV systems. Here, the virtual approach assumes full feed-in of the generated 
PV electricity in order to benefit from both, the high feed-in tariff of 0.12 €/kWh and to achieve low values for 
the CO2 eq emissions. However, in return, all the electricity for the household and the heat pump must of course 
be purchased from the grid at a price of 0.25 €/kWh and 0.35 €/kWh, respectively.  

Further, Table 3 shows that supply concepts with solar thermal are significantly more robust with respect to the 
choice of approach for defining climate neutrality. There are hardly any differences between the approaches in 
terms of additional costs. In contrast, the additional costs for the PV+WP concept change by a maximum of 596 
€/a depending on the approach chosen to define climate neutrality, from -302 €/a for the virtual approach to 294 
€/a for the real approach. 

However, if only the additional costs of the real approaches are compared, the supply concept WP+grid with 
62.50  €/a of additional costs shows that by the partial substitution of the grid electricity by a PV system in the 
concept WP+PV with only about 230 € additional annual costs (294 €/a- 62.50 €/a), the CO2 eq emissions can be 
reduced from 2,493 kg/a to 1,745 kg/a by around 750 kg/a. If then the heat pump is replaced by a large solar 
thermal system in combination with a biomass heating to supply concept ST+PV, the additional costs amount to 
601 €/a. This means that with another approx. 300 €/a of additional costs (601 €/a - 294 €/a) the CO2 eq emissions 
can be reduced additionally by approx. 650 kg/a from 1,745 kg/a to 1,100 kg/a or another third. 

Particularly noteworthy is the fact that when a supply concept based on solar thermal and biomass is supplemented 
with a small PV system, both the additional costs can be reduced by approx. 40 €/a and the CO2 eq emissions can 
also be reduced by approx. 400 kg/a. 
 

3.6. Discussion of the results  
The studies that have been realized show that with a large solar thermal system for the heat supply and a 
moderately dimensioned PV system for partial coverage of the household electricity demand, by far the lowest 
CO2 eq. emissions are caused. This means that only with such energy supply concepts real climate neutrality can 
be achieved to a large extend. The resulting additional costs are moderate and amount to about 300 €/a compared 
to the PV+WP concept, and lead to an additional avoidance of about 650 kg CO2 eq emissions per year. 

The results shown here using the example of a single-family house can in principle also be transferred to multi-
family houses as well as districts and complete cities. However, for the solar thermal heat supply of several 
buildings, solar local heating systems in combination with seasonal heat storage should be used instead of 
decentralized systems, as this technology is more efficient and cost-effective. 

In order to effectively limit global warming and thus mitigate climate change, it is crucial to significantly reduce 
CO2 eq emissions. Therefore, in the future, only technologies that enable real climate neutrality should be used. In 
the area of heat supply, these are primarily biomass and seasonal electricity or energy storage, e.g. using green 
hydrogen, in addition to solar thermal energy. 

Biomass is cost-effective, but its potential is relatively limited and its use is associated with odor and particulate 
emissions. It should therefore preferably be used only on a small scale, e.g. as a supplementary heat source for 
thermal solar systems with high solar fractions. 

Green hydrogen as seasonal energy storage medium or technology respectively, represents a technology that 
enables real climate neutrality in the area of heat supply in the same way as solar thermal in combination with 
seasonal heat storage - but with much higher costs and a significantly greater technological effort. 
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4. Summary 
Using the example of the heat and power supply of a single-family house, it was shown for four different overall 
energy supply concepts that the specific definitions of climate neutrality are essential for the amount of CO2 eq 
emissions calculated for an operation period of one year. But in fact, the actual CO2 eq emissions are of course 
independent from the approach of defining climate neutrality and are only determined by the overall energy supply 
concept. 

The approach chosen to define climate neutrality has a significant impact on the calculated CO2 eq emissions, 
especially for the PV+WP concept. For concepts with large solar thermal systems to cover the heat demand, the 
influence of the chosen approach on the calculated CO2 eq emissions is small. 

The additional costs for achieving climate neutrality are primarily influenced by the definition of climate neutrality 
in the PV+WP concept. For the other overall energy supply concepts considered, the influence of the definition 
of climate neutrality on the additional costs is negligible. 

Only on the basis of real climate neutrality (definition see Section 2.3) global climate neutrality is 
achievable. It is therefore important that this definition is used exclusively in the future.  

This should also be in the interest of the solar thermal sector, as only by using the approach for real climate 
neutrality is it possible to make an objective ecological comparison of different overall energy supply concepts. 
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Abstract  

This paper discusses and studies the integration of photovoltaic plant connected to Medium Voltage (MV) 

network in the Tunisian energy mix and its competitiveness compared to other technologies, especially since 

the sale of MV electricity has grown to reach 34.17 % of all electricity sold by STEG (Société Tunisienne 

d‟Electricité et de Gaz). It turned out to be a very competitive technology compared to mainly the centralized 

and decentralized photovoltaic plants with a Levelized Cost of Energy LCOE less than 0.160 TND/kWh. 

Keywords: Tunisia Electricity Mix, Solar PV in medium voltage, OSeMOSYS. 

 

 

1. Introduction 

Energy transition in Tunisia is generally addressed as a technological and economic issue. Tunisian policy on 

energy is dominated by the national utility for electricity and gas named STEG. Since the independence, it 

has held a monopoly and enjoys forceful historical legitimacy for its achievements. Nevertheless, beginning 

the 2000s, national energy self-sufficiency was challenged (United Nations. 2017) so that the Tunisian 

government pushed for renewable energies. STEG was wary of these renewable technologies and has slowed 

its implementation. The Tunisian revolution has completely shaken the power‟s balance in the country, 

allowing for multi-level criticisms of STEG and for the making of new alliances for renewable energy 

projects. With the failed try of the Tunisian government to adapt regulatory and institutional frameworks to 

guarantee energy independence due to the continued uncertainty and oscillation of fossil fuels prices, the 

government was found under increasing pressure to create a long-term strategy towards energy self-

sufficiency or in other words energy independence. Energy system models might be a tool for the decision 

makers in the country to draw an optimal long-term pathway for energy independence 5 (M. Howells et al. 

2011), (OpenEnergy. July 2017), (OpenEnergy. October 2017) and (Energy Modelling. 2018). Which match 

the continuous increase in the demands, the availability of the Tunisian resources and the variability of 

prices. 

In 2016, Tunisia adopted an energy strategy which aims to guarantee the security of supply of the country 

and ensure access to energy at an affordable price for the Tunisian economy. Tunisian energy policy aims to 

reduce primary energy consumption by 30% in 2030 (ANME. 2016) compared to the baseline scenario, 

while increasing the share of renewable energies in the Tunisian energy mix. So, in order not to miss the 

energy transition in Tunisia, we really have to think about some incentives that push MV subscribers to be 

self-producers, especially since the sale of MV electricity has grown to reach 6 956 GWh in 2019, which 

represents 34.17 % of all electricity sold by STEG as shown in figure 1. 
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Fig. 1: Evolution of medium voltage electricity sales (STEG. 2015). 

For the planning of national energy systems, different applications of energy systems modeling exist 

(Horizon. 2020). Decision makers are actually using some models to draw up long-term energy strategies 

like EnergyPLAN (D. Connolly et al. 2011), EU PRIMES (P. Capros et al. 2016) and OSeMOSYS model. 

These applications share the characteristic of being bottom-up and optimization models. So that, they 

indicate the cost optimal pathways to decision makers to achieve given energy targets. Contrariwise, they 

differ by the type of modelling framework. While TIMES (R. Loulou. 2005) and PRIMES are partial 

equilibrium, MESSAGE (L. Schrattenholzer. 2016), and OSeMOSYS (Optimus community. 2017), (M. 

Welsch. 2015), (F. Gardumi. 2016) and (M. Welsch et al. 2012) are dynamic linear. And only OSeMOSYS is 

fully open source. The appropriate modelling framework is chosen based on the kind of insights the country 

model is intended to provide.  

In order to help the decision makers with the elaboration of long-term strategies towards energy 

independence, we are going to study and discuss, in this paper, the integration of MV self-production in the 

Tunisian energy mix. So, we are going to identify whether this technology is a competitive one compared to 

mainly the centralized and decentralized photovoltaic installations or not. 

 

2. Methodology 

The modelling tool chosen for running this analysis is the Open-Source energy Modelling System – 

OSeMOSYS (M. Howells et al. 2011) and (F. Gardumi et al. 2021).  

 

Fig. 2: Reference Energy System 
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The diagram represented in Figure 2 describes what in energy systems modelling is called a „Reference 

Energy System‟ i.e. a simplified engineering scheme of the object of analysis. For the modelling, we started 

from a basic model called TENEM developed by the GIZ (The Deutsche Gesellschaft für Internationale 

Zusammenarbeit GmbH) and we added a new technology “Solar PV in medium voltage” to study its 

competitiveness compared to other technologies that generate electricity. The simulated model includes a 

number of supply chains connecting imported and domestic energy sources (both fossil and renewable) to the 

national electricity demand through aggregated conversion processes (e.g. extraction and import resources, 

conversion of primary sources to electricity, Transmission & Distribution network). As options for electricity 

supply from fossil fuels, all current gas power plants (open cycle gas turbines and both combined cycles) and 

the committed ones are represented separately. Energy efficiency options for the residential, commercial and 

industrial sectors are represented separately. They are considered as virtual technologies „absorbing‟ part of 

the electricity demand. Each of the options is given specific user-defined techno-economic characteristics, 

used by the modelling tool to choose the future least-cost electricity supply mix. In this study we will focus 

on the efficiency of integrating the new technology “Solar PV in medium voltage” in the Tunisian energy 

mix. 

 

3. Assumptions and Scenarios: 

The sale of MV electricity is in the order of 6,956 GWh in 2019 (almost 25 PJ). To cover this demand, an 

installed capacity of 4.1 GWp is needed (given that each kWp produces 1700 kWh / year). Based on this 

data, we have identified 3 scenarios to consider: 

 Scenario 1: slow progression in the power to be installed: that is to say, we will install each year a capacity 

equal to 0.041 GWp to achieve in 2045 a total capacity equal to 1.025 GWp allowing the satisfaction of 25% 

of electricity needs for MV subscribers in other words the satisfaction of 8.75% of electricity demand in 

Tunisia (since the MV electricity represents 35% of all electricity demand in Tunisia). 

 Scenario 2: rapid increase in the capacity to be installed until reaching in 2045 the satisfaction of 50% of the 

electricity needs for MV subscribers. This represents 17.5% of electricity demand in Tunisia. 

 Scenario 3: the max capacity investment parameter in OSeMOSYS software (expressed in GWp) is kept 

unlimited in order to see the economic efficiency of this new technology and its participation in the optimal 

energy mix in Tunisia. 

For PV installations, we consider a new technology “Solar PV in medium voltage” which differs from the 

others by the cost of transport and the capital cost. In fact, for this technology we consider that the PV 

installations connected to the MV network are located near the consumption points so that the cost of 

transport is not considered like the case for the centralized installations. In addition, the capital cost 

considered is lower than the decentralized installations. 

 

4. Results 

It should be mentioned here that for all the scenarios, we kept the min capacity investment equal to zero. So, 

if the technology is not profitable and efficient, its participation in the Tunisian energy mix will be equal to 

zero. 

Comparison of the first and second scenarios: 
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Fig. 3: Simulation of the first scenario of the Tunisian Electricity Mix (slow progression in the power to be installed) 

 

 

Fig. 4: Simulation of the second scenario of the Tunisian Electricity Mix ( rapid increase in the capacity to be installed). 

 

The simulation results show the significant participation of electricity produced from photovoltaic plants 

connected to the medium voltage grid in the totality of the final electricity produced despite the fact that the 

production of electricity from this technology has been limited for the first and second scenarios. In fact, for 

the first scenario, we fixed the max capacity investment for the new technology proposed so that we achieve, 

in 2045, 25% of the electricity demand for MV subscribers which is equivalent to 8.75% of the total final 
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electricity demand. Likewise, for the second scenario, we acted on the max capacity investment to achieve 

50% of MV electricity needs in 2045.  

Comparison of the second and third scenarios : 

 

Fig. 5: Simulation of the third scenario of the Tunisian Electricity Mix ( max capacity investment is kept illimited ). 

 

For the first and second scenarios, the max capacity investment was limited and in the simulation results we 

obtain every time the max of electricity production from the new proposed technology so we decided to 

maintain the max capacity investment for the third scenario unlimited to see what would be its participation 

in the Tunisian energy mix. The simulation results show that the new technology introduced is very 

competitive compared to other technologies especially compared to the decentralized solar PV technology 

which has practically disappeared and the centralized solar PV technology which has decreased in a very 

remarkable way. And this result is confirmed by the calculation of the LCOE. In fact, the LCOE for the first 

scenario is equal to 0.1618 TND/kWh versus 0.165 TND/ kWh for the basic scenario which did not include 

the new technology. The LCOE relative to the second scenario is equal to 0.1616 TND/kWh and the lowest 

value of LCOE is 0.1592 TND/kWh and it is relative to the third scenario. 

Impact of the scenarios on LCOE: 

In our study, the levelized cost of electricity and not energy was calculated by first taking the net present 

value of the total cost of the technologies. This number is then divided by the total electricity generation over 

its lifetime like it is shown in the equation. 
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Where  

 

 

 

 

 

 

 

The calculation of the LCOEs of the different scenarios gave the following result: 

 

Table 4: Impact of scenarios on LCOE 

 

Starting from the data obtained from the simulation results, LCOE was calculated for the reference case 

before adding the new technology and for each scenario after insertion the new technology. The results 

shown in Table 4 affirm that the more we invest in solar PV in medium voltage technology the more the cost 

of electricity decreases. This clearly shows the profitability of this technology. 

 

Table 5: Gain in the subsidy on the cost of kWh 

 

Assuming that the kWh is subsidized by 0.1 TND, we have therefore calculated the gain of STEG from this 

subsidy. And the result is shown in table 5. 

For example, for the third scenario, we will have production by 2045 equal to 40.8 PJ = 11333.33 GWh. So, 

subsidy will be equal to 1133.33 million dinars in 2045. 

 Electricity consumption of MV subscribers represents 34% of total electricity. If they turn into self-

producers 34% of the needs during peak hours will be met. 

 

5. Conclusion 

In this article, we studied the effect of the integration of photovoltaic systems connected to the medium 

voltage network in the Tunisian energy mix. It turned out to be a very competitive technology compared to 

other technologies especially since the lowest LCOE calculated is equal to 0.1592 TND/kWh and it is 

relative to the third scenario in which we did not limit the max capacity investment.So, in order not to miss 

the energy transition in Tunisia, we really have to think about some incentives that push MV subscribers to 

be self-producers. 

 

 

 

n: number of years 

t: counter 

r: attenuation rate such as r  
𝑖−𝛾

1+𝛾
=0.009 

i: interest rate  =6,25% . 

𝛾: inflation rate =5.3% . 
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Abstract 

In this research paper, we propose a method to examine the policy and legal framework for solar heat in industrial 

processes (SHIP) in Germany and Turkiye with a comparative analysis. To enable industry actors to make use of 

the large growth potential of SHIP with its numerous application areas, targeted policies and legislation are to be 

adopted. For this reason, this research paper aims to fill the respective gap in analyzing and designing renewable 

energy law and policy frameworks for SHIP. A comparative analysis explores potential approaches to promote 

SHIP in Turkiye and Germany. To this end, the paper proposes a step-by-step method to pursue research 

milestones of both academic and practical interest by examination and comparison of the current extent of 

deployment of SHIP technologies and the current status of SHIP policy and law frameworks in both countries. It 

is an attempt to develop a method to compare two different and complementary contexts with an analysis of law 

and policy frameworks. The method includes five steps of (1) Literature review- State-of-the-art (2) Stakeholder 

Mapping (3) Status of SHIP applications (4) Status of Policy & Law 5) Future of Policy & Law. This method 

mainly serves to impose policy proposals for SHIP applications in both countries.  

Keywords: solar heat, renewable energy, law, policy, comparative study, method, industrial prosumer, border tax 

adjustments, Turkiye, Germany, , SHIP 

 

1. Introduction 

Solar thermal energy can meet a large amount of thermal demand in industrial processes in any given country and 

regardless of the geographical position, an analysis under the aegis of the International Renewable Energy Agency 

has found (IRENA 2015). Several industrial sectors (e.g. the textile, concrete, and food manufacturing industries) 

can benefit from this energy source given their demand for hot water and steam at temperatures of up to 400°C 

for processes such as curing, drying, dyeing, washing, boiling, pasteurization and sterilization. Solar Heat in 

Industrial Processes (hereinafter SHIP) systems may also contribute to a stable energy supply if the problem of 

volatility of solar energy is adequately dealt with. To this end, SHIP applications may also include heat storage 

units. For small and medium-sized enterprises, solar process heat may minimize the reliance on unpredictable 

fossil fuel prices. Despite the technological potential as well as the potential economic advantages of using solar 

heat in manufacturing, the current extent of deployment remains relatively low. This is for a number of reasons, 

among which the infant industry effect, inappropriate legislation, lack of awareness, and problems in the 

legitimation of the technology feature prominently. 

As countries always seek to have clean energy solutions for industrial growth, the paper focuses on green energy 

production as a mechanism for generating income and improving industrial competitiveness. In order to improve 

green industrialization, "industrial prosumers” comes up, which is new for Turkiye. The United Nations Industrial 

Development Organization (UNIDO) defines "Industrial Promoter of Renewable Energy'' as an industry that 

produces and uses renewable energy sources such as solar, wind, bioenergy and other renewable energy sources 

(UNIDO, 2015). Promoting industrial prosumers is essential worldwide, but it is crucial for countries with energy-

intensive industries such as Turkiye and Germany. Over the last couple of years, the share of solar energy 

prosumer has increased rapidly in Germany. Despite the fact that Germany, which is one of the countries with the 

best technology position in the world, has a lower capacity in terms of solar energy potential compared to Turkiye, 

it has more than 40,000 MW of installed power (Keskin, 2019). In Germany, the rapid transformation of the 

energy sector has been boosted by the formation of hundreds of thousands of small "prosumers'' within the stable, 

long-term policy structures. 
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Turkiye has large domestic markets and strong industrial capacities for domestic solar thermal hot water 

technologies. The prosumer term can be a new pattern to provide a win-win approach for companies and 

governments to support the actions for climate change and sustainable growth by combining clean energy sources 

into their power supply as well as their heating and cooling needs. Solar thermal energy can meet a large amount 

of thermal demand in industrial processes in any given country regardless of geographical position. In developing 

economies, solar thermal energy can provide about half of this energy consumption theoretically by providing hot 

water and steam at temperatures of up to 400°C. In particular, agriculture, the textile, concrete and food 

manufacturing industries are important industrial sectors, solar thermal energy can supply hot air and hot water 

required for curing, drying, dyeing, washing, boiling, pasteurization and sterilization. The SHIP system may also 

include a heat storage unit that can be used to increase the time of day when the heat is supplied to substitute for 

fluctuations in the solar resource. For small and medium-sized industries, solar process heat may minimize the 

reliance on unpredictable fossil fuel prices. Despite the technological potential as well as the potential economic 

advantages of using solar heat in manufacturing, the current extent of deployment remains relatively low (ETSAP 

& IRENA, 2015). 

Drawing on these many advantages, having great potential and considering the growing attractiveness of solar 

thermal technologies to industrial consumers, it is time for policymakers to begin to realize the significant potential 

that exists for industrial prosumers to contribute to the green and circular economy. The development of the right 

policy and regulatory frameworks for this to happen would be a fundamental step. Research and development 

must also be recognized as an industrial policy measure. German energy research is a strategic component in 

German energy policy and is crucial for the energy transition's long-term success. Additionally, German producers 

are global technology leaders in the field of renewable energy and energy efficiency. There is an opportunity to 

take lesson-learn and generate components of Turkiye's modern energy supply system (ETSAP & IRENA, 2015). 

That is why market creation and comparison have to go hand in hand in facilitating the development and 

implementation of these technologies with law and policy frameworks.  

Among the industrial policy measure, research and development must also be recognized. German energy research 

is a strategic component in German energy policy and is crucial for the energy transition's long-term success. 

Additionally, German producers are global technology leaders in the field of renewable energy and energy 

efficiency. There is an opportunity to take lesson-learnt and generation of components of Turkiye's modern energy 

supply system.  For the reasons mentioned above, this paper proposes a Policy and Law Analysis Method” with 

a focus on the promotion of solar heat in industrial processes with a comparative analysis of Turkiye and Germany.  

2. Literature Review 

As we look at the literature, we can see that the legal scholarly literature on the promotion of green energy is rich. 

Firstly, there are several editorial books which directly deal with the issue. Hancher, Hauteclocque, Salerno 

(2017), and more recently Hunter et. al (2020) offer a valuable introduction to the state aid and regulation for the 

green energy sector. German legal literature is promising as well. Pritzsche and Vacha (2017) and Steinbach 

(2017) both offer introductions to the field. On the Turkish side, Çakmak (2018) is the prominent book on green 

energy promotion. However, legal literature that directly deals with SHIP applications is non-existent. This paper 

is an attempt to compile the first pieces of legal literature to form a method proposal for policy and regulation 

analysis. As the method is developed and implemented in further studies, it adds value to the legal framework 

analysis in renewable energy and specifically in solar heat in industrial processes.   

Beyond the doctrinal legal literature, there are policy-related sources from various governmental organizations, 

especially in Germany. German Federal Ministry for Economic Affairs and Energy (BMWi) regularly publishes 

reports on the development of the Energiewende process (BMWi, 2018 and BMWi, 2019). On the Turkish side, 

the strategy paper of the Energy and Natural Sources Ministry (ETKB, 2019) covers the energy transition policy 

between 2019-2023. The energy efficiency strategy paper (ETKB, 2012) for between 2012-2023 offers insights 

into the Turkish energy efficiency policies. 

The research method of the paper includes desk research of documents (papers, report, legal document, policy 

proposals, related funding programme calls) to propose the method of law and policy analysis. This method is to 

design including document scanning (desk research) as well as collaborative meetings to interact, communicate 

and exchange knowledge and experience between researchers for proposing legal and political documents specific 
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to SHIP applications. It aims to take up prior research on innovation and law, power-to-x technologies/sector 

coupling, and the governance of renewable energy and energy innovations which so far has not specifically dealt 

The comparative approach taken in this research and the selection of Turkiye and Germany as countries of 

reference are particularly well suited to contribute to the overarching research goal for a number of reasons. Most 

importantly, the research design fosters mutual learning. Learning from the individual experience of each country 

may facilitate the successful deployment of SHIP applications supported by appropriate policy measures, which 

in turn is pivotal to reducing fossil fuel reliance and related carbon emissions in both developed and emerging 

economies. The focus on Germany and Turkiye and the collaboration of researchers from both countries promise 

particularly fruitful insights. Regardless of the substantial differences in economic development terms, both 

countries offer significant potential for growth for renewable energy deployment. On the one hand, Turkiye’s 

green energy sector has been rapidly developing in a “solar boom”, and the country features strongly in research 

promoting energy from solar sources. Among other factors, this leads to a reduced cost of renewable energy 

sources in Turkiye compared to other (European) countries, and in particular Germany. Also, research from the 

Turkish institutions involved has shown great potential in expanding the utilization of PV and solar-thermal 

systems as energy sources. Germany, on the other hand, has been a frontrunner and role model in promoting 

renewable energy. Germany’s approach to promoting renewable energy in the “Energiewende”, a term coined 

already in the 1990s, has since gained significant momentum abroad. The experiences of both countries are thus 

complementary. Combining the perspective of both German and Turkish researchers in a comparative approach 

helps to make sure that the potential for creating synergies in knowledge is properly made use of when SHIP 

promotion policies are designed.  

3. Method and Material 

First of all, this paper put emphasis on researching the potential of promoting the deployment of SHIP applications 

through dedicated law and policy making. To date, the topic is widely under-researched, despite the clear potential 

of SHIP to contribute to a more stable, secure and sustainable supply of energy in order to partly cover the high 

industrial energy demand. The potential of SHIP has been highlighted mainly from a practical, technology-

oriented perspective. With regard to reasons why the potential remains underexplored, the high costs of SHIP 

appliances and their maintenance compared to conventional energy sources are deemed to be the main limiting 

factor (see IRENA 2015 and cited literature). However, due to their limited scope, prior analyses on the subject 

do not altogether or at least not sufficiently explore how this hindrance can be overcome by means of policy 

measures. Hence, there is a fundamental gap in academic research from a policy-oriented perspective – including 

legal issues – that the paper seeks to fill through cooperative research. 

The paper seeks to make a significant contribution to research in the European Research Area on a topical issue 

in line with current European policy and legal framework developments. In particular, the paper examines a 

technology that is able to build a bridge between high standards of environmental protection and climate action 

on the one hand and economic growth on the other. The focus on Turkiye, which is not only an important trade 

partner to Germany but also a rapidly emerging economy, is furthermore worthwhile considering the EU’s aim 

for global leadership in tackling climate change by means of creating technological innovations and progress and 

exporting them worldwide. Due to its comparative and cooperative approach, the method to be developed aims to 

substantially strengthen the relations between these two countries at the institutional and implementation level.  

4. Preliminary Analysis and Prospective Research 

First, the paper aims to address a particular academic literature gap. The policy and law of SHIP are not 

appropriately dealt with to this date, the paper proposes a method that begins with prior research on innovation 

and law, power-to-x technologies/sector coupling, and the governance of renewable energy and energy 

innovations. Especially the interdisciplinary approach to SHIP including legal scholars is novel. Second, the paper 

produces a policy proposal method, contributing to both countries' policymaking processes. 

Examining SHIP policy and law in Germany and Turkiye from a comparative perspective facilitates the transfer 

of knowledge and experience on the issue. The authors (two of whom are studying in renewable energy diffusion 

in Turkiye, and one of them is studying the same issues in a comparative perspective of Germany and Turkiye) 

pool their findings and compile texts together by scanning the legal framework documents in the original language. 
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Additionally, planned research visits form cornerstones of the research since they will further ensure knowledge 

transfer. The outcomes of the joint research (with the further works of one policy report and at least one scientific 

paper) will benefit stakeholders, policy-makers, and legislators in Turkiye and Germany. The policymakers will 

be able to refer to our policy report in developing new SHIP promotion strategies. On the other hand, the 

stakeholders will be able to refer to our policy report in their future projections and communications with the 

policymakers. Our scientific papers will serve as a starting point for social scientists who aim to work in the SHIP 

field specifically for Turkiye. 

5. Conclusion: The Method Proposal 

The paper is ongoing research and is first presented in Eurosun 2022. The research is being done by an 

interdisciplinary team and in close collaboration between Middle East Technical University (METU) and 

Hacettepe University (HU) from Turkiye. Dr Erden Topal (the corresponding author) has extensive experience in 

researching renewable energy policymaking. She has been closely collaborating with Professor Dr Derek K.  

Baker (METU and ODTU GUNAM – Center for Solar Energy Research and Applications) on several EU Projects 

and National Initiatives for Concentrated Solar Thermal Technology (CST) Development, Diffusion and Policy 

Making (ODAKTr). Prof. Baker specializes in CST technologies including SHIP applications and provides his 

technical expertise and experience in the field of solar energy technologies. MSc. S. Deniz Akdemir (Co-author 

and MSc Student of Professor Baker) is an environmental engineer on the Turkish side and completed her Master 

of Science Thesis about SHIP in Turkiye in 2020. Dr Onur Cagdas Artantaş (co-author) is completed his Ph.D. 

on Renewable Energy Law in Turkiye in comparison with Germany under the supervision of Prof. Fehling in 

Bucerius Law School/ Germany.  

With this interdisciplinary team, we propose a method for designing proposals and possible implications of legal 

and policy frameworks. The case studies are to be Germany and Turkiye as a comparative case study exercise. 

This proposed method for the promotion of SHIP is a stepwise approach and made up off the steps of:  

STEP 1: Literature Review- State of the Art (in SHIP Policy and Legal Frameworks) 

The first step will be a thorough analysis of the existing literature regarding (i) the functioning and potential of 

SHIP technology more generally; (ii) the current status of deployment of SHIP in Germany and Turkiye; (iii) 

economics, policy, and law relevant to the promotion of SHIP in both countries. This measure will reveal the 

state-of-the-art in these three areas on which the method proposal and the analysis is accrued by using this method 

that is built on. The researchers will define the exact scope of the method based on the findings in this step. Here, 

the scope is the key target to reach to define the framework and borders of the research.  

STEP 2: Stakeholder Mapping (in Germany and Turkiye’s SHIP Landscapes) 

The second step will involve examining the current situation and general conditions of energy, Concentrated Solar 

Technologies (CST) and the SHIP industry in Germany and Turkiye scanned in the first step of the method. In 

this step, the first finding of the H2020 Horizon STE Project - Implementation of the Initiative for Global 

Leadership in Solar Thermal Electricity (GA No: 838514) deliverable titled Integrated Country Report (submitted 

on July 30, 2022,:j and now is available after EU Approval) is benefitted. This report is a comprehensive document 

that includes both Turkiye’s and Germany‘s (in addition to Spain, Italy, Portugal, France, Greece, Denmark, and 

Belgium) outlook in CST technologies countries The relevant stakeholders will be mapped out in each country 

according to their connections with each other. This includes industry actors as well as institutional or university 

actors, e.g. in the field of engineering. This "stakeholder map" helps to prepare the research and networking 

activities in further steps in this specific technology area of SHIP to further develop legal and policy frameworks.  

STEP 3: Status of the SHIP Applications  

The third step aims to deepen the overview of the current status of SHIP deployment in Germany and Turkiye 

gained through the former steps. To this end, further information will be collected from the regulators and industry 

stakeholders in each country. Here can be seen as field research conducted with a sample of stakeholders in each 

country determined in the second step. The aim is to compile a preliminary report, which will be used in later 

research phases with first-hand data of expert interviews in each country. The report will discuss the current 

technological level, the structure of the SHIP sector and of the relevant industry branches, financial endowment, 
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and the percentage of local equipment used in the SHIP applications from the perspective of key stakeholders in 

each country.  

STEP 4: Status of SHIP Policy & Law  

The fourth step contributes to one of the two focuses of the paper as the current status of the SHIP policy and law 

in Germany and Turkiye. The previously collected information (e.g., state-of-the-art, stakeholder map, the status 

of the SHIP applications) will be utilized here at a different level.  All relevant policy documents and legislation 

will be examined in detail to assess their strengths and weaknesses in promoting SHIP mainly in Germany, and 

to take the lessons learnt from the German case to further develop the Turkish case in SHIP applications.  

STEP 5: Future of SHIP Policy & Law (Proposals on Policy and Legal Frameworks) 

This step contributes to the second of the two research aims. In this step, different scenarios of policy development 

will be examined against the background of stakeholder needs, the desire to further technological development 

and the emission reduction targets of the EU. This may include a "Business as Usual" (BaU) and a "Successful 

Promotion of SHIP" (SPoS) scenario. It will be presented how the SPoS diverges from the BaU route in terms of 

reduction of power consumption, emission mitigation and estimated added financial value. Policy proposals for 

the SPoS route will be made, including recommendations for amendments in legislation.  
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Abstract 

Industry accounts for more than 30% of the total energy demand and faces significant challenges in achieving the 

set decarbonization goals. Therefore, it is crucial to provide end users with state-of-the-art technologies like solar 

process heat and optimized combinations with other technologies like excess heat recovery and heat pumps. A 

barrier, that hinders industrial end users from implementing available solutions, is the challenge of assessing 

developed concepts not only from technical perspectives but also applying economic parameters The objective of 

the Subtask E of the joint IEA SHC Task 64 / SolarPACES Task IV is to identify existing barriers, used assessment 

criteria of all relevant stakeholders and the definition of mandatory parameters, merging the perspectives of solar 

process heat with other technologies. To achieve this, a survey was performed to collect feedback from the 

stakeholders concerning technical and economic criteria. Analysis of the results reveals the relevance of various 

criteria with respect to different project phases.  Different economic parameters and the CO2 abatement costs turn 

out to be highly relevant throughout all project phases, while the relevance of investment and operating costs 

exhibits peaks in the detailed planning and operating/implementation project phase respectively. 

Keywords: economic indicators, standardized evaluation criteria, SHIP, industrial energy systems 

1. Introduction 

The industrial sector accounts for about 30% of the total energy demand in the EU and OECD countries, of which 

about 60% is used to cover process heat demand (Eurostat, 2022, Werner, 2006, Eurostat, 2023). This corresponds 

to more than 1,900 TWh per year in the EU27 and is also valid for worldwide statistics on energy demand and 

consumption (IEA, 2021). If the sector is to be decarbonized sustainably, in addition to the buzzwords 

electrification and hydrogen with significant research demand, solutions are needed that are immediately available 

and do not shift the challenges to the generation of very large amounts of renewable electricity. Solar process heat 

is a proven technology, especially in the temperature range up to about 400°C, which is highly significant as 

already mentioned about 60% of industrial heat demand is in this temperature range (Werner, 2006). In order to 

achieve high coverage rates of renewable heat, the focus is increasingly shifting to the design and operation of 

hybrid systems in which solar process heat is combined with excess heat recovery, heat pumps and PV. This 

results in the challenge of already introducing uniform criteria for all technologies in the planning of these projects, 

which allow an objective technical and, above all, economic evaluation over the utilization period of all 

technologies (Braumann, 2020, AEE INTEC, 2016, Avila, 2015, Brunner, 2015). This is well reflected in the 

demand for tailor-made funding and financing instruments (Fluch, 2015, Giralda, 2016), also based on the 

outcome of performed energy audits and the development for decarbonization concepts (Kulterer, 2015a, 2015b) 

Within the framework of the joint IEA SHC Task 64 / SolarPACES Task IV, Subtask E (Guideline to Market) 

and Subtask A (Integrated Energy Systems) specifically address whether currently used typical evaluation 

parameters such as payback periods from the perspective of solar process heat will also be suitable in the future 

to support industrial companies and project developers in the implementation of such hybrid systems and how 

new approaches must be taken into account in the different project phases from the idea to implementation and 

operation. This is becoming more and more important as in the Energy Directive of the European Commission, 

the defined objectives are defined, including the demand for decarbonisation (European Commission, 2023). 
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2. Methodology 

Through Subtask E, relevant parameters for the assessment of renewable technologies were collected and 

categorized by involving all relevant stakeholders of solar process heat (technology suppliers, project developers, 

industrial companies, research and investors). Based on identified and evaluated available funding programmes 

on Solar heat for industrial processes (Nitz, 2021), performed within the Subtask E of the SHC Task, this demand 

is already highlighted. A total of 65 criteria were assigned to four categories (general project information as well 

as economic, technical and methodological parameters) and subsequently evaluated for different project phases 

from the idea to a feasibility study, rough and detailed planning, implementation/commissioning and operation. 

These results were finally transferred into a representative survey with the aim of ascertaining whether the 

importance or the necessary level of detail of the different parameters changes in these project phases.  

The survey was done in a two-step approach. First the questions were shared within the participants of the IEA 

SHC Task 64 / SolarPACES Task IV group and afterwards spread, using the communication channels of the 

whole SHC Task as well the lead partner of the Subtask E. The survey was integrated in a web-based platform 

(SurveyMonkey) and included in total 26 questions, subdivided into the following sections: 

• General questions on the background of the participants as company’s main area of operation, industrial 

sector, size of the company, home country as well position, background and experience with renewable 

energy and solar heat specifically of the person filling in the survey 

• Importance of different pre-defined economic (CAPEX and OPEX) parameter/KPIs in different project 

phases (pre-feasibility, detailed engineering, implementation/operation) 

• Importance of ecologic and technical parameter in project phases 

• Interest and if possible, share of personal contact data 

The survey was done in two rounds including a reminder sent via email. Afterwards the feedback was evaluated 

by downloading the data and fed in tables and figures, as shown below. 

3. Results 

The survey included 51 participants at 18 different sites, see Figure 1, with no significant impact of survey 

participants' location on the results. It is important to understand, that the importance of investment (CAPEX) and 

operating (OPEX) costs varies over the 3 different phases of project development (pre-feasibility, detailed 

engineering, implementation/operating). The survey results demonstrate the need to consider new approaches to 

evaluation that go beyond simply looking at payback time. In Fig. 3, it can be seen that the payback period, the 

levelized cost of heat and the internal rate of return are of high importance in all project phases.  The depreciation, 

P50/P90 value as well as the net present value are considered moderately important in the pre-feasibility phase 

but gain importance in the later project phases. 

 

 

Fig. 1: Location of survey participants 
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Fig. 2: Survey results regarding the criteria “OPEX of the whole system” (top) and “CAPEX of the whole system” (bottom) and 

their relevance in project phases: mandatory, nice-to-have, neutral, not important (n=51) 

 

 

Fig. 3: The importance of the economic parameters in all three phases of a project 
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Fig. 4: Survey results regarding the technical criteria “number of heat exchangers installed” (left) and “delivered solar heat” their 

relevance in project phases: mandatory, nice-to-have, neutral, not important (n=51) 

The OPEX (operating expenditures) of individual components and the entire system are considered moderately 

important in the pre-feasibility phase, with significant increases in importance in the later project phases, see 

Fig. 3. The CAPEX (capital expenditures) are generally of high interest, with the importance of CAPEX of all 

system components, as well as that of the entire system (see Fig. 2 and Fig. 3) and process integration, being 

highest in the detailed planning phase. The increase in the relevance of the OPEX parameters in the later project 

phases and the peak in the relevance of the CAPEX parameters in the detailed planning phase confirm our 

expectations and correspond to the general prioritization in the course of a project. 

The analysis of the technical parameters shows that the relevance of the delivered solar heat, the storage size and 

the installed area is considered to be very high in all project phases. The number of installed heat exchangers is of 

lower importance, especially at the beginning of the design, but increases in the later project phases, see Fig. 4. 

 

 

Fig. 5: Survey results regarding the green economy criteria “created green jobs” (left) and “CO2 abatement costs” their relevance 

in project phases: mandatory, nice-to-have, neutral, not important (n=51) 

As expected, CO2 abatement costs are considered as relevant parameter in all phases. Surprisingly, the green jobs 

created (Green Jobs) are in contrast of relatively less interest and even in the implementation and operation phases 

the relevance of this parameter remains low, see Fig. 5. 

4. Outlook 

The overall goal of IEA SHC Task 64 / SolarPACES Task IV is to place solar process heat as an important 

component of future hybrid supply systems in the industrial sector. For this purpose, the results from Subtask E 

will be further processed and the most relevant evaluation criteria will be defined. Defining a standardized 

calculation method for the different parameters is the core task. This method is mainly based on results from 

previous projects and will enable comparison with aforementioned technologies like waste heat recovery, heat 

pump or PV. Additionally, the importance of different criteria regarding different project development phases is 

analyzed. Finally, these findings will be incorporated into the work of Subtask A on the design of integrated 

energy systems and thus contribute to sustainably strengthening the role of solar process heat. 

In summary, the following key findings of the survey can be stated: 
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• Economic parameters such as heat production costs, payback time or internal rate of return are 

considered highly relevant in all project phases. Innovative approaches such as P50/P90 are of increasing 

interest to investors. 

• Operating costs of individual components and of the whole system are considered moderately important 

in the first project phase of feasibility studies, increasing significantly in the later project phases. 

• Investment costs are generally of high interest, with importance peaking in the detailed design phase. 

• CO2 abatement costs are considered an extremely relevant parameter in all phases, while the created 

green jobs are surprisingly of lesser interest. 

• There is no significant impact of the location of the survey participants on the survey results. 

The survey results confirm the need for new evaluation criteria for SHIP (technical, economic, environmental, 

non-energy benefits) while calling for a clear definition of these criteria for the entire sector. This will enable 

comparability of the technology with other renewable energy sources and strengthen the role and recognition of 

SHIP in future industrial energy systems. In addition, specific target groups require different criteria. 
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Abstract 

Two thirds of Sub-Saharan Africa’s (SSA) population reside in rural communities. SSA is the least electrified region 

in the world with approximately half of its population lacking access to electricity which hinders its citizens’ 

livelihood and economic engagement. Electrification efforts by member nations have and continue to be done 

according to the respective energy policies. While the national utility companies are at the forefront of this process, 

geographical, economic, and time factors constrain the achievement of targeted electricity access rates in allocated 

timelines. Alternative electrification approaches, therefore, need to be implemented. As a case study, this paper 

focuses on electrification by integrating existing micro-grids into mini-grids to electrify currently unelectrified 

business and household settlements of Uutsathima village in Namibia. This approach averts the hindering factors for 

grid extension whilst utilizing the abundant and untapped solar energy. Results of this study indicate that exiting 

micro-grids have substantially higher electricity production than the primary consumers’ demand. This allows for 

connecting new consumers within the proximity of the grids provided prior analysis of their energy demand is done. 

Given that minimal infrastructure upgrade is done, for instance, Uutsathima’s business centre can be electrified. For 

result replicability, the methodology of this paper serves as a guide to determining the best scenarios in other off-grid 

regions of SSA. 

Keywords: Electricity, micro-grid, mini-grid, Namibia, off-grid regions, Sub-Saharan Africa, unelectrified 

settlements 

1. Introduction 

1.1 Background and context  

Given the population share Sub-Saharan Africa (SSA) has in comparison to the global population, cross-cutting 

issues such as the United Nation’s sustainable development goals (SDG) require emphasis to avoid imbalanced 

development against social welfare (IEA, 2022). Since 2016, in response to the SDG 7, member countries of SSA 

have continually dedicated efforts, policies, and regulations to increase both reliable electricity access and 

affordability to its citizens. Whilst focus was put on extending the radius of the national grid, infrastructural, 

economic constraints, and off-grid RE global initiatives discourage these efforts. At electrification rates of 25% and 

71% for rural and urban areas respectively, alternative solutions are necessary to fasten the electrification efforts 

(Fritzsche et al., 2019). While only 2% of the total utilized primary energy in SSA is accounted by renewable energies 

(RE), the region exhibits high potential of solar, wind, hydro, biomass among other RE sources (International 

Renewable Energy Agency (IRENA), 2022).  

Introduction and implementation of off-grid as well as hybrid solutions across the region continue to grow, even 

though varying between countries due to differences in policies and regulatory frameworks which determine the 

attraction of private and international RE investors. Solar mini-grids for example, range from 5 to 100 per country 

(Fritzsche et al., 2019). While the term mini-grid is used mainly to describe a standalone grid of a capacity up to 2 

MW (Opfer et al., 2022), this study focuses on grids with smaller capacities as low as 2.88 kW, herein termed as 

micro-grids. Solar micro-grids have mainly been used to electrify single consumer groups in SSA but record a notable 

increase in overall national electrification as well as the quality of services of business and public institutions which 

indicates the potential in these alternative electrification approaches.  

This study examines the potential of micro-grid integration as an engineering innovative solution in achieving 

universal electricity access in off-grid regions. 
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1.2 Renewable energy strategies in SSA 

Due to accelerated electrification rates and efforts of the international RE and off-grid projects, some of the rural 

off-grid settlements got equipped with solar-based electricity networks. A practical example is the initiative by the 

government of Namibia in 2016 to electrify its public institutions by use of solar micro-grids. While this proved to 

answer the electricity dilemma in public institutions, such installations often neglect the private sector. In the rare 

case that the private sector was addressed, these systems were often sized incorrectly due to inaccurate energy audit 

on electricity consumption and requirements of the settlements. Factors such as energy consumption, income scenario 

of the people and population growth have, in the past, been neglected or underestimated. Uutsathima village, located 

in the Omusati region in Namibia, home to about 444 people, residing in 81 households is used in this context. The 

village qualifies as a relevant and typical rural SSA settlement with low population density, low-income citizens, 

unelectrified settlements and yet within the reach of erected micro-grids.  

Uutsathima’s micro-grids were commissioned as complete systems of photovoltaic modules, batteries, and inverters. 

The capacities are shown in Tab.2. Because of the abundance of solar energy, the suitability of solar systems was 

identified by the Namibian Ministry of Mines and Energy as a solution for the remote off-grid settlements such as 

Uutsathima.  An aerial photo (c.f. Fig.1) of Uutsathima’s business centre shows how scattered Uutsathima’s 

settlements are. This layout impacts electricity distribution systems. 

  

Fig. 1: GIS (Geographic information system) and aerial view of Uutsathima settlement (source: author) 

Likewise, the households and business establishments in Uutsathima were neglected. Only the clinic, school, police 

station, and veterinary extension centre as shown in Fig.2, were recipients of solar off-grid solutions. 

  

Fig. 2: Containerized and rooftop PV systems at the veterinary centre and school in Uutsathima (source: author) 

This paper derives its motivation from two areas of focus namely research and implementation. Previous research 

work as well as existing electrification approaches have overlooked the potential of micro-grid integration which is 

described consequently. 

1.3 Previous works  

To date, SSA has adapted various electrification schemes as indicated in Fig.3. To eliminate dependence on the grid 

as well as non-fossil fuels, solutions ranging from imported solar appliances to mini-grid have been employed from 

small to large off-grid regions (Vanadzina et al., 2019).  
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Fig. 3: Existing decentralized electrification solutions in rural SSA (own illustration based on the literature review)  

Decentralized solutions have mainly taken two forms, one of which is much supported by international programs 

and the other relies on imported (mainly from China) and local sales of solar kits and lighting appliances to SSA 

off-grid regions (Jaglin, 2019). While these may serve as intermittent solutions, none of these thoroughly examine 

the potential of utilizing the existing infrastructure and grids to expand the radius of electricity access. A thorough 

search in publication and journal entries was carried out on the topic of micro-grid integration prior to this paper. 

The literature review results show that research has been devoted towards the role, potential and economic modality 

of micro-grid operation rather than the idea of integration.  

1.4 Gap in the research and research motivation 

This existing gap between rural and urban electrification rates as well as public, business and household 

electrification call for an electrification balance. The integration of the micro-grid is a suitable and simple approach 

for electrification. However, there is no scientific evidence available for electrification strategies through micro-grid 

integration for low-population rural settlements in SSA. In response, this paper focuses on the electrification 

approach by utilizing the already existing microgrids to electrify the previously neglected rural segments. The 

approach is not prone to barriers and constraints discussed in previous studies in that it uses a demand-side approach 

to study and analyze the actual electricity demand based on usage patterns as well as appliance ownership. This study 

also serves as a base for the depiction of future scenarios of micro-grid integration according to the segments making 

up a unit of settlement. In this case, categorization is given as public institutions, business settlements and households. 

Results and recommendations also allow for interpolation and translation into other SSA countries or villages 

depending on the status quo concerning Uutsathima. 

2. Research Methodology 

To meet the main objective, this paper identifies the implication of residents’ actual electrical energy demand to the 

micro-grids’ production.  A scenario-based approach is used to generate a blue-print for the electrification approach. 

Prior to analyzing energy schemes, the selection of a sample rural settlement whose features reflect those of a typical 

SSA rural settlement was done. Population distribution, electrification situation, geographical behavior especially in 

effect to solar irradiance and PV potential as well as economic standings prop the selection of Uutsathima village. 

This paper goes further into segmenting the settlement types within the village based on their activities. Whilst 

income, number of inhabitants as well as seasonality are often crucial factors to consider in clustering, Lorenzoni et 

al (2020) report that in rural settings, human activities can be grouped into household needs, community service as 

well as business or income-generating activities on a small scale with minimal requirement of machinery such as 

refrigerators. That finding was considered when clustering Uutsathima, especially due to the dominance of 

pensioners and scholars in the population make-up. As can be seen in Fig.4, this paper follows a specific methodology 

in attaining the presented results.  

Within Uutsathima, a thorough and engineered energy audit was done to understand the demand of the categorized 

settlements as well as the generation capacities of the existing roof top and containerized micro-grids. Considering 

that apart from public institutions, the village is mainly unelectrified, the on-site research stays, observations, 

measurements, and interviews were done to obtain custom data to analyze the actual village energy situation. Such 

on-site energy audit grants simplicity to generate synthetic load profiles (SLP) that display precise energy 

consumption values and patterns, due to the absence of electricity meters. Therefore, data collection of precise 

information on existing appliances per settlement type, their power rating, pattern of use as well as inhabitants’ 

behavior was done. A bottom-up approach was used to generate the community load profile (c.f. Fig.5). The input 

data were simulated using a MATLAB (The Mathworks Inc., 2021) algorithm which looped every appliance to create 

independent SLP which were then aggregated to form a single settlement’s SLP and then resulted in a single 

Electrification Approach

Pico-solar appliances

Solar housing systems

Solar charging kiosks

Energy Kiosks

Own generation (businesses)
Mini-grids
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Uutsathima village load profile as well as scenarios. 

 
Fig. 4: General research methodology flowchart 

An on-ground survey in 2019, identified households as the largest consumer group in Uutsathima and the business 

centre as a crucial economic zone such that both require electrification to increase safety and productivity. In the 

presented paper, therefore, three scenarios were considered for mini-grid integration; scenario-1: integration of 

households, scenario-2: integration of business community and scenario 3: integration of household and business 

community. The scenarios were also developed by consideration of the local circumstances such as population, 

income status and routine behavior of the residents.  

 

Fig. 5: Methodology for load profile generation 

To determine the viability of the presented electrification approach per scenario, respective SLPs were fed into 

PVsyst (Webgenève, 2022) to size mini-grids whose capacity would meet the actual demand of the integrated 

consumers. The results from PVsyst (Webgenève, 2022) were then compared in terms of electricity generation as 

well as storage capacity to envision the feasibility of the existing capacity in meeting the demand and infrastructural 

requirement for generation, storage, and distribution of electricity.  

3. Community Load Profile Development 

To understand the electricity demand of the settlement types in Uutsathima as well as the village, this chapter outlines 

the generated daily average load profiles. The on-site energy audit identified the trend of activities coupled with 

electricity consumption hence obtaining corresponding peak power, average daily electricity demand and the 

consumption pattern. 

 

Selection of a rural settlement of Sub-Saharan Africa with low-population density

A blue-print of technical feasibility of micro-grid integration to electrify rural settlements of Sub-

Saharan Africa  
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3.1 Description of societal activities and composition 

The generation of SLP is crucial for designing, planning, and forecasting electricity production and distribution 

networks (Chuan and Ukil, 2020). Considering Uutsathima’s make-up of 81 households, keenness on the difficulty 

in forecasting of residential loads due to the variation in load profile resulting from dynamic fluctuations of home 

appliances is accounted. However, rural settlements often have an advantage of having fewer appliances and 

activities interlinked with electricity consumption (Flor et al., 2021). Therefore, uniform SLPs are assumed for 

households. The business centre is segmented into local alcohol vendors, herein termed ‘Kapana shops’, traditional 

shops, herein termed ‘Kiosk’, modern shops that offer cold beverages and phone charging services herein termed 

‘Shop’ and a milling shop. The last cluster considered is the public institutions which encompass the school, clinic, 

veterinary centre, police station as well as the water pumping station. 

3.2 Development of Synthetic Load Profiles (SLP) 

The methodology used for development of SLPs (c.f. Fig.5) applies for all customer categories and scenarios. As an 

outcome, Fig.6 illustrates a daily aggregated SLP of the Uutsathima households upon applying the discussed 

methodology. It indicates low electrical activities in the households with peak demand at night and no demand at all 

during the day. A peak power of 6.399 kW at 08:00 PM can be seen. This can be explained by the appliance ownership 

of in rural regions of developing countries is limited to mainly lights, radios and phones as discussed by (Narayan et 

al., 2020). The pattern of use indicates the beginning and of the day for household inhabitants suggesting the demand 

in the mornings and evening when either they wake up or prepare for bed. The afternoon zero electricity demand is 

explained by the absence of inhabitants during farming or schooling hours. At these hours, cell phones are charged 

at the shop and radio usage is initiated in the evening for national news and recreation after the end of their outdoor 

socio-economic activities. 

 

Fig. 6: Daily SLP for Uutsathima households 

The business centre, likewise, exhibits an evening peak at 06:00 PM also accounting for the increased business 

engagement in the evening especially due to the dominance of Kapana shops and the highly rated milling shop in 

comparison to other electrical appliances. As illustrated in Fig.7, the Kapana shops and kiosks which are limited to 

lighting application have very low electricity demand in comparison to the shop and milling shop. This can also be 

seen in Tab.1 which breaks down the peak power and average daily energy consumption per business category.  

Contrary to the kiosk, the shop exhibits sharp peaks due to the availability of refrigerators and phone chargers. The 

behavior of power consumption of these activities overshadows the lighting demand. The milling shop whose 

machine is rated at 3.5 kW can be seen to dominate the electrical demand in the business centre. 
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Fig. 7: Daily SLP for business settlements 

Due to low income, residents have limited economic capability to mill their flour in large amounts and therefore the 

need for milling services close to mealtimes. Hence, the milling shop despite its regular opening hours, also exhibits 

a peak in the evening due to an increase in milling services demand.  

Tab. 1 Peak power and daily energy consumption of business segments 

Business Unit Units Peak Power (kW) Average Energy (kWh/day) 

Kapana shop 50 0.054 0.432 

Kiosk 10 0.027 0.405 

Shop 4 0.132 1.365 

Milling shop 1 3.500 15.832 

Business centre 1 5.675 46.942 

The public institutions of Uutsathima which are also the primary and the connected consumers to the existing 

micro-grids exhibit different consumption patterns (c.f. Fig.8). The school in Uutsathima combines the administrative 

block and the teachers’ as well as students’ hostel.  

  

Fig. 8: Daily electrical load profile of Uutsathima’s public institutions 
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The SLP follows the pattern such as that of a residential household due to higher demand in residences than in the 

school classrooms and offices. However, during the afternoon, power is consumed on printing and photocopying 

service which results into mid-day peaks. Due to the availability of always-on devices such wi-fi routers and monitors 

the school always has an electrical consumption. The clinic and veterinary centre were learnt to be equipped with 

refrigerators due to the demand in medicinal cold storage facilities. An addition of the workers’ residence also 

explains the evening peaks. This research faced a challenge in accessing the police station and therefore the SLP was 

generated as a 20% factored-down annual SLP of the police station in Tsumkwe, which is a similar off-grid settlement 

in Namibia. 

3.3 Aggregated load profile of Uutsathima village  

Based on the generated clustered SLPs, an aggregated profile for the village was then generated to understand the 

typical consumption of a SSA off-grid rural village. The MATLAB (The Mathworks Inc., 2021) algorithm looped 

over every appliance and then every settlement to formulate the resulting Uutsathima SLP. The village exhibits a 

daily peak power and average energy consumption are 15.629 kW and 217.804 kWh/day, respectively.  

Fig.9 shows a morning peak mainly due to household consumption and the Uutsathima village water pump turned 

on at 7:00 AM. Reduced activities at households, schools, and veterinary residences demonstrate a drop in 

consumption, leaving minor consumption and the water pump until the pump is switched off. In the evenings, the 

village exhibits higher demand due to increased residential activities, milling activities and liquor sales at the business 

centre.  

 

Fig. 9: Aggregated daily SLP of Uutsathima village 

4. Energy Supply Scenario 

Integration of micro-grids relies solely on the pre-existing capacity. In this chapter, the existing capacities which 

were obtained through the on-site survey are presented. Likewise, the generation of three scenarios by illustration of 

SLP is explained. 

4.1 Existing micro-grid capacities 

The energy supply is based on the existing micro-grids whose capacities (c.f. Tab.2) are, in this paper, analyzed on 

whether it is suitable to cover for the energy demand of the unelectrified categories. In the analysis of this paper, all 

capacities are considered regardless of their status of operation. 
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Tab. 2 Overview of the existing Uutsathima micro-grids 

Micro- Grid 

Component Capacities 

Status PV Module  

(kWp) 

Batteries  

(kWh) 

Inverter  

(kW) 

Clinic 6.00 43.20 8 Operational 

Veterinary centre 2.88 72.96 5 Not operational 

School residences 2.88 109.44 3 Operational 

School administration 2.88 109.44 5 Operational 

Police station 8.00 87.36 5 Operational 

Police water treatment 3.51 28.80 4 Operational 

The answer to the research question, categorizing the demand side into different possible approaches, is done to 

identify the best applicable approach to utilize the total capacity of the existing micro-grids. The scenarios were 

distinguished and integrated into three scenarios. 

Scenario 1: Integration of households   

Scenario 2: Integration of business community  

Scenario 3: Integration of household and business community (the whole village except the water 

pump) 

4.2 Scenarios 

Due to the pattern of consumption of the village as well as the high evening demand, the availability of enough 

storage capacity is crucial which relies on the generation time. However, due to the water pump’s dominance in 

energy consumption at peak production hours, the pump was in neglected from all scenario generations. Fig.10 shows 

the consumption pattern of the water pump which in fact accounts for 19% of the daily villages’ electrical energy 

consumption share. This paper recommends the use of a solar-powered borehole pump for water pumping purposes 

in such rural settlements. 

 

Fig. 10: Daily electricity load profile of the water pump 

Since public institutions remain the primary consumers of the existing generated electrical power, all three scenarios 

integrate their demand. Fig.11 shows a comparison between the electricity demand of the generated scenarios. 

Scenario 1 exhibits a peak power of 12.62 kW, an average power of 5.58 kW and total average energy consumption 
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of 134 kWh/day. It can be noted that regardless of the inclusion of all public institutions in the load profile, the 

influence of households dictates the shape of the curve (c.f. Fig 11). While households exhibit no energy demand 

during the day, refrigerators and Wi-Fi routers from public institutions raise the energy demand during the day.  

 

Fig. 11: Daily electricity load profile for generated scenarios 

Scenario 2 exhibits the lowest energy demand due to small loads at the business centre. Peak power of 10.03 kW at 

6:00 PM is mainly due to the business centre's milling machine, which is the highest-rated appliance in Uutsathima. 

Due to low demand at the business centre and the irregular consumption pattern, the load profiles take shape mainly 

of the public institutions except for the evening peak, which explains the high demand due to most business entities 

operating in evening hours.  

Scenario 3 exhibits peak power of 15.62 kW at 7:00 PM, influenced by an increase in activity in households, business 

centre and all other residential settlements at the school, clinic, and veterinary centre’s residents. It also has an 

average power consumption of 7.01 kW and daily energy consumption of 168 kWh/day. This scenario excludes the 

water pump and is therefore no summation or aggregation of scenario 1 and 2. 

Tab.3 summarizes the peak power and daily energy demand per scenario. 

Tab. 3 Peak power and daily energy consumption of scenarios 

Scenario description  Peak power (kW) Daily energy (kWh) 

Integration of households 12.62 134 

Integration of business community  10.03 95 

Integration of household and business community  15.62 168 

5. Results & Discussion 

Using the simulation and energy audit methods discussed, this chapter presents the results from running PVsyst 

simulations to size a mini-grid for every scenario using elaborate illustrations and graphs. The PVsyst simulation 

also input meteo data on Uutsathima’s temperature, diffuse and direct solar irradiation over the last decade to achieve 

custom reliable results.  

5.1 Design of mini-grids for developed scenarios 

For scenario 1 and assuming a uniform profile throughout the year, system components for storage and PV arrays 

were selected. Due to the absence of critical loads and low energy demand, one day of autonomy is considered for 

the battery bank. System design in PVsyst yields a mini-grid of 25.30 kWp and an annual energy production of 46.43 

MWh/year. Scenarios 2 and 3 were simulated using the same approach. The mini-grid capacities obtained were 

18.40 kWp with annual production of 33.69 MWh/year and 32.20 kWp with annual production of 58.02 MWh/year 

for scenarios 2 and 3 respectively.  Scenario 3, unlike the previous two, has a collective summation of Uutsathima’s 

power consumption. An increase in demand suggests that a larger capacity mini-grid would be required to meet the 

village's electricity demand. A summary of the three sized mini-grids is given in Tab.4. For feasibility of micro-grid 

integration, both the PV and battery storage capacities should sustain the energy demand of the expected consumers. 

In this case the comparison can be made against the sized mini-grids per scenario. Fig.12 shows the monthly mini-grid 
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energy production for every scenario. 

 

Fig. 12: Monthly PV mini-grid electricity generation for scenarios 1, 2 & 3 

5.2 Result discussion 

To establish the feasibility of micro-grid integration, this paper used a bottom-up approach to generate load profiles 

representing the actual demand of Uutsathima village. Categorizing its settlements helped link demand and supply 

sides by considering three different scenarios. Whilst the goal is to meet the village’s demand by utilizing the existing 

capacity, the engineering approach used was to size a mini-grid for each scenario to determine the required capacity.  

Tab. 4 Mini-grid results for the three case scenarios 

Parameter Value Number of components  

Scenario 1 2 3 1 2 3 

System capacity (kWp) 25.30 18.40 32.00 1 1 1 

PV modules (Wp) 230.00 110 80 140 

Batteries (V / kWh) 96 / 559.10 96/ 279.60 96/279.60 96 48 48 

Performance ratio (%) 74.01 74.42 72.64 - 

The location and distance between existing micro-grids affect the infrastructure for transmission and distribution of 

electricity when integration is to be implemented. This means that an addition of transmission and distribution 

components would be required in the case of micro-grid integration so it can sustain the community’s layout. 

However, based on these capacities, possible solutions and recommendations are reached. 

5.3 How can the existing capacity cover Uutsathima’s electricity demand? 

This paper brings forward three possible solutions for micro-grid utilization to cover the electricity demand in 

Uutsathima. Tab.5 identifies which solutions may be implemented in the case of Uutsathima. However, 

infrastructural configuration is important to note. The orientation and sparse distribution of settlements in Uutsathima 

limits any possibility of physical integration between the village.  
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Tab. 5 Examination of micro-grid integration per case scenario 

Grid 
Nominal Capacity 

(kWp) 

Battery Capacity 

(kWh) 

Integration (technically 

feasible) 

Existing micro-grids 26.15 451.20 Yes 

Scenario 1 25.30 559.10 No 

Scenario 2 18.40 279.60 Yes 

Scenario 3 32.20 679.60 No 

 
The comparison between the nominal capacities of the existing micro-grids and scenarios 1 & 2 shows a difference 

of 0.85 kWp and 7.75 kWp, respectively. This indicates that existing micro-grids generate excess unused energy that 

could potentially be made available to the household and business settlements. This study also established that if a 

mini-grid were to be sized for public institutions alone, a capacity of approximately 10 kWp could cover 100% of 

their electrical demand leaving an excess of 16.15 kWp of nominal capacity. Therefore, the first discovery in these 

results is that there is, in fact, a potential of using the existing capacity to extend electrification within Uutsathima. 

However, due to the dispersed orientation of the settlements some limitations arise. Thus, while arithmetically, there 

is a potential in utilizing the excess capacity, technically, this requires transmission and adjustment of system 

components. The business centre, for example, is close to the clinic and police station and further from the veterinary 

centre and school, while household settlements are sparsely distributed. The viability of micro-grid integration then 

depends on the relative location between them and the unelectrified settlements. If this approach is chosen, the 

replacement of system components such as the independent inverters with a single mini-grid inverter and placement 

of battery banks relative to the PV arrays and inverter should be done. Additionally, transmission cables should be 

run through the distances. To implement this approach, recommendations are to consider the costs for system 

adjustment, consumers' location relative to the existing grid, and susceptible system losses.   

Alternatively, electrification of the business centre is a possible could be electrified by micro-grid integration. The 

capacity at the clinic and police is 17.51 kWp, and the collective demand for case scenario 2 is slightly higher. This 

indicates that the demand for the business centre can be supplied from the clinic and police station, given that the 

battery capacity is sized accordingly. While the load profile of the police station is relatively flat throughout the day, 

that of the business centre and the clinic has peaks in the evening, suggesting high demand during evening times. 

The feasibility of this solution depends highly on the battery capacity and, in the case of Uutsathima, the remaining 

lifetime of the batteries. Consideration in this scenario is given due to the business centre’s location being very near 

the two public institutions. Replacement of the inverters is again required due to the integration of the three 

independent grids at the clinic and police containerized grid and water treatment systems.  

Arguably, the objective of this paper is to find a means to electrify the complete village of Uutsathima. Therefore, 

due to the technical complexity of micro-grid integration resulting from the population and settlement distribution as 

well as additional costs, a third solution is presented in this paper. It also identifies the difficulty of energy audit 

during load profiles and answers the question of why most mini-grids in rural unelectrified regions are either 

oversized or undersized. Availability of excess energy generated greater than the used energy or load energy demand 

indicates a lack of prior analysis of the consumers’ actual energy demand in Uutsathima.  

While scenario 3 sizes a mini-grid to cover Uutsathima’s total energy demand inclusive of public institutions, the 

development of a new mini-grid for all the unelectrified settlements is another technically simplified solution. To 

avoid various decentralized generation and control systems, a single mini-grid with centralized inverter and storage 

units for the distribution of electricity into the village’s settlements is recommended. This also leaves provision for 

load evolution at the public institutions by using the available excess energy. 

6. Conclusion  

The distinction between rural and urban regions of SSA extends to the difficulty and ease of energy and specifically 

electricity accessibility. While urban areas are prone to easier electrification by grid extension, rural regions of SSA 

are hindered by low population densities, poor infrastructure, and low economic engagement, which altogether 

reduce the viability of grid extension. To avoid these economic and time constraints, alternative electrification 

schemes must be implemented to fasten electrification in rural regions. Many projects and research focus on 
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implementing new off-grid solutions, however, there lies a potential in assessing the feasibility of micro-grid 

integration, eliminating time factors and high investment costs. This paper used a rural low, population density, and 

low-income community in Namibia to analyze the energy status quo and draw scientific results and 

recommendations. The bottom-up approach using a MATLAB algorithm was used to generate independent 

settlement and aggregated load profiles. Three scenarios were considered by doing further PVsyst simulations to 

identify the most feasible solution. Findings of the analysis showed that while approximately 50% of the existing 

Uutsathima micro-grids generation capacity was not used, integration of existing micro-grids is highly dependent on 

the distribution and location of new consumers relative to the existing micro-grids. Replacement of many system 

components, expansion of the storage capacity, and establishing transmission lines pose additional costs that deem 

integration invalid when settlement density is too low. The results identified integrating Uutsathima’s police station 

and clinic micro-grids and business centre load inclusion, as well as an erection of an independent mini-grid to 

electrify households as the most feasible solution. While this paper only examined the technical feasibility, further 

analysis needs to compare the economic benefit of integration by system component replacement and inquire about 

new inverters for micro-grid integration versus the erection of a new mini-grid.  
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Abstract 

Sub-Saharan Africa (SSA) is the second-largest continent in the world and homes an estimated quarter of the world’s 

population. While the region has the fastest-growing population, it is dominated by scattered settlements between 

cities, towns, and villages. To date, SSA is the least electrified region in the world with lower electrification rates in 

its developed regions than in the least electrified regions in developed countries. This study uses Namibia, the least 

densely populated SSA country to assess the viability of mini-grids versus grid extension. Two main electrification 

options were considered within the presented work: grid extension and mini-grids. The study identified the key 

factors for fostering electrification in rural Namibia. The method applied in this paper follows various features 

starting from data collected from the field, literature review and geospatial approach to detailed analysis through 

techno-economic and social perspective. Summing up, the article presented the economic estimation for selected 

electrification options. Based on the analysis, the presented study attempted to provide a technical framework (based 

on the local boundary conditions). Even the LCOE is more subjective to various factors compared to grid-extension, 

it is recommended mini-grid for low-population off-grid. The derived result can serve as fundamental inputs for 

decision makers / policymakers to define the strategies for electrification schemes.  

Keywords: electricity, grid extension, mini-grid, Namibia, population density, Sub-Saharan Africa  

1. Introduction 

1.1 Mapping out the scene 

Access to electricity is considered one of the fundamental elements of human development (Sarkodie and Adams, 

2020). In 2016, 1.1 billion people lacked access to electricity. At the end of 2021, the number of people without 

access to electricity dropped from 1.1 billion to almost 768 million. Around 60% of them live in sub-Saharan African 

(SSA) countries. Despite ongoing efforts of the electrification activities, ensuring access to affordable and reliable, 

sustainable, and modern energy for all (Sustainable Development Goal 7) is challenging. The current trajectory 

estimates that around 700 million people remain unelectrified until 2030, and the majority of them (600 million) will 

be from SSA (IEA, 2017; Falchetta et al., 2020). With a major electrical scarcity, it is difficult to foresee a developing 

modern economy or healthy and productive households. SSA holds the lowest energy access rates in the world. 

Around 13 countries in SSA have less than 25% electricity access rate. SSA’s population is structured with 

approximately two-thirds of settlers in rural communities. However, it is the least electrified region in the world with 

about half of its population lacking access to not only electricity but also reliable electricity which both hinders the 

livelihood and productivity of the region. It is certain that grid extension cannot single-handedly thrust electrification 

rates and electrify the entire SSA. Electrification is even more crucial for low-population density countries in SSA. 

Because low population densities affect electrification schemes as there exist very long distances between regions 

and therefore pose infrastructural, time, economic, resource availability as well as technical awareness constraints 

(Trotter, 2016).     

1.2 Introducing the special focus on Namibia  

Namibia is a small country of about 2.5 million people. It lies along the coastline on the South Atlantic bordering 

South Africa, Botswana, Zambia, and Angola. The country identifies as the driest country in SSA with 70% of its 

population depending on natural resources for their livelihood (Schick and Pierre, 2021). Around 60% of Namibian 

electricity is imported from South Africa’s Eskom and Southern African Power Pool (Marambire, 2020). Of the 

renewable primary energy resources, hydropower is highly exploited in Namibia. Due to climatic changes, 

hydrological regimes and capacity generation of the existing power plants are expected to reduce or vary (Ministry 
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of Mines and Energy, 2020) especially with Southern African Power Pool (SAPP) failing to meet the demand of its 

primary customers in South Africa therefore reduction of imported electricity to Namibia. Namibia has electrification 

rates of 45% national wide and 19% for household settlements. At 3 people per km2 with 79% of its population in 

rural settlements, grid extension is prone to the same constraints to reach its energy targets. Fig.1 represents the 

electrification timeline of Namibia put in place by the government to achieve universal electrification.  

 

Fig. 1: Electrification timeline of Namibia (own illustration based on Buasai et al. (2019) and Ministry of Mines and Energy (2020)) 

Whilst the region is investing in formulating policies and regulations to increase its electricity access, often the 

remote and least developed areas are neglected. Namibian Ministry of Mines and Energy (MME) states within the 

rural electrification program that “Rural electrification is part of the Government's economic development policy to 

expand the electricity supply infrastructure to rural areas to improve the socio-economic conditions of Namibian 

citizens and to create the necessary incentives for economic development in the targeted areas” (Ministry of Mines 

and Energy, 2020). Recently, it was identified that the Ministry of Mines and Energy has a plan to electrify all 

Namibian households by the year 2040 (Pressreader, 2022). To achieve the target, Namibian energy policies 

approached several ways of electrification which are presented in Fig.2.  

 

Fig. 2: Electrification strategies of Namibia (based on Ministry of Mines and Energy (2020)) 

1.3 Gap in the research and key objectives  

To achieve the electrification target, naturally, rural settlements would probably be approached through either 

mini-grid technology or grid extensions under the scheme of “rural electrification program”. Stand-alone systems 

are designed for primary energy needs (i.e., home lighting, mobile charging, radio etc.). However, stand-alone 

systems are of limited energy access in rural settlements which are formulated with some business establishments 

due to the requirement of higher energy amounts, the vast range of appliances as well the ability to easily expand 

and develop their energy demand (Scott-George et al., 2021). The recent theoretical development mentioned that 

there are two classic approaches available for rural electrification. One suitable way is to extend the grid to remote 

areas and electrify the isolated regions. Another one is the installation of a mini-grid system for remote settlements. 

However, selection of the suitable options from the above-mentioned solutions is one of the critical tasks for the 

policymakers.  This is significantly applicable to countries with a low population density because the rural areas are 

situated far away from the major energy production centers and isolated geographically. This can be considered as 

one of the results of the low electrification rate (especially in the rural regions) in Namibia.   

The lack of studies focusing on electrification policies that take into consideration population density and distribution 

limits the insight into answering the question of whether grid extension surpasses mini-grids as an electrification 

approach. In the case of Namibia, for instance, the government set out a strategy to adapt off-grid schemes only to 

public institutions. However, there is a gap in the research that outline the strategies for the electrification schemes 

at the household-level / settlement level. To address the research gap, the presented study is the first attempt to 

provide a framework for the electrification scheme in Namibia (a low population density country) and thoroughly 
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discusses the viability of the grid extension versus mini-grid on the country level. It brings forward results to this 

unaddressed comparative analysis with transferability to other SSA remote communities. Such study can serve as a 

fundamental base for decision makers / policymakers for adequate planning for the electrification strategies and 

targets.  

2. Research Methodology  

The method applied in this paper follows a multifaceted approach to achieve the key objective of the paper which is 

presented in Fig.3. The study starts with the problem statement by studying the energy situation in Namibia and the 

potential of rural electrification in the country. Based on that outlook, the presented article set a research question. 

To foster electrification, it is important to identify the key challenges / barriers to understanding the existing situation. 

Based on the expert opinion, geospatial data and literature review, the paper recognised the key electrification 

challenges for a typical rural settlement in Namibia. To actualise the technical framework, the article selected a 

typical rural settlement from SSA which holds a low population density and is situated far away from the national 

grid. For the presented study, Uutsathima was selected, and two main electrification options were considered: grid 

extension and mini-grids.  

 

Fig. 3: Research methodology of the presented paper 

The study brought out a comparative picture of suitable electrification options for rural Namibian settlement and 

provided a generalised framework on the country level (based on the on-site survey, technical analysis, literature 

survey and socio-economic indicators). 

3. Derivation of key electrification challenges for rural settlements 

Rural electrification in Namibia faced several challenges that deem typical electrification approaches impractical. 

This chapter intends to discuss the real challenges based on open-source geographic data, extensive literature, and 

field visits.  

3.1 Population density  

Population density gives an overview of how sparsely a country's population is distributed. In SSA, Namibia ranks 

last at three people per km2. The population density affects infrastructure and economic efforts in grid expansion as 

it may deem it unaffordable and / or time-consuming. The distribution system network in low population density 

communities requires a vast distribution network coverage for the non-comparable amount of low energy 

consumption customers. This limits the value for electricity per square kilometer of coverage. Therefore, regardless 

of there being other alternatives such as generators and traditional exploitation of biomass energy, risks such as 

putting inhabitants’ health at risk as well as limiting the economic activities carried out due to unreliable access still 

prevail. Especially with rising fuel costs, auxiliary solutions such as diesel gensets also do not put forth the best 

solution for rural inhabitants.  

Gesto Energia (2018), identified that in Senegal the grid extension is recommendable in areas of higher population 

density as well as consumption. This is never the case for rural settlements, which explains the opaque grid extension 

efforts by various SSA member states’ governments and ministries. Fig. 4 (b) illustrates the population density of 

Namibia. The interpretation of the map is that Namibia is substantially low populated with most regions appearing 

empty or unresized which may be interlinked with the dryness of the country. Apart from the northern region whose 

population is affected by the immigration of Angolans who fled their country in search of basic needs due to drought 
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in Angola (Nhongo, 2021), the remaining of the country especially the rural regions have very small population 

densities. Likewise, the youths and working class of Namibia tend to migrate into urban and semi-urban regions in 

search of energy ergonomic conditions. Namibia, therefore, serves the best for the evaluation of grid extension versus 

mini-grid implementation feasibility in concern of population density.  

3.2 Limited availability of the transmission network 

While rural regions, worldwide, are mainly defined by low population, low economic activity and recreational 

engagement, geographical outlook, among other factors, rural regions of SSA are predominantly interlinked with 

poor infrastructure and low to no electricity access. In SSA, less than 6 out of 10 households are connected to the 

main grid while less than 43% always enjoy a reliable supply of electricity without blackouts.  

Rural residents have half the probability of that urban residents to have access to the main grid (Lee et al., 2022). To 

argue this fact, this paper presents a map (c.f. Fig 4 (c)) of Namibia which represents the transmission line of the 

national electricity grid. The map indicates that the grid is mainly concentrated in the central part of the country 

where the capital city, Windhoek lies. Contrary to that region, the northern, western, and southern parts are hardly 

within the reach of the grid. While this may again be interlinked with the absence of residence, arguably, this neglects 

most of Namibia’s rural settlers whose geographical location denies them of their prerequisite need of access to clean 

and reliable electricity.  

To define the non-electrified areas more specifically in-line with the availability of transmission network, Fig. 4 (d) 

represents the night light imagery applied which is defined by light emissions and the absence of the light emissions.  

3.3 Low income  

Residents of rural SSA communities are mainly associated with small-scale economic activities. In fact, the economic 

engagement in rural settlements is characterized by daily income-generating activities that can only sustain 

short-term needs rather than economic growth or savings. Rural regions mainly have a set of business establishments 

such as local kiosks selling basic household groceries, a few modern shops offering cellphone charging services and 

cold beverage, milling shops, and the most dominating are local alcohol shops for recreational purposes. In 2019, 

agriculture accounted for half the jobs in SSA and industries - mining industry - came at 13% in 2019 (United Nations 

Conference on Trade and Development (UNCTAD), 2021), however rural engagement in such activities remains 

very limited and if at all then food crop agriculture is predominant.  

In Namibia, around 45% of the population live in multidimensional poverty / low-income. The low-income scenario 

is even more intense in rural Namibia (Namibia Statistics Agency, 2021). The lack of access to modern and reliable 

energy has contributed to the limitation of economic engagement of rural residents (Gesto Energia, 2018). Rural 

residents are linked with low income and are therefore unable to pay the electricity costs. Fig. 4 (e) illustrates the 

average household income in Namibia which indicates a higher generation in Windhoek (mainly in Khomas region) 

and a reduction of income as the map stretches towards the north and south of the country into rural regions.  

3.4 High electricity costs 

Despite the unavailability of the grid and high costs accompanied with grid extension, costs of electricity in rural 

SSA are often higher than the average earner can comfortably afford. Of the Southern-African Development 

Community (SADC), Namibia had the second highest electricity tariff of 0.167 € cents/kWh even though this was 

argued to be the most cost-reflective tariff in the region in 2018. Between 2017 and 2018, the tariff experienced a 

6% increase for household consumers (Electricity Control Board (ECB), 2018). However, these reflective but 

expensive tariffs are also understood to grant and secure the viability and longevity of the energy solutions. On the 

6th of May, 2022 the ECB in Namibia announced an increase for bulk electricity tariffs by 7.30%, and placed 

residential prepaid electricity at 0.087 €/kWh in the year 2022/23 (New Era, 2021).  

The Ministry of Mines and Energy, in Namibia, reports that the existing tariff for rural low-income consumers is 

exclusive of capital and operation costs. This way the cost of electricity is reflective of the economic status of the 

consumers. However, the ministry identifies that capital and operational subsidies are crucial to compensate for the 

high supply costs which may be achieved through external funding to reduce or eliminate the risk of electrification 

failure in rural regions. The high electricity costs are, therefore, at present a burden for the government, operator, 

and consumer (Ministry of Mines and Energy, 2021). 
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(a) Administrative map                                       

(Data: DIVA -GIS) 

(b) Population density                                                       

(Data: United Nations OCHA) 

  

(c) Transmission network                                             

(Data: NamPower) 

(d) Nightlight view                                                           

(Data: NASA Earth Observatory) 

  

e) Household income 

(Data: Buasai et al. (2019)) 

(f) Solar irradiation  

(Data: The World Bank) 

 

 

  

Fig. 4: The selective geographical datasets for Namibia (own illustration based on the GIS data mentioned respectively) 
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3.5 Less exploitation of solar energy for electrification  

Namibia is one of the sunniest countries in the world, as shown in Fig. 4 (f), with solar irradiation ranging from 2,200 

to 2,460 kWh/m2 annually. Despite this, over 60% of the country's energy is imported, and most rural areas are 

without electricity. Only three off-grid regions, Gobabeb, Tsumkwe, and Gam, have installed pilot mini-grids using 

solar energy. This indicates a lack of solar energy utilization for electrification. This paper focuses on solar energy 

as an alternative electricity source, particularly for mini-grids, in Namibia, which has a low population density and 

substantial potential in solar irradiation and photovoltaic technology. 

4. Typical rural Namibian settlement - Uutsathima 

A typical SSA rural settlement is characterized as a large constellation of very distributed settlements. Often the areas 

are with large open land or a small population density with minimal business engagement. While the areas belong to 

a governmental structure, seldom do they benefit from development and budgetary schemes as they are the least 

prioritized regions. Services such as education, health, electricity, clean water, and infrastructure such as roads are 

very limited in rural regions of SSA. The rural settlements in Namibia have identical structure to those in the SSA 

region and all over the country. This paper goes further to select a rural settlement in Namibia for precise and realistic 

findings. This chapter describes Uutsathima, a typical Namibian rural settlement and its electrical condition, 

consumption, and demand which is used to design and recommend electrification options for a low population density 

community. 

4.1 General setup of Uutsathima  

Uutsathima, Namibia is a rural village located in the north-eastern part of Namibia in the Omusati region at 18° 27´ 

36´´ S, 14° 50´ 24´´ E. Fig. 5 shows its geographical information orientation. As of 2022, Uutsathima’s households 

and business settlements are still mainly unelectrified, while a few businesses use diesel generators or solar panels 

for phone charging services. The households use either candles, paraffin, or solar-powered lanterns for lighting 

purposes while they all use wood stoves and charcoal for cooking.  

 
Fig. 5: Geographic information system (GIS) representation of Uutsathima village 

The village is mainly sub-categorized into households, businesses, and public settlements. The business centre of 

Uutsathima is comprised of 50 local alcohol shops, 10 local shops, 4 modern shops as well as a milling shop. The 

public institutions include a police station, a school with teachers and students’ residence, a clinic, and a veterinary 

centre. The village also has a water pumping station that uses a Lister-peter diesel powered surface pump to fill in 

the village water storage tanks. This paper recognizes the prerequisite lack of electricity access to the households and 

business settlements as a barrier to their general livelihood and herein utilizes the situation to analyse and answer the 

question of which option between grid extension or mini-grid implementation best fits the electricity access coverage 

when population density comes in question. To do that, the electrical consumption of Uutsathima is studied. 

4.2 Load profile of Uutsathima village  

Low-income resident dominated rural settlements of SSA are characterized by limited electrical demand and access 

as well as few electrical appliances based on the significance of demand. The Global LEAP, an international 
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association that promotes the world's best off-grid appliances, identifies lighting, mobile charging, radio, television, 

and music sound systems as the most electrical applications by order of significance (Narayan et al., 2020).  

In Uutsathima, the same electrical demand and behaviour was observed through an on-site survey. A social and 

technical survey was done, to distinguish the customer clusters, the appliance ownership across the categorized 

clusters and their power rating, as well as the consumption behaviour -as influenced by related economic or domestic 

activities- on an hourly basis. This survey was done over a research stay which included interviewing, questionnaire 

filling as well as on-site survey and energy audit of available appliances across the electrified public institutions. Due 

to minor economic engagement and existence of only one business centre, all establishments including the public 

institutions were audited. As the households were completely unelectrified, random sample household respondents 

were interviewed. Data was therefore collected on existing appliances and projections for the appliance ownership 

in unelectrified consumer categories based on the respondents’ information. The collected data was used to create 

load profiles for all distinct appliances and settlements using a MATLAB algorithm. Using the collected data, each 

appliance, its rated power, and the vector for the hourly usage is loaded into MATLAB and an independent appliance 

load profile is created. This MATLAB loop runs over all appliances in each settlement with the corresponding usage 

vector. Once the loop is completed over one consumer/ settlement, the aggregated load profile is computed for each 

settlement/ consumer.  MATLAB then aggregates the individual settlement/ consumer load profiles into the 

Uutsathima village load profile presented in Fig.6.  

 

Fig. 6: Aggregated electrical load profile of Uutsathima village 

The load profile of Uutsathima village represents the aggregated demand of all settlements within the village. Fig. 6 

shows a morning peak mainly due to household consumption and the water pump turned on at 7:00 AM. Reduced 

activities at households, schools, and veterinary residences demonstrate a drop in consumption, leaving minor 

consumption and the water pump until the pump is switched off. In the evenings, the village exhibits higher demand 

due to increased residential activities, milling activities and alcohol sales at the business centre. The daily peak power 

and average energy consumption are 15.629 kW and 217.804 kWh/day, respectively. 

The load profile depicts that the village has higher demand in the evenings than during the day which this study 

considers an indicator of the need for sufficient storage capacity. Therefore, since the consumption of energy is 

highest in the evening, that implies that during peak production hours, the charging of the batteries is crucial. To 

avoid extreme diesel consumption by running the diesel generator and/or evening and nighttime electricity black 

outs, this paper further suggests excluding the 6 kW water pump in the load profile. As is the pump is currently 

operated6 hours during peak production times (i.e., from 08:00 AM until 02:00 PM). This complements the storage 

capacity and assures reliable supply in peak hours. Since the water pump is currently diesel powered, the 

recommendation is to maintain it or replace it with a solar powered pump and operate it independent of the mini-grid 

serving other consumers. Fig. 6 shows the load profile of Uutsathima village with a decreased demand in the 

afternoon and is therefore used to examine the two electrification approaches. 
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5. Detection of potential electrification options  

After quantifying the settlement electrical load, this chapter throws light on how to meet that load through suitable 

electrification. In that regard, two main electrification options were considered grid extensions and mini-grids. This 

chapter further presents a comprehensive analysis of both electrification options. Due to limited availability / 

unavailability of information on the economic dimensions, cost estimation was considered based on the literature 

review. However, the robust technical information provided in the presented article (i.e., load profile of a typical 

settlement, required size of mini-grid, the distance of the settlement from the available grid etc) will allow the 

scientific community to develop accurate economic analysis as a future scope.   

• Mini-grid-based electrification:  

Based on the load profile generated for Uutsathima village, a mini-grid to meet the demand of the village was 

sized using PVsyst (Webgenève, 2022). The simulation results will allow understanding the size of the mini-grid 

for Uutsathima village. Based on the size, a rough estimation was made for LCOE for electrification through 

mini-grid. 

• Grid-extension based electrification:  

For grid extension into Uutsathima, two key factors were considered. The closest grid point to Uustathima was 

found through consultation with the Namibian Energy Institute (NEI). Then, assuming a standard cost of grid 

extension per km, a rough capital investment for extension was attained.  

5.1 Mini-grid for Uutsathima  

The developed load profile became an input for the simulation through the PVsyst. Fig.7 represents the detailed 

technical results of the simulation results for electrification through mini-grid. The mini-grid annual energy 

production is 52 MWh/yr.  

 

Fig. 7: Technical specification for the suggested mini-grid and monthly Uutsathima PV mini-grid electricity generation 

By considering the abundant solar energy resources, the presented simulation study considered the solar PV-based 

mini-grid for electrification. However, as the presented article deals with the general blueprint and technical 

framework, Fig. 8 represents the LCOE of various mini-grid technology for the scientific community.  One can study 

Come Zebra et al. (2021) for in-depth economic assessment of mini-grid for off-grid electrification in developing 

countries. By considering the enormous potential of solar energy as well as the robustness of the solar-based mini-

grid, the presented article selects the solar PV-based mini-grid. In the case of Uutsathima as the system size for the 

mini-grid is 32.20 kWp, the estimated LCOE is 0.55 €/kWh based on the literature review.  
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Fig. 8: LCOE (€/kWh) of mini-grid and hybrid mini-grid options at different scales based on Come Zebra et al. (2021) 

5.2. Grid-extension for Uutsathima   

The United Nations sustainable development goal 7 (SDG 7) motivated governments in SSA to formulate solutions 

in efforts to increase energy access. In the case of electrical energy, most governments enacted grid extension as a 

premium solution. However, connection costs remain high for an average-earning household. Economically 

advantaged households are twice likely to get connected to the grid in comparison to a poor household, the percentage 

probability is 83% to 43% (Lee et al., 2022). Whilst these connections imply only in the case that the grid is within 

proximity, the corresponding governments also face significant investment cost implications in grid extension.  

In 2019, the cost of grid extension was reported by the World Bank to range up to 35,080 €/km (Sessa et al., 2021). 

Research showed that 87% of new connections are within 5 km of the existing distribution network and 77% within 

2 km (Sanghvi, 2020). This implies that for villages, such as Uutsathima, whose closest grid distribution network is 

tens of kilometres away, the economic feasibility of grid extension is impractical especially with little to no budget 

allocation by the responsible ministries and governments. Okahao is the closest semi-urban town to Uutsathima. 20 

km from the town is the nearest grid point to both Okahao and Uutsathima. An approximate of 60 km lies between 

the grid point and Uutsathima. At the rated cost of extension per km as per Sessa et al (2021), a grid extension 

investment of approximately 2.1 million euros would be required to Uutsathima. In instances that member countries 

of SSA have extended their grid into rural regions, electricity costs continue to surpass the economic capability of 

rural abilities to purchase despite their willingness to pay for electrical energy.  

6. Outlook / Discussion 

6.1 Recommended technical framework for electrification in Namibia  

Previous research is available that used different methodologies / decisive matrices for electrification of the 

non-electrified regions. However, in particular, for Namibia, there is a lack of scientific knowledge available about 

decision-making. Hence, based on the literature review and discussion with the energy experts in the field, the 

presented technical framework attempt to quantify the derived key challenges and portrays the robust technical 

framework for electrification which can be considered as a novel contribution. The presented analysis will serve as 

the fundamental input for the policymakers / decision-makers to design the electrification plan for Namibia.    

Naturally, high population density in the village / community is immediately interlinked with higher load density 

(i.e. kW demanded / km2). Ochs and Gioutsos (2017) mentioned that “Areas with higher load densities require less 

low-voltage line materials and labour for their installation, which reduces distribution costs and often swings the 

economic favourability towards mini-grids. Cost savings are found to diminish at around 400 people per square 

kilometre”. However, Namibia is already a low population density country and therefore it is difficult to transfer the 

results to Namibia. The author suggests that further research work needs to be carried out here to quantify the 

population density as a decision making for Namibia for available electrification options. It is recommended that the 
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living area / settlement near power transmission lines within the proximity of 5 to 25 km is cost-effective for 

electrification through grid extension (Szabó et al., 2011; Bertheau et al., 2017; Ochs and Gioutsos, 2017). Fig 4 (c) 

already presented the recent transmission network of Namibia. One can easily identify the unelectrified region 

through that and try to measure the distance from the nearest grid point. This approach will now give a better 

understanding that grid extension is a feasible option or not from the cost-effectiveness.  Compared to solar home 

light systems,  mini-grids are usually installed in the range of 10 kW to 10 MW and therefore provide large-scaled 

loads (Come Zebra et al., 2021). Naturally, the large cumulative load cut down the cost and makes the mini-grid 

generation economically viable. Based on the previous analysis, Fig. 9 presents a suitable electrification option 

selection for Namibia.  

Considering that Namibia’s tariffs exclude capital and operational costs for grid extension for rural unelectrified 

regions implies that from the implementation phase developing countries such as Namibia, function at an economic 

disadvantage. Unaffordability of electricity cannot be solved by incurring losses therefore, secure models should be 

adapted. The literature review showed that in most of the cases, LCOE of mini-grid is low compared to grid extension.  

However, the LCOE considers all-around investment and operations costs and if subsidization and cross-subsidies 

are adopted, this could see a decrease in price for rural consumers. 

 
Fig. 9: A derived technical framework for deciding electrification schemes that can help to provide best-served electrification 

approach to electrify Namibia (MG = Mini-grid and GE = Grid extension)  

6.2 Limitations of the study   

The presented study provides a conceptual framework that was generalized and scaled up to the country level based 

on the on-grid and mini-grid assessment. Hence, the study will not only be limited to Uutsathima (settlement level) 

but, instead, the results were applied to Namibia (on the country level). However, the decision for suitable 

electrification can not only be made from the advantages and disadvantages of the technology. There is an immediate 

need to consider the key challenges / local factors which were derived in the presented article.   

6.3 Comparative analysis of both electrification options in the context of SSA  

This chapter provides a comparative overview of the pros and cons of both the selected electrification options in 

through the assessment in the local context. This overview will help an international reader to understand the 

individual electrification option closely.  
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Tab. 1: Comparative overview of mini-grid and grid-extension technology 

 Advantages Disadvantages 
M

in
i-

g
ri

d
 

• Utilization of local resources 

• Community based solution 

• Integration of productive use cases  

• Enables “link” to (national) power grid 

• Depending on location: Lower LCOE as 

compared to grid extension 

• High investment costs / Investor required 

• Regular maintenance is mandatory 

• Limited correlation between demand / 

capacity 

• Requires battery storage and / or backup 

generator 

G
ri

d
-

ex
te

n
si

o
n

 • Low maintenance costs 

• “Technology-agnostic” 

• Battery storage optional 

• A robust, reliable solution 

• (Very) high investment costs 

• (Very) long implementation time 

• Not (necessarily) linked to the expansion 

of renewable energy 

7. Conclusion  

The presented research article tried to answer the research question “what is the suitable electrification strategy for 

rural Namibia?”. Therefore, this study conclusively identifies the selection possibilities between mini-grids and grid 

extension for rural electrification in Namibia. The results were obtained by consideration of the vision, goals, and 

efforts of the Namibian electrification and energy policies. The research looked at how to bring electricity to rural 

areas in Namibia. The study found two options that could work: mini-grids and grid extension. The study compared 

the benefits and challenges of each option, which could save money and make electricity available faster. The 

standard option in developed countries is the grid connection for almost all households. This highly capital and 

rigorous electrification option may take a longer time for developing countries to achieve fast electrification. At the 

same time, mini-grid technology is a well-established (technically) option. However, it requires sufficient high local 

demand density. However, it does not disregard the role of grid extension and therefore identifies regions that are 

least scattered, further from existing transmission plants and with denser load to utilize grid extension. Consideration 

of population increase, as well as an increase in economic activities, may, in the future, increase the demand and 

therefore the inflexibility of mini-grid expansion can be limiting but policies such as integrating them into the grid 

once it arrives may be the ideal solution. The study recommends studying the demographic influence of areas as well 

as sizing off-grid networks as per demand to avoid surplus generation, losses, or high costs. Summing up, the 

presented article derived a general framework to demonstrate where which technology will be feasible based on the 

key criteria discussed in the article. Due to this demographic similarity in remote areas of SSA, the findings of this 

study can be transferred to any member country. One may further analyze the utilization of other standalone off-grid 

systems such as solar housing to classify which electrification scheme fits for further scattered and less dense 

settlements. 
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Abstract 

The Balearic Islands have to decarbonize by 2050 the Majorcan tourist sector, whose priority will be to 
change before 2030 the fossil gas and diesel consumption. This paper analyses how to perform the change 
of fossil fuels in hotels to renewable energy, with a special focus on how to convert all energy demand with 
renewable energies. The goal is to determine a new model of designing new energy systems, and coupling 
it as much as possible, to the Solar Energy production with the energy demand. The Hotels can guarantee 
good comfort with 100% of renewable energies, especially with solar thermal and photovoltaic systems 
combined with heat pumps and Hydrogens systems. The implementation of high solar fraction combined 
with other renewables energies will be considered. New design with advanced sustainable building 
technology could arrive to zero emissions buildings or positive energy. 

Keywords: Decarbonization, hydrogen, solar energy, Heat Pumps, Hotels 

1. Introduction 

The Balearic Island’s government wants to achieve zero emissions in the tourist sector by 2035, 
some Hotels being the first ones to make a step towards this energy transition next year. The effort 
to decarbonize the Islands will be reached on one hand in each building and on the other hand at 
electric and gas systems, with high renewable fraction. Renewables in Spain reach a share close 
to 47% of Electric production in 2021 and a production of 10% more than 2020. The gas sector 
is planning in the future to increase the fraction of biogas and H2 input to the net, but some new 
designs and materials will be necessary for this implementation. Actually, there is an interesting 
project GREEN HYSLAND which will also deliver a roadmap towards 2050 that compiles a 
long-term vision for the development of a widespread H2 economy in Mallorca and the Balearic 
Region, in line with the environmental objectives set for 2050. A fully functioning H2 ecosystem 
in the island of Mallorca is intended to be deployed, turning the island into Europe’s first H2 hub 
in Southern Europe. This can be achieved by producing green hydrogen from solar energy and 
delivering it to the end users, such as the island’s tourism, including gas grid injection for green 
heat and power local end-use. Indeed, hydrogen will help to increase the penetration of renewable 
energy in the Balearic energy system, demonstrating how the Tourist sector can move towards a 
full decarbonization of the economy.   

Fig. 1: Greenhysland scheme project. Source https://greenhysland.eu/ 
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2. Hotels with 100% of renewable energies 

Currently in the Balearic Islands, where the largest Spanish hotel holdings are located, a great effort on key 
issues of sustainability and circular economy is being set up, such as waste disposal, energy generation, 
consumption of local products and welfare issues. In the first step of this strategic conversion, the Spanish 
hotel holding companies are putting in place systems of circular economy systems, the commitment to 
generate decent and sustainable jobs commented in the studies of Esther González Arnedo and others.  

The annual average energy consumption in a Mediterranean Hotel is about 150 kWh/m2, with a 50% of 
fossil fuels for thermal uses according to the studies of Moià-Pol et Alt., and another 30% for the rest of 
thermal uses with electricity (cooling, refrigeration,etc).  The usual design for the thermal demand of a hotel 
is a boiler (diesel or gas) for Domestic Hot Water (DHW) and heating, gas for kitchen devices and a Heat 
Pump (HP) for cooling, a small refrigeration system for freezing rooms with electricity. The last years in 
order to increase the energy efficiency and reduce de fossil fuel consumption, hotels are changing the 
facilities design and are unifying the thermal systems - heating, cooling and hot water- in one by changing 
the conventional fossil fuel boiler for Biomass boiler combined with solar thermal systems or by using only 
electricity produced by photovoltaics.  

PV and wind power combined with HP could provide for the majority of the demand of energy. Some 
thermal uses such as natural gas kitchen devices could be changed actually by electric or in the future with 
Hydrogen produced by renewable energy sources.  

Wind power presents certain challenges in the building integration and most of the Biomass is produced in 
other areas and with external suppliers, and sometimes it results expensive to use and maintain. 
Mediterranean areas present a huge solar potential; thermal collectors can reach up 500-1000 kWh/m2 year 
and PV 200-400 kWh/m2 year. The renewable mix have to be chosen according to the technical complexity 
of the installation and the monthly energy profile. Hotels which are open all year round and need a bigger 
thermal fraction, they can use biomass whereas those which open only at summer could be designed only 
with solar energy and a properly storage system. 

The new legislation of the Insular Consell of Mallorca (CIM) wants to reduce the energy consumption of 
the Hotels with the following rules: 

- Energy label of A or B.  

- Have a minimum of 50-70% of self-consumption produced by renewables energies. 

- The 70% of the Domestic Hot Water has to be heated with Solar energy. 

The methodology of this work has been to collect real data from 200 hotels and find the best real 
rehabilitation practices in approximately 20 hotels, renovated in the last 5 years, as well as data from 
manufacturers and installers in the Balearic Islands. The main consumptions and the analysed designs are 
commented below. 

2.1. Domestic Hot Water 

The new generation of Heat Pumps with new refrigerants ( R290, R32, R744,..) can substitute completely 
the boiler for hot water; the condensation system can work more than 60ºC with high efficiency and the 
evaporation system can arrive to -10ºC with high efficiency, the main problem is economically being still 
expensive, due to an emerging technology with high pressure compressor. In order to reduce the initial, 
even conventional Heat Pumps or Simple effect absorption units could be used until 55ºC but they need to 
supply a fraction with other technologies for increase the temperature up to 60ºC, in order to reduce the 
bacteria in Hot Water (especially the Legionella), high solar fraction systems have been studied by Vassiliki 
Drosou et alt. some years ago in Mediterranean countries with solar thermal fraction up to 70%. Another 
option is to combine standard HP with small new HP with high temperature or Hydrogen or Joule effect, 
always combined with PV.  
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Fig. 2. Example of a system with Solar Thermal energy 

 

Fig. 3. Example of a system with Heat Pump, Solar Thermal and PV energy 

There are a lot of combinations of these technologies, and each hotel, according to the surface t and he level 
of the maintenance staff could be different. Different combination from real cases has been studied by 
Moià-Pol et alt. with an estimation of energy cost and CO2 emissions see at the table 1. 

Tab. 1: Renewable mix for Hotels with different fraction for DHW 

DHW Generation ST PV HP_Low HP_High Joule €/MWh kg CO2/m2 
Natural Gas/Diesel 0% 0% 0% 0% 0% 85 13,5 
ST-Natural Gas 70% 0% 0% 0% 0% 40 4,1 
ST-PV-Joule effect 70% 30% 0% 0% 30% 32 0 
ST-PV-HP_low_Joule 70% 30% 25% 0% 5% 22 0 
ST-PV-HP_low _high 70% 30% 25% 5% 0% 21 0 
ST-PV-HP_High 70% 30% 30% 30% 0% 24 0 
PV-Joule 0% 100% 0% 0% 100% 65 0 
PV-HP_low_Joule 0% 100% 80% 80% 20% 34 0 
ST-PV-HP_low_high 0% 100% 80% 20% 0% 28 0 
PV-HP_high 0% 100% 100% 100% 0% 37 0 

2.2. Heating and Cooling Systems. 

The last years some hotels have changed completely the Heating and cooling systems, changing the diesel 
or gas boiler for heat pump, with 100% of electrict consumption (Power to Heat), combined with PV 
fraction, (figure 4), in mediterranean countries the standard heat pumps with air have a good efficiency all 
the year even at winter.  The PV combined with cooling storage will reduce to zero the cooling and freezing 
consumption, and is a very easy technology. The other electric consumption will have to implement of 
smart strategies, but a small percentage will have to be stored in batteries or in other emerging technologies 
like Fuel Cell with Hidrogen and Hydrolysis, in order to arrive to a highest self-consumption system, 
avoiding as much as possible the injection of electricity to the grid.  
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As we have commented before, always the most efficient technology is solar thermal systems, with a higher 
efficiency and less surface than the PV systems, even if we combine them with high efficiency heat pumps.  

 
Fig. 4. Example of a Heating system with 100% electric system ( Power to Heat) 

The ideal system for high thermal loads could be 100% thermal system, with a large Solar thermal  absortion 
refrigeration and  a less investment and less generation cost almost 30%, but unforntunately few buildings 
have large solar systems in their designs. 
 However, in most of the hotels, specially the ones that open half year or have a high consumption only at 
summer, the compression systems with PV are better because they can do net metering or sell the 
overproduction of the PV, the ST will be intersting in areas with District Heating, but unfortunately in the 
Balearic Islands there isn’t any touristic area with DH. In order to increase the self-consumption and a high 
thermal storage reducing the electric storage which is more expensive than the thermal, an Optimal system 
has been designed integrating all the thermal systems in one with heat and cold storage. 

 

Fig. 5. Example of a Heating system with High fraction of Solar Thermal  
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2.3. Hotels with Combined Heat and Power. 

The CHP systems have been installed in hotels the last 20 years, but they need a high thermal consumption 
and stable fossil fuel prices in order to be economically feasible. Due to the high variation of the fossil fuel 
prices, high cost maintenance and changes of grants in the electricity, a lot of these facilities have failed.  

The renewable energy technologies could open a new market, being stable and more easy to maintain. 
Hotels with a high fraction of PV systems like the one proposed in the figure 4 could combine the thermal 
hotels proposed in the figure 5, using the hydrogen like a vector. At the heart of most Power-to-X concepts 
is the utilization of renewable excess electricity to produce hydrogen through the electrolysis of water. This 
hydrogen can be used directly as a final energy carrier. The fuel cell could help to provide 100% of the 
energy demand of a hotel, with higher efficiency than the Hydrogen produced in central plants, due to all 
the thermal exhaust of the hydrolyzer and the fuel cell could be used to supply the thermal necessities of 
the hotels and reduce the high energy consumption during the compression and the transport.  

The big issue of Power-to-Hydrogen: converting electricity into hydrogen implies energy losses; Power-to-
Hydrogen aims to achieve an emissions-free process by using renewable electricity in an electrolyzer to 
produce hydrogen from water.  The main problem of the hydrogen produced with PV is the low efficiency 
of the whole process, less than 5%. However, using fuel cell in the main buildings could optimize the 
efficiency using the exhaust thermal from the fuel cell, recovering the heat and a total efficiency of nearly 
10% could be reached by PV system. All the energy demand with a high efficiency could be provided with 
the help of the fuel cell, and that is the best storage for large periods. In the PV systems with Hydrogen we 
will need almost 4 times more surface than the Solar Thermal systems used directly for thermal uses, but 
as we have commented before, the storage and the management of the PV systems is easier, especially at 
Mediterranean tourist areas without District Heating systems. The gas sector could use in the future the 
existing pipeline as net metering systems for Hydrogen for Hotels like actually the Electric companies do.  
In this way will be easier to storage the excess of energy and avoid the collapse of the electrical systems, 
in a future scenario of 100% of renewable energies.  

 

Fig. 6. Energy Storage. Source; Clean energy for EU islands, Technology solutions booklet 

The suitability of storage technologies depends on the storage capacity required and the amount of time 
during which energy needs to be stored. The figure 6 shows only the three storage technologies that are 
included in the Clean energy for EU islands, Technology solutions booklet. The fuel cell has a great 
advantage that doesn’t have mechanical parts and the maintenance is easier than the standard CHP systems. 

The Hydrogen technologies will be studied with a deep analysis in the next years in the project Green 
hysland, where a Hotel with a commercial Fuel Cell of  50 kW as a demonstration site ( as we  can see at 
the figure 1 will be taken into consideration. The objective is to obtain the best solution in all the points of 
view; energetically, environmentally and economically, and find the optimal mix in each case. 
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Fig. 7. Future Hydrogen Hotel  

 

Fig. 8. Energy Sankey diagram in a average Hotel in kWh/m2 year with 100% of solar energy 

Actually in Majorca there are hotels which consume energy from 100% renewable sources (only with solar 
and biomass). The reduction of cost of some technologies (PV and Hydrogen technologies) could open 
other systems with 100% of solar energy. The hotels with only solar energy power will have to implement 
smart strategies, large thermal storage and small fraction with batteries or in other emerging technologies 
like Fuel Cell with Hydrogen(H2) and Hydrolysis, in order to arrive to zero emissions systems, studied by 
Moià-Pol et alt. at 2020. Optimizing the energy mix of the hotels according to their demand and the 
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available surface will be best scenario, using biomass or solar thermal with photovoltaics and small 
percentage of hydrogen in order to arrive to 100% of renewable energies. See at the table 2 some scenarios 
with renewable energies.  

Tab. 2: Renewable mix for Hotels with different fraction 

 ST PV W Biomass H2 €/m2 year 
Hotel Biomass 0% 0% 0% 100% 0% 11,4 
Hotel B-PV-W 0% 32% 6% 62% 0% 9,8 
Hotel ST-PV-B-W 46% 30% 6% 18% 0% 7,7 
Hotel PV-ST-B-W 14% 62% 8% 16% 0% 5,6 
Hotel PV-ST 32% 68% 0% 0% 0% 5,6 
Hotel PV-ST-W 16% 76% 8% 0% 3% 4,4 
Hotel PV-W 0% 83% 17% 0% 7% 5,5 

 

Another possible option in the future for Hotels will be for example, -to wait until the Electricity and the 
Gas will be produced 100% with renewable energies and use the standard technologies, but for this                                           
scenario we will have to wait more than 20 years that maybe the climate change will be irreversible. The 
big energy consumers like the Hotels need to be more active in the effort of decarbonizing the Islands. In 
the following table you can see how a future scenario could be that with the total number of Hotels in 
Majorca we could cover all the energy demand with the consumption of renewable energies. 

Tab. 3: New scenario of the Majorcan Hotels with 100% solar energy. Source; Ibestat.caib.es 

Category Number Beds 
Electric 

Consumption 
(MWh/year) 

Thermal 
consumption 
(MWh/year) 

Category 
Energy kWh/ 

m2 year 
Min. PV 

kWp/hotel 
ST m2 
/hotel 

 5* 52 10981 18843 15417  5* 377 1047 256 
4* 350 106221 74497 49665 4* 237 564 138 
3* 200 51340 14360 7731 3* 158 175 33 
2* 35 4583 2280 977 2* 120 148 23 
1* 14 1069 848 212 1* 65 64 49 

TOTAL 651 174194 110828 74003 Average 191 400 100 

3. Conclusions 

 
Applying new systems and Solar Energy to the hotels can result in a large economic and energetic saving 
and a reduction in CO2 emissions without a significant  change in client comfort by the increase of RES, 
especially the ST and PV systems. By changing from fossil fuels to solar energy sources (photovoltaic and 
solar thermal), we can arrive at zero or even positive building energy. In the future the Hydrolyzer with 
fuel cell will be 0able to integrate traditional heating systems of the Hotels and one can create a highly 
efficient system by operating with solar energy sources, based on fuel cell, solar collectors and photovoltaic 
elements for zero energy Hotels with low electrical storage and reasonable thermal storage.  
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Abstract 
Small island states still rely significantly on imported fossil fuels in spite of their potential for renewable energy, 

particularly from the sun, wind, biomass and ocean energy.  These islands are negligible contributors to global 

greenhouse gas emissions but they are the most vulnerable to climate change.  This paper is based on research 

conducted in the Republic of Mauritius to evaluate the integration of gender issues in the design and innovation of 

renewable energy systems for local context, an important issue to be addressed towards renewable energy transition 

in small island economies.  The focus is on the household sector where both gender-considerations and the scope for 

achieving Sustainable Development Goals through education are significant.  A case-study based on the design of a 

small vertical-axis wind turbine for use in the household sector is looked into with an attempt to integrate gender 

considerations along with computational simulation conducted on a prototype typical of those implemented in hybrid 

renewable energy system combining photovoltaic and wind generation, with or without storage. 

Keywords: Renewable Energy, Education, Gender, Small Islands, Design, Wind, Behavior, Mauritius 

1. Introduction 
Use of electricity, including the supply of renewable power, contributes to the Sustainable Development Goals 

(SDG), namely SDG 7 on Affordable and Clean Energy, SDG 5 on Gender Equality and SDG 13 on Climate Action.  

As per Fathallah and Pyakurel (2020), the literature reveals a gap in terms of rigorous empirical studies to better 

understand gendered impacts of energy, thus a need of identifying innovative methods of integrating renewable 

energy, in particular, in educational programmes such as those for engineering studies.  Osunmuyiwa and Ahlborg 

(2020) discuss the knowledge gaps with reference to gender-sensitive designs towards promoting equal opportunity.  

They identify the overlapping areas covering electricity, entrepreneurship and gender and highlight the opportunities 

related to delocalized local energy systems with renewable energy implementation.  In the context of small island 

economies which are most vulnerable to climate change and also are highly dependent on imported fossil fuels, the 

Republic of Mauritius being an example, consideration of gender issues in the design of sustainable energy systems 

is an area of explorative research that is of high relevance. 

In 2019, in the ‘Renewable Energy Roadmap 2030 for the Electricity Sector’ developed by the Ministry of Energy 

and Public Utilities of the Republic of Mauritius, a pathway to achieve 35% of renewable energy in the electricity 

mix was set for 2025 (MEPU, 2019).  In 2021, in the Government Budget Speech 2021-2022, this target has been 

upscaled to 60% of renewable energy by 2030 (MEPU, 2022).  The current figure is 22% for the share of renewable 

energy in the electricity mix.  The total installed capacity is about 700 MW and the annual consumption about 3000 

GWh, with 78% being derived from imported coal and fuel oil (SM, 2022).  Yet the potential of solar, wind, biomass 

and ocean energy is significant (MEPU, 2022).  

The objective of this research is to determine how the integration of gender issues in the design and innovation of 

renewable energy systems can promote implementation of renewable energy.  The scope relates to small islands, 

particularly the case of islands of Mauritius (about 2000 km2) and Rodrigues (about 100 km2), forming part of the 

Republic of Mauritius.  The focus is on the household sector where the potential of sustainable energy promotion 

through education is targeted by means of behavioral change as well as renewable technology introduction. 

2. Methodology 
The energy sector has largely been dominated by men.  The participation of women is key to ensure that everyone 

benefits from and is part of any energy transition.  For a successful transition, a change is needed from the past with 

an inclusive approach.  In Mauritius in 1990, women represented 30.4% of the labour force while in 2020, the figure 

has risen to 39% (SM, 2022); but currently there are no statistics specifically for the energy sector.  At the same time, 

women continue their conventional role within the family as the average time spent on household work and care of 

family persons per day is 3.6 hours for females compared to 1.8 hours for male.  Women-headed households are also 

significantly on the increase (SM, 2019). 

According to IRENA (2019) report on Renewable Energy: A Gender Perspective, women have been usually 
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underrepresented in the energy sector.  Major designs of renewable energy systems, including wind turbines and 

solar panels, are generally assumed to be gender-neutral.  But this assumption can be challenged as it is more likely 

that, in fact, gender issues were not even thought of in the design process.  This represents a major barrier for women 

to enter and advance in the energy sector.  In order to promote women as an active player in the energy sector, gender-

based energy considerations are also important at micro level, for instance in households (Fathallah and Pyakurel, 

2020).  Information on behaviors, practices, priorities, and constraints in relation to energy must be systematically 

collected and analysed before integration in design or in policy-making (IRENA, 2019). 

In the conclusions of a United Nations Development Programme report for Mauritius, (UNDP Mauritius, 2015) on 

Gender Assessment, it is stated that there is a need for gender-disaggregated data and indicators to establish a baseline 

in which to measure improvements and identify areas of focus.  This holistic approach to consider the behavioral 

aspects of agents in relation to energy is the essence to guide the development of gender-based systems –the focus 

of the present study.  Gender matters for the production of energy as well as for the management of renewable energy 

systems, but there is a lack of empirical studies on how it matters, what the consequences are and what the solutions 

are.  This study focuses on defining tools to collect and analyze gender-disaggregated data in a specific context and 

investigate how people use, save and think about energy with an objective to identify gendered elements which will 

become the core components of the educational and innovation process to design renewable energy systems.  A case-

study for small-scale vertical-axis wind turbines for domestic use with particular reference to a small-island economy 

like the islands Mauritius and Rodrigues is considered. 

Interlinked with the design aspect, this research thus also investigates gender-based energy practices and behaviors.  

Gender considerations have long been overlooked and omitted as a factor for energy production and consumption.  

Clancy & Roehr (2003) stated that there is a lack of sex-disaggregated data on domestic energy-related attitudes and 

practices.  Gender-disaggregated data on how people interact with energy seems to be an important piece of the 

sustainable transitions puzzle.  It is evident from available data that men and women have different consumption 

patterns (Räty & Carlsson-Kanyama, 2010).  Dym et al. (2003) noted that technologies specifically employed by 

women have mostly been designed without considerations for women.  This, in any case, does not mean that such 

technologies should exclusively be designed for women or by women.  A proper design approach should consider 

several parameters, including gender, cultures, religions, disabilities and socio-economic standings, all throughout 

the design process.  Several of these parameters are inter-related.  Conceived as such, the design would meet the 

needs of a wider range of people but it is complex to seek all-around satisfaction.  Gender differences, however, need 

to be considered and analyzed during the project cycle as a matter of ethical principle in view on ensuring 

inclusiveness and equity. 

The first objective of this study, which was to understand gender-based energy behaviors, was accomplished by 

conducting a two-level survey.  Level 1 survey was comparatively more general and was performed across the 

Republic of Mauritius and included the island of Rodrigues.  Level 2 survey, on the other hand, was relatively more 

detailed and particularly focused on regions where a low response rate was recorded from Level 1 survey.  The need 

for a bottom-up approach engaging the population, in particular household women, was largely satisfied by the 

conduct of these elaborate surveys in a two-tier approach. 

In Mauritius, there is a single grid network provider and there are about 400,000 households connected to the grid.  

Using the sample size calculator and applying a confidence level of 95% and 5% margin errors, a sample size of 384 

is identified for the survey.  Questionnaires were designed to target households.  Households with one specific gender 

was not a requirement as gender-disaggregation refers to data.  The conventional definition of gender limited to two 

main genders was retained.  

Before starting with the surveys, in-depth focus group discussions were held with representatives of women 

organizations, and stakeholders.  The outcome was used to design the questionnaire with due recognition of the 

importance and role of women.  Reference to the literature and use of proper research methodologies were also 

important to ensure relevance and statistical significance for the surveys. 

The survey questions were devised with clear objectives in English and in Creole to ensure understanding.  Creole is 

spoken widely as it is the national language in the Republic of Mauritius and is very much like French. 

2.1 Level 1 survey – July 2021 

Level 1 survey contained a total of 20 questions which were split as follows: 

 Questions on respondent’s demography including family income and level of education. - 9 questions 
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 Respondents ‘Opinion on wind turbines for households’.  They were required to advise how important aesthetics 

of the equipment was for them and did they consider it as a danger. - 7 questions 

 Respondents ‘Opinion on energy usage’.  Last question invited respondents to write their views on the subject. 

– 4 questions 

Survey questionnaires were issued online in view of the pandemic situation.  After receiving 121 responses online 

over 2 weeks, incoming responses slowed down.  This could be due to the social context related to the pandemic 

where such surveys are secondary concerns with several families struck by health, economic and social problems.  

Some 95 mail solicitations and reminders remained unanswered.  Decision was taken to start distributing hard copies 

of the questionnaires as permitted during the less strict pandemic restrictions later introduced.  300 copies were made.  

The questionnaires were distributed randomly to people from all walks of life and different districts in Mauritius.  

The region, location and streets were used as the random component to choose the respondents.  The randomness 

was later checked to tally with the requirements for statistical significance. 

A total of 392 responses were secured, including the online ones.  It has been assumed that online and direct responses 

are not any different. 

2.2 Level 2 - longer questionnaires addressing specific issues – November 2021 

Level 2 survey contained a total of 31 questions which were split as follows: 

 Questions on respondent’s demography including family income, level of education, electricity bill details and 

any renewable energy equipment currently in use in their house. - 11 questions 

 Respondent’s views on renewable energy in households.  They were required to advise whether food cooked 

using solar cookers was of any interest and which equipment in their house they would like to power through 

renewable energy. - 3 questions 

 Respondents views on ‘Energy saving culture’.  Responses to this section was an eye-opener as it showed a 

sharp contrast about energy saving attitudes when it concerns a person’s home electricity bill as compared to 

indifference to energy wastage at their work place. – 3 questions 

 Questions on daily activities involving electricity at home.  The responses have shown that households remain 

a non-negligible energy consumer even during working hours. – 4 questions 

 Opinions on wind turbines for households. – 3 questions 

 Opinions on Energy Management.  Respondents were required to advise what changes they were ready to make 

in their lives to reduce their energy consumption. – 4 questions 

 Respondents were required to provide their vision of the future of energy.  Majority of Respondents were 

favorable to the introduction of renewable energy in their households provided government subsidy is available.  

A general optimism for the future of renewable energy was noted but at the same time most respondents 

considered that the cost of electricity will continue to increase. – 3 questions 

Level 2 survey favored regions from where a low response was noted under Level 1 survey.  For example, more 

questionnaires were sent to Black-River region in the west of Mauritius.  The reason for this is to ensure that the low 

response is better understood.  In no way, other regions were left out in Level 2 or the statistical significance was 

compromised. 

Level 1 and Level 2 survey received a total of 467 responses.  Appendix 1 shows the response details per district 

over the map of the Island of Mauritius.  The Statistics Mauritius, 2020, Digest of Demographic Statistics per district 

are compared against the survey statistics.  In analyzing the data to ensure a suitable representation, the total number 

of respondents were also compared to actual number of households per district, urban and rural, and age group. 

In the course of the surveys, with due respect to confidentiality and non-disclosure requirements, historical data was 

collected on actual practices, electricity bills and daily activities.  It is good to note that the legislation in Mauritius 

does not allow the utility provider to share consumer information with third parties. 

The data analysis concentrated in separating and comparing males and females using statistical methods, testing 

using a reasonable degree of significance (5%).  Statistical analysis included regression (logistic regression) to fully 

model the behavior of respondents taking into account their characteristics. 
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3. Findings 
Key findings from the survey are as follows: 

a) Solar water heaters were the most common type of renewable energy used at household level.  From the survey, 

56% of respondents stated that they had solar water heaters at home.  As per the last Household Budget Survey 

conducted in 2017 when the total number of households was 368,400, 31.9% of households were equipped with 

a solar water heater.  Five years later, with the increase in the number of households by around 10% and a general 

increase in average household income, the corresponding figure for households equipped with solar water 

heaters is expected to have increased.  However, this progression may have been negatively impacted by the 

2020-2021 pandemic.  Upcoming Household surveys by Statistics Mauritius could confirm the tendency. 

From this survey, it was interesting to observe the percentages within the various income group respondents who 

owned solar water heaters (SWH): 

 

Figure 1 – % within the different income groups owning SWHs (1 MUR=0.023USD) 

The percentages remain promising even within the low income groups (0-920USD), thus showing a good interest 

for solar water heater government subsidies offered for this income group. 

59% of respondents who own solar water heaters are University educated. 

b) Respondents showed interest in decreasing their electricity bills by introducing renewable energy in their homes.  

A strong interest of persons below 40 years of age was noted, equally shared by men and women.  As to which 

appliance the respondents considered a priority in using renewable energy, 60% stated that it would be the 

refrigerator.  42% of respondents choosing refrigerators were women whilst 58% were men. 

c) The responses received to the question “What is your opinion on renewable energy for households?” is evaluated 

below by comparing Mauritius/Rodrigues and women/men. 

Mauritius Island 

85% of respondents believe that with energy management measures, renewable energy can bring energy 

autonomy in households.  64% of the persons who hold this belief are below the age of 40.  Within this age 

group, this optimism is held by 62% females and 38% males. 

Analyzing further the 62% optimistic female respondents who are below the age of 40, it is noted that the 

majority (56%) are not married i.e. they are generally still living with their parents. 

Looking at all age groups, 51% of the respondents who believe in Energy Management are university educated.  

Thus positive views about energy management is equally shared by university educated and non-university 

educated respondents. 

From monthly family income perspective, the outcome is as follows: 
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Figure 2 - family income vs. Energy Management  Figure 3 - % within the different income groups believing in EM 

The highest optimism is noted within the 460-690 USD income group. 

57% of those believing in Energy Management were women and 42% were men, i.e. women were found to be 

more optimistic than men. 

Rodrigues Island 

96% of respondents believe that ‘With energy management measures, renewable energy could bring energy 

autonomy in households’.  57.7% of those believing in the future of Energy Management were women and 42% 

were men, i.e. women were found to be more optimistic than men. 

Thus, general optimism in this matter was more prevalent in Rodrigues (96%) than in Mauritius (85%). 

d) Questions 13 and 14 of the questionnaire read as follows: 

"13. Do you think these wind turbines could help generate electricity for households?  

14. Do you think these wind turbines may pose problems or represent any danger in residential areas, such as 

on roof-tops?" 

From responses received for questions 13 and 14 of the questionnaire, 85% of respondents believed that a vertical 

axis wind turbine could contribute to the electricity of households and more than 57% considered that wind 

turbines represented a danger on roof-tops.  For those who were positive about having a wind turbine, this 

opinion was equally shared between males and females. 

The findings from the present survey showed that the respondents aged between 41 to 60 years old were 11 

times more optimist about such wind turbines than those aged beyond 61 years old.  However, the latter age 

group might be under-represented in the survey.  Age group might be a more relevant parameter to consider than 

gender. 

A high share of respondents, 43%, gave importance to the noise level from wind turbines while 25% considered 

the appearance as important.  Figure 4 illustrates the share and breakdown of respondents who were ‘Neutral’ 

as to the appearance and noise aspects of small-scale wind turbines.  Thus noise was given slightly more 

importance than appearance. 
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Fig. 4: Share and breakdown of respondents with neutral views on the appearance and noise level of wind turbines 

e) The Level 2 questionnaire contained the following series of questions concerning a small vertical axis wind 

turbine for households.  An image with indicative dimensions was provided, questions 22 to 24 of the survey. 

Table 1 – Questions 22 to 24 - Wind turbine for households 

Question 22 - Would you support wind 

turbine development for households as a 

source renewable energy? 

 

Question 23 - Do you consider your house a 

good place for installing a small wind 

turbine on the roof? A vertical axis wind 

turbine as in the picture below can operate 

and produce energy under low wind 

conditions. 

Question 24 - For a small vertical axis wind 

turbine as in the picture, would you prefer 

to have it on the roof of your house or on a 

separate structure? The dimensions are 

indicative only. 

 

Figure 5 demonstrates a breakdown of respondents who considered installing a small axis wind turbine at home.   

 

Fig.5: Breakdown of respondents considering installing small wind turbines at home-Question 23 

As per Statistics Mauritius Census 2022, 94.8% of houses in Mauritius have a concrete roof.  From the same 

census, it is reported that separate houses dominate.  Separate buildings, that is buildings made up of only one 

housing unit, dominate among residential and partly residential buildings, and comprised around 77.8% of such 

buildings, compared to 76.7% in 2011.  With that perspective, a separate question concerning preference for 

installation of small axis wind turbine was included. 

•57% females (63% are wives)

•43% males     (60% are husbands)

32% of respondents 
responded 'Neutral' to 

Appearance

•57% females (70% are wives)

•43% males     (63% are husbands)

28% of respondents 
responded 'Neutral' to 

Noise
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Figure 6 demonstrates a breakdown of respondents who considered the possibilities proposed for installing the 

small axis wind turbines.   

 

Fig.6: Breakdown of respondents considering installing small wind turbines at home-Question 24 

Out of the 49% who opted for the roof, 58% are males and 43% are females.  International Energy Agency & 

Council on Energy, Environment and Water (2019) stated that a lack of safety and security at rooftop solar 

project sites could discourage women from undertaking work in male-dominated positions.  A safe access to the 

roof may contribute in reversing the above findings. 

f) Two worldwide studies carried out by IRENA, International Renewable Energy Agency, were reviewed to 

identify relevant gender issues: 

 IRENA (2019), Renewable Energy: A Gender Perspective. IRENA, Abu Dhabi. 

 IRENA (2020), Wind Energy: A Gender Perspective. IRENA, Abu Dhabi. 

Both studies, have one point in common.  ‘Perception of gender roles’ and ‘Cultural and social norms’ have 

been reported by women around the world as an important barrier to the gender equality in the field of renewable 

energy.  It is also stated that because of prevailing views of women’s abilities, women continue to have a limited 

presence in these fields. 

In this survey, in spite of 91% of female respondents agree that ‘With energy management measures, Renewable 

energy can bring energy autonomy in households’, only 51% of women respondents were agreeable to cook 

rice, pulses and other food items using solar cookers. 

g) Respondents were required to provide their opinion on the question of whether males or females are more 

sensitive to energy management in households.  The response received are:  

Table 2 – Which gender is most sensitive to energy saving? 

Responses 
Females are more 

sensitive 

Males are more 

sensitive 

Gender does not 

matter  

Total 34.4% 18.1% 44.6% 

 

The majority of respondents have stated that Gender does not matter.  For the 55.4% respondents who have 

responded that gender matters, 79% of females are University educated as compared to only 33% of males who 

are university educated.   

As per Davis (2022), women are more likely to perceive gender inequality than men.  It would appear that 

education at school level in Mauritius is not contributing in bringing gender inequalities to the attention of female 

students.  This may be the result of the fact that at school level, the majority of teachers are females, 79% at 

primary level and 63% at secondary level (Statistics in Mauritius, A Gender Approach 2018).  However, at 

tertiary level, there are only 41% of female academic staffs (UNESCO Institute for Statistics, uis.unesco.org, 

Data as of September 2021, https://data.worldbank.org/indicator/SE.TER.TCHR.FE.ZS?locations=MU ).  This 

may explain the high contrast in gender inequality consciousness between University educated females and 

males. 

Out of the 48.6% females who have responded that gender does not matter, 46% are wives.  And out of the 

51.4% males who have responded that gender does not matter, 57% are husbands. 
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Out of the 34.4% who chose females as being most sensitive to energy saving, only 23% are males.  Similarly 

for the 18.1% who chose males as being most sensitive to energy saving, only 25.4% are females.  The 

percentages choosing the opposite gender are almost same. 

Generally studies have qualified females as being more sensitive to energy management in households.  As per 

a research carried out by Isnin et al. (2018) for Institute of Electrical and Electronics Engineers, a strong 

relationship was established between females and intention for energy conservation behavior.  It was concluded 

that policy makers and government may need to create energy efficiency programs which involve women due 

to their influence on their households’ affair. 

This survey is showing a more balanced outcome.  Males and females are showing equal sensitivity to energy 

saving by stating as a majority that gender does not matter.  It may be considered that qualifying females as 

being more sensitive to Energy Saving may be just a perception held by females and not shared by males. 

h) The computational modelling of a small-scale vertical axis wind turbine (VAWT) for household use in the local 

environment in Mauritius was a case-study investigated, with possible hybrid use along with solar photovoltaics, 

with and without battery storage.  The possible integration of gender issues in the design process was looked 

into.  A literature review conducted by Al-Kayiem et al. (2016) described the relevant parameters that need to 

be considered while designing the Savonius wind turbine which is the preferred type for conditions identified in 

the local context.  It suggested that a two-bladed VAWT performed better that a three-bladed one.  The 

considered Savonius wind turbine had a turbine diameter of 400 mm, a blade diameter of 230 mm and a height 

of 400 mm (Aymane 2017, Utomo et al, 2018).  A two-bladed S-shaped rotor with one stage was considered.  

i) Figure 7 shows the variation of angular velocity with time to reach steady state for different wind speeds using 

Ansys Fluent software.  It was therefore deduced that velocities of less than 2 m/s should be avoided to avoid 

long stabilisation time.  The same result is confirmed in Figure 8 showing variation with tip speed ratio.  

j) Wind speeds of 3 m/s, or better between 4 and 5 m/s, provide the required conditions for steady operation whilst 

ensuring efficiency, hence, better cost feasibility.  The next plots refer to 5 m/s simulations. 

 

 
Figure 7. Variation of angular velocity with time for different wind speeds 
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Figure 8. Variation of tip speed with (a) time and (b) wind speed for stable condition. 

 
k) Figure 9 illustrates the turbulence kinetic energy contour plots for the investigated wind turbine at a 

wind field of 5 m/s at angular positions of (a) 0◦, (b) 90◦, (c) 225◦ and (d) 315◦.  It is evident that the 

downstream conditions are important to be considered in design.  This will need to be further 

investigated to reconcile with other considerations like space availability, for example if hybrid solar-

wind systems are to be implemented (with or without storage). 
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Figure 9. Turbulence kinetic energy contour at angular positions of  

(a) 0◦, (b) 90◦, (c) 225◦ and (d) 315◦. 
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4. Conclusions 
The survey in Mauritius revealed that there is an interest at household level for powering specific household 

appliances, such as refrigerators, through a small-scale roof-top renewable energy system supported with or without 

battery.  Along with existing deployment of solar water heaters which is progressing rapidly, small vertical axis wind 

turbines may also be introduced along with possibly solar photovoltaic panels. 

The integration of gender considerations with respect to renewable energy systems, particular in the case-study for 

vertical axis wind turbine of Savonius type, rests upon the need to consider specific safety considerations related to 

women accessing the facilities.  Gender considerations are hard to identify, particularly in relation to design with 

computational methods.  For instance, the problem of noise is not more gender-sensitive for men than for women.  

Space considerations e.g whether on roof-top or on independent supporting structures, as well as the layout of 

different renewable and storage technologies are probably important to be addressed from a gender perspective.  In 

comparison to men, women have shown a lower interest for the roof for the deployment of renewable energy systems 

at home, at least in the case of the survey conducted.  The local context and building/housing structure combined 

with the personality traits of women are therefore two key drivers that designers must consider. 

It is promising to note a strong engagement of middle income families. 

5. Acknowledgements 
The authors gratefully acknowledge the sponsorship of the International Development Research Centre of the 

Government of Canada under the Gendered-Design in STEAM programme run by Carleton University, Canada. 

6. References  
Al-Kayiem, H., Bhayo, B., & Assadi, M. (2016). Comparative critique on the design parameters and their effect on 

the performance of S-rotors. Renewable Energy, 99, 1306-1317. 

Aymane, E. (2017). Savonius Vertical Wind Turbine: Design, Simulation, and Physical Testing. Ph.D Thesis, Al 

Akhawayn University, Morocco.  
Clancy, J., & Roehr, U. (2003). Gender and energy: is there a Northern perspective?. Energy for Sustainable 

Development, 7(3), 44-49. 

Dym, C., Wesner, J., & Winner, L. (2003). Social dimensions of engineering design: Observations from Mudd 

Design Workshop III. Journal of Engineering Education, 92(1), 105-107. 

Davis, Nancy J., and Robert V. Robinson, (2022) “Men’s and Women’s Consciousness of Gender Inequality: 

Austria, West Germany, Great Britain, and the United States.” American Sociological Review, vol. 56, 

no. 1, 1991, pp. 72–84. JSTOR, https://doi.org/10.2307/2095674 . Accessed 5 Jun. 2022 

Fathallah, J., & Pyakurel, P. (2020). Addressing gender in energy studies. Energy Research & Social Science, 65, 

101461. 

International Energy Agency & Council on Energy, Environment and Water. (2019). Women working in the 

rooftop solar sector. Paris: International Energy Agency. 

IRENA (2019), Renewable Energy: A Gender Perspective. IRENA, Abu Dhabi. 
IRENA (2020), Wind Energy: A Gender Perspective. IRENA, Abu Dhabi. 

Isnin, N. S., Z. Zakaria, Z. Mat Yasin, (2018), IEEE, “Analysis on Gender Differences in Energy Conservation 

Behaviour”, Centre of Electrical Power Engineering Studies, Faculty of Electrical Engineering University 

Teknologi MARA, Shah Alam, Selangor, Malaysia 

Ministry of Energy and Public Utilities (MEPU), Republic of Mauritius, Long Term Energy Strategy and Action 

Plan, 2019.  

Ministry of Energy and Public Utilities (MEPU), Republic of Mauritius, Renewable Energy Roadmap 2030 for the 

Electricity Sector, 2022. Osunmuyiwa, O., & Ahlborg, H. (2019). Inclusiveness by design? Reviewing 

sustainable electricity access and entrepreneurship from a gender perspective. Energy Research & Social 

Science, 53, 145-158. 

Räty, R., & Carlsson-Kanyama., A. (2010). Energy consumption by gender in some European countries. Energy 

policy, 38(1), 646-649. 

Statistics Mauritius (SM), 2019. Household Budget Survey 2017, Mauritius: Statistics Mauritius.  

Statistics Mauritius (SM), 2020. Energy and water statistics - 2020, Mauritius: Statistics Mauritius. 

Statistics Mauritius, 2020, Digest of Demographic Statistics 

Statistics Mauritius (SM), 2022. Energy and water statistics - 2021, Mauritius: Statistics Mauritius. 

Statistics Mauritius Census 2022, Mauritius: Statistics Mauritius. 

UNDP Mauritius. (2015), United Nations Development Programme, Mauritius, 2015, Accelerating the 

transformational shift to a low-carbon economy in the Republic of Mauritius.  

Utomo, I., Tjahjana, D., & Hadi, S. (2018). Experimental studies of Savonius wind turbines with  

variations sizes and fin numbers towards performance. AIP Conference Proceedings,  

1931, p. 030041 
  

 
S.(. POORUN et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1939



 

Appendix 1 
 

Comparing Statistics Mauritius, 2020, Digest of Demographic Statistics per district 

vs 

Demographics of survey conducted 
 

Legend – Demographic Statistics Mauritius 2020 / Survey Statistics 

 

 

 

Data mapped on map of Mauritius 

 

In the responses received, Pamplemousses/Riviere du Rempart and Port-Louis have been underrepresented while 

Moka/Flacq and Grand-Port/Savanne have been overrepresented. 

 

Pampl + Riv. Du 

Rem 

20.5%/11.2% 

9.6%/4.5% 

6.9%/6.0% 

29.9%/23.5

% 

Grand-Port + 

Savanne 

14.8%/22.4% 

Moka + Flacq 

18.2%/32.4% 
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Abstract 

If you are thinking in terms of the goal, you can take the right intermediate steps and avoid bad decisions. Studies 

show that a supply from 100 % renewable energies is achievable by 2045 in Germany. The coupling of sectors 

plays a prominent role in this, as does the short-term to seasonal storage of energy. The use of the 100prosim 

simulation tool in target group-oriented workshops can help people to understand the interrelationships between 

energy production and the use side more clearly. The energy system of the future is developed jointly in a 

participatory process using the scenario technique. This article gives an insight into the use of the tool combined 

with the workshop methodology and summarises the experiences of numerous workshops and practical 

applications with different stakeholders. 

Keywords: scenario, 100 % renewable, coupling of sectors, simulation, workshops, future energy system 

1. Introduction 

The energy transition is complex and, in addition to technical adjustments and innovation, requires a social change 

process. The German climate protection plan stipulates that the implementation of the action plan and its further 

development should be linked to social discourse processes (Federal Ministry for the Environment, Nature 

Conservation and Nuclear Safety, 2016). Even if almost 90 % of Germans support the expansion of renewable 

energies (Agentur für Erneuerbare Energien, 2021), there is often resistance to the concrete implementation.  

Studies from Prognos, Öko-Institut, Wuppertal-Institut on behalf of Agora Energiewende (2021), the German 

Energy Agency, dena (2021) and the Wuppertal Institute (2020) show that a complete decarbonisation of Germany 

is possible. In order to achieve an energy supply from 100 % renewable energies, their expansion is essential. In 

addition, energy storage, energy networks (for electricity and heat) and the infrastructure for hydrogen must be 

expanded (Bundesnetzagentur, 2019; Siemens, 2020). Energy savings through efficiency and sufficiency are 

inevitable. The expansion of renewables is associated, inter alia, with a high demand for land, which could result 

in competition for its use (Weyberg, 2021). The need for a renewable energy supply, therefore, poses particular 

challenges for regions with high energy requirements in relation to land area (Niepelt, 2021). There is not only 

competition for use, but also conflicts of interests and goals. 

Participation and an open discourse are essential for the sustainable and effective implementation of the energy 

transition (Ried et al., 2017; Schreiber, 2012, Renn 2015, Ernst 2017, Fraune et al. 2019). Ried et al. (2017) state 

that the development of new structures in the energy supply represents a very complex challenge that requires a 

lot of specialized knowledge. There is a lack of this knowledge which must be compensated for, especially among 

municipal decision-makers (Rohe and Chlebna, 2021). Confidence in the procedures and competence of key actors 

in the energy transition on site, such as local administration and politics, is also closely linked to local acceptance 

(Hübner et al., 2020). 

Transformation research shows that model-based energy scenarios can be combined with systematic elaborations 

of social and political contexts (Schmidt-Scheele et al., 2019). One method for involving experts and stakeholders 

is the scenario technique. This technique is particularly useful for looking at long-term future developments, since 

it does not make any statements about one future but considers several alternative possible futures (Wassermann 

and Niederberger, 2015). It is particularly suitable for the analysis of complex topics and their realistic 

development possibilities. This also applies when the aim is to understand the future together more effectively 

(Minx and Böhlke, 2006). The interactive methodology with due regard to the scenario technique (Meinert, 2004) 

provides room for different points of view and helps to create a future scenario that is considered jointly 
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acceptable. This strength makes the tool interesting for a wide range of target groups. In this context it is very 

important to communicate about the assumptions made in the model and to make clear which input parameters on 

which base are used to make the model more valid and trustful.  

The use of the 100prosim simulation tool in target group-oriented workshops is explained in this article. The 

scenario technique of so-called ‘backcasting’ is used in the application of the tool. What the future should look 

like in the best case – which means here a carbon neutral energy production based on renewables without any 

nuclear or fossil energy sources – and how this scenario can be achieved is determined in the backcasting process 

(Robinson, 1982). The aim of the workshops is to help people to understand the complexity of the energy transition 

and get to know the interrelationships between energy production and energy use.  

Various workshops with different stakeholders were conducted and evaluated in the last three years. The research 

questions in this article are: In which areas of application was the 100prosim modelling tool used in connection 

with workshops and which results can be stated?  

2. Tool and workshop methodology  

The 100prosim is an open source Excel simulation tool. The software is offered and continuously developed by 

the registered association “Erneuerbare Energie-Szenarien e.V.” (www.ernes.de). The 100prosim tool reflects the 

use of energy across all sectors and establishes expansion targets. All energy needs should be covered by 

renewable energies in a target year determined by climate protection requirements, such as 2040. The data basis 

of the tool is a report for the state government of Lower Saxony (Niedersächsisches Ministerium für Umwelt und 

Klimaschutz, 2015). 

 

Fig 1: User interface 1 of the 100prosim modelling tool.  

Energy consumption and production are illustrated graphically in the future scenario in comparison to the status, 

as shown in Figure 1. Among other things, energy losses, surpluses and deficits are visualised and the connections 

between the individual sectors and the consumption and production side are shown. The necessary generating and 

storing technologies, the extent of their use and the changed utilisation structures compared to today become clear. 

Sector coupling with electricity as a central element will also become tangible.  

The energy consumption side includes the sectors of mobile applications, building heat, process heating and 

electricity applications. Hydrocarbon-based raw materials used in the industry are also included. These are 

synthesized from green hydrogen in the model. On the one hand, efficiency is taken into account, for example, 

through the technological potential in the area of drives and alternative fuels (Gmelin et al., 2008) and the 

technology used (Fraunhofer IWES/IBP, 2017). On the other hand, sufficiency plays an important role in the 
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model, for example, concerning the size of heated living area or the number of kilometres driven by cars or flown 

by planes.  

Regarding the energy production side, the energy requirement in the target year will be covered completely 

without fossil fuels or nuclear energy sources. The energy production is based on wind and solar power and 

biofuels from energy crop production. Ambient heat is used to supply heating to buildings using heat pumps. 

Hydrocarbon-based raw materials and fuels are synthesized from hydrogen. The current figures for the installed 

capacity of the individual technologies are taken into account for the energy production through renewables 

(Fraunhofer-Institut, 2020; Marktstammdatenregister, 2020) as well as the potential and respective space 

requirements (Bundesverband Windenergie, 2011; Deutsche Windguard, 2017). The power efficiency levels and 

their developments of the specific technologies are also considered accordingly (FGW, 2015; Fraunhofer ISE, 

2011). Different sectors or energy production sources can be adapted in the user interface 2 of the 100prosim 

modelling programme (shown in Figure 2). Influencing variables, such as the population, are included in the 

simulation to calculate the energy consumption and production. The tool also takes into account the detailed land 

use, for example, for grain (Regionalstatistik, 2020), grassland (Johann-Heinrich-von-Thünen Institut, 2012) and 

forest (Umweltbundesamt, 2014). 

 

Fig 2: User interface 2. In this case, for wind energy. There is a more detailed visualisation for each sector and technology.  

A scenario for energy supply in the future is jointly developed under guidance and moderation in the workshops. 

The workshop methodology is characterised by a co-operative and moderated way of working and aims to 

stimulate the discussion and increase the participants’ knowledge in the area of energy transition. Most of the 

workshops were conducted during the COVID-19 pandemic and were carried out completely digitally. These 

workshops had a uniform structure, as shown in Figure 3. After a presentation about the climate crisis, CO2- 

budget and –emissions in different sectors in Germany as well as the energy transition in general, the interactive 

part follows. Here, the participants use the digital voting platform Mentimeter to vote on various values in the 

areas of efficiency and sufficiency (e.g. the application of electric or hydrogen drives in the mobility sector or the 

expansion of wind power). These values are discussed and transferred directly into the scenario. The model of the 

future energy system makes simplifications in the area of grids and storage so that ad hoc changes in the workshops 

are visible directly. 

 

Fig. 3: Scheme of workshop methodology 

After working on the energy consumption side, the graphical user interface shows whether the assumptions made 

result in supply gaps and how large the shortfall is. The participants then look at the energy production side and 

can adjust the technologies installed based on the land available. In order to create a balance between consumption 

and production, the tool can carry out an automatic alignment based on either onshore wind turbines or open space 

Input 
Discussion and adaption of 

various parameters
Finding consensus and 

creation of a future scenario
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solar power systems. In the end of the workshop, a future scenario for energy supply is jointly discussed and 

developed. 

The 100prosim tool – in combination with the workshop methodology described – was applied in various fields: 

Workshop concepts at secondary school to master’s degree level have been developed and implemented in a 

project funded by the Lower Saxony Ministry of Science and Culture. Four different energy scenarios were 

developed by workshop participants and analysed in the context of this project. Twelve digital workshops with 

various stakeholders were conducted and evaluated in another project that ran from June 2020 until August 2021. 

The workshops were recorded in their entirety using the Zoom video conferencing software and transcribed 

anonymously for the qualitative evaluation of their communicative content. The transcription of the workshops is 

done with the software MAXQDA. The evaluation is based on the theory of qualitative content analysis by 

Kuckartz (2016).  

3. Results 

3.1 Substantially expand wind and solar power, reduce energy use 

As described earlier, the simulation tool compares the energy consumption across all sectors with the energy 

production required to cover it. Various input values e.g. the area for wind energy or solar power plants can be 

varied in order to achieve full supply from renewables. The corresponding effects on other sectors are illustrated 

directly after each change, making the interrelationships in the energy system understandable.  

As shown in Figure 3, the 100prosim tool demonstrates a comparison of energy consumption (left) and energy 

production (right) regarding scenario 4 from Figure 4 and 5. Values in blue next to the individual areas indicate 

the energy quantities required/produced in the target year 2040 compared to today. With a halving of demand 

compared to business as usual, 33 % of the total electricity demand would still have to be imported, with expansion 

rates of 11 GW per year for wind power and 15 GW per year for solar power. The building heating demand is 

almost completely covered by heat pumps and a renovation rate of over 4 % per year is assumed, which would 

reduce the building heating demand massively. The switch to electric vehicles in the mobility sector allows for 

large energy savings. 

 

Fig. 3: Illustration of the overview page “Cockpit 1” from the100prosim modelling tool. Parameters adapted as in scenario 4. 

In the workshops, participants can adjust the capacity of wind and solar power installed and see the impact of the 

change immediately. As shown in Figure 3, the scenarios have in common that wind and solar power will be the 

main pillars of the future energy supply. The installed capacity of wind power (onshore and offshore) ranges from 
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166 GW in scenario 4 to a maximum of 435 GW in scenario 2.  

  

Fig. 4: Results of four different scenarios created in workshops with 

different target groups using 100prosim showing the installed capacity 

of wind power (onshore + offshore) and solar power (rooftop + open 

space). With the exception of scenario 4 (import of approx. 700 

TWh/a), the primary energy demand indicated on the right is 

completely covered by renewable energies within its own area 

(reference Germany). 

 

Fig. 5: Amount of green hydrogen storage (stored 

capacity in TWh) to compensate for power 

shortage phases.  

 

The excess production of electricity on many days (especially in summer) is converted in 100prosim through 

electrolysers into hydrogen and is stored. In times of shortage, the hydrogen is converted back into electricity. 

Accordingly, both the electrolysis capacity necessary and the storage capabilities required emerge from the model. 

Green hydrogen, which is stored on a large scale underground in salt caverns, serves to compensate for periods of 

power shortage. This is also visualised in the tool, as shown in Figure 6. In order to minimise the storage capacities 

required, the generation of wind versus solar power should not be neglected.  

 

Fig. 6: Visualisation of annual electricity generation and consumption in 100prosim 

A homogeneous, positive attitude regarding the assessment of solar installations on roofs was shown in the 

qualitative evaluation of all twelve workshops. The participants basically agree with the expansion of solar 

systems on roofs and still see a lot of potential here.  

An ambivalent attitude towards the expansion of solar plants in open spaces can be observed in the workshops. 

The negative attitude in the workshops goes hand in hand with land consumption. In the context of careful and 
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efficient land use, agrivoltaic systems are mentioned as a sensible approach by stakeholders from the agricultural 

sector. 

Regarding wind power, participants of the workshops assumed that the expansion of offshore wind farm areas 

will increase in the future. This rise is justified by various aspects: on the one hand, due to greater social acceptance 

and, on the other hand, due to the potential of such installations. Furthermore, the fact that no land area is taken 

up is mentioned. Heterogeneous opinions prevail regarding the expansion of onshore wind energy. Critical voices 

report individual experiences with the loudness of the turbines and the shadow cast. The sympathy towards 

onshore wind energy plants is reflected mainly in the fact that an expansion of wind energy is demanded and 

potential is seen in it, thus, the further promotion of the plants is advocated. 

The participants generally express the opinion that existing renewable energy plants, such as wind power and 

biogas, should continue to be promoted. Distance regulations and restrictions for onshore wind energy plants, 

which make some plants impossible, are questioned and the lack of expansion in southern Germany is criticised. 

In addition, it is said that photovoltaic systems on roofs should be further expanded. Participants, therefore, 

actively propose solutions: exemplarily, tendering and approval procedures should be simplified, European 

Union-wide standards for expansion targets should be agreed upon and new technologies should be adequately 

promoted. 

The analysis facilitates the definition of suitable measures to reach the target set. The challenges for society are 

manifold and the necessary number and capacity of generating, converting and transmitting plants is large, which 

is why workshop participants see the energy transition as a joint task.  

3.2 Application in university teaching 

The 100prosim simulation tool was used with students in the Bachelor’s and Master’s degree programmes.  

The workshops in the Bachelor’s programmes were conducted in a seminar room at the university. The model is 

shown to the participants via laptop and beamer and posters are used for the discussion. The students get together 

in groups of two and go from poster to poster. They discuss the respective topic, jointly determine the value for 

the parameter and mark it with a dot on the poster. A framework for the selection is given by specifying the scale 

in the presentation. This is justified in the tool by deposited studies. The students define their target values for 

different areas: increasing the energy efficiency in the areas of process heating, space heating and electricity use 

with a sticky dot per group.  

The creation of the energy scenario is divided into two course sessions in the module “Introduction to Energy 

Economics” at the Master's level. The students have the task of creating their own individual scenario between 

the first and second session. In the second session, the individual scenarios are then combined into several group 

scenarios and, finally, a joint scenario is created in the plenary session. 

Very ambitious expansion goals are set. By contrast, lifestyle restrictions are rarely targeted. However, the more 

wind and solar energy needed to meet the energy demand, the greater the electrolysis capacity for hydrogen and 

the corresponding storage volumes must be in these scenarios. An increased use of biogas can reduce the amount 

of hydrogen needed to compensate for the shortage. 

The Bachelor students felt rather overwhelmed by the high complexity of the tool. According to them, they need 

more time in which to understand the tool more comprehensively. It becomes clear here that it is very important 

in the three-hour course session to explain the functioning of the tool well in advance and also during the 

application. The number and the changes between the applications PowerPoint for the presentation, Mentimeter 

for the queries and the different views of the simulation tool should be reduced to a minimum during an online 

seminar to allow the participants a better chance to understand. 

The Master’s students criticised the superficial application. They would have liked to discuss the results in more 

detail. It is also noted that the scenario includes unrealistic goals and, therefore, what is realistically feasible should 

be discussed. In addition, they students criticised that the model does not take into account some points, such as 

fuel cell mobility and free-field solar thermal energy. 

The evaluation of both application shows the high value of the tool in terms of knowledge transfer for participants 

with little or no prior knowledge. The interactivity of the application was very positively received. The 100prosim 

tool in combination with the learning method applied increased the motivation for the subject and the satisfaction 
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with the course generally among the Bachelor students.  

An important result is that working in small groups increases the activity and participation of all students. 

Discussions take place in which individual preferences and prior knowledge are exchanged. Additionally, the 

positive feedback is that the creation of energy scenarios helps students to gain an overview and understand 

interrelationships better. According to the students, it is also possible to understand the effects of changes in the 

system. The application helps them be able to assess expansion targets.  

3.3 Use case policy advice  

The ever higher targets for reducing greenhouse gas emissions at both a European and federal level require 

concrete action at the local level. The “planetary boundaries” in spatial planning and development have to be 

taken into account. One of them is the change of land use – for example, for fields, settlements or photovoltaic 

plants and bioenergy (Desing et al., 2019). Regional planning in Germany plays a crucial role in the planning and 

expansion of renewable energies on-site and the implementation of a federal energy policy (Wirth and Leibenath, 

2017). The area of tension is between the economic incentives at the national level and the spatial planning options 

that are more local and regional (Klagge and Arbach, 2013). Land and use competition (e.g. in the designation of 

areas for wind energy plants or open-space photovoltaic plants) plays a decisive role in this context and poses 

challenges for regional planning. 

The registered association “Erneuerbare Energie-Szenarien e.V.” carried out about 30 workshops directed at 

processes of regional development, organised by or with the participation of political bodies, local or state 

administrations and energy agencies. Five of these workshops in Lower Saxony, Germany, gave concrete impulses 

and suggestions for later spatial planning processes.  

Different points of view could be introduced and tested immediately in workshops with experts from the field of 

political consultancy using 100prosim. The direct experience of the effects on the energy balance made it possible 

to develop a common view within a short period of time. The holistic view of the energy system makes it clear 

that the 100 % target places much higher demands on politics and society than is generally realised. In addition to 

the rate of expansion, this concerns, first and foremost, the idea of sufficiency, i.e. a reduction in energy 

consumption over and above increases in efficiency. Fields of action can be found, for example, in the size of 

living space or individual mobility.  

4. Conclusion  

The workshops have shown that the methodology is very well-suited to understand the energy system of the future 

and its challenges. The limited availability of land for energy production is made clear. The visualisation of the 

abstract topic through the graphics of the software also conveys to the participants, inter alia, the limits of energy-

saving possibilities through efficiency and the important role of sufficiency in the context of the energy transition. 

Stakeholders expressed different opinions in the workshops, but these cannot be attributed to specific groups for 

the time being, but are spread across all workshops. Advocacy for or criticism of individual technologies are 

mostly justified by personal experience.  

The use of the 100prosim simulation tool ensures that the future scenarios are created within the limits of what is 

technically possible on the space available. Source information is available for each parameter, therefore, this tool 

is highly trusted. In principle, the energy transition is often supported, but limits, obstacles and risks are also 

strongly emphasised in some cases. However, the tool cannot be understood and operated without guidance due 

to the complexity of the energy system. In addition, the database must be constantly updated due to technical 

innovations and the interrelationships of the dynamic energy sector. 

The experience with the tool and the workshops shows that it is also possible to conduct the workshops both online 

and offline. The method has to be slightly adapted and materials or techniques prepared accordingly. But is has to 

be noted that to achieve a more effective discussion, it is better to conduct the workshops offline in a ‘real’ 

workshop setting.  

The concepts developed for courses at a Bachelor’s and Master’s level are suitable for increasing the 

understanding of the energy system as a whole. By reflecting on and discussing different areas, it is also possible 

to experience that the energy transition is not a purely technical project, but must be accepted and implemented 
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politically and socially. 

It also became apparent that there are still gaps in the knowledge in some areas. The discussions about hydrogen 

was one such example. Many people were not yet aware of hydrogen as a long-term energy source and its use in 

industrial processes. Many were also not aware of the increased energy input for the production of hydrogen. 

Additionally, people also need more information about the energy transition in the sectors of transport or heating. 

Neutral, independent and target group-specific information is urgently needed. 

In order to get closer to the participants and their own possibilities for action, the authors suggest that future 

projects look at expansion targets and energy consumption at the district or municipal level. Accordingly, a new 

version of the tool is being developed and not only the energy transition in Germany or a federal state, such as 

Lower Saxony, can be discussed, but also on a smaller scale regional level. This avoids thinking of “the others” 

first when it comes to the necessary expansion or behavioural changes. What needs to be done in one’s own 

municipality or district becomes more concrete. 
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Abstract 

Bringing master’s students closer to established scientists and scientific content was the main underlying idea for 

establishing a master’s course in connection with international solar energy conferences in the early 2000s. Since 

then, the course has been held at eleven conferences and will takes place for the twelfth time at EuroSun 2022. 

The organisation of the course spreads over four to six months but the work of the students on the technical content 

is concentrated over two to three weeks, culminating in active participation in the conference for one week. In 

addition to participating in networking activities, students work in pair on an assigned topic, attend the conference 

sessions on their topic and present their findings on the last day of the course. The results of a retrospective 

evaluation survey conducted at the end of 2021 show that the course was overwhelmingly a positive experience 

for the 26 former students who responded and that, for most of them, it had a positive impact on their following 

studies and careers. Due to the universal character of conferences in the scientific world, the concept can be 

replicated, with a few basic requirements, for other regional or thematic target groups. By sharing practical advises 

and lessons learned from previous editions of the course, the authors aim to facilitate this process. 

Keywords: solar education, master’s course, survey 

 

1. Introduction 

Scientific conferences, especially international ones, offer established and young researchers, often doctoral 

students, the opportunity to exchange content, to identify research trends and to build and maintain networks. In 

principle, undergraduate and master’s students can also participate in international conferences. This is often 

encouraged with discounted conference fees. Diverse studies in literature, mostly with undergraduate students, 

showed that the participation of students in conferences confirms or even reinforces their interest in research, both 

for their further studies and for their future professional life. These benefits have been found both for students 

who present their work at conferences (Mabrouk, 2009; Kneale et al., 2016) and also for those who attend only as 

audience members (Hall, 2015). 

Involving students in scientific conferences is not a new idea. Specially dedicated Undergraduate Research 

Conferences exists in different research fields and are notably widespread in the Anglo-Saxon world (Kneale et 

al., 2016). Presenting results at “normal” conferences is also an option and the impact on undergraduate students 

was studied for instance by Mabrouk (2009) in the field of chemistry. Two years in a row, Mabrouk submitted a 

survey to undergraduate research students who presented their findings in a dedicated poster session at a national 

US American conference. Of the 81 students who responded to the survey, 94 % rated their experience with the 

conference as “life changing or positive”. It also motivated them to continue their undergraduate research project 

(40 % very strongly). 

Since 2000 an innovative approach, so far with no equivalent found in literature, has been developed. It is 

dedicated to graduate students studying a master’s degree with knowledge in the field of solar energy, solar 

buildings and related topics. It consists in bringing international students together at an international conference 

related to solar energy in the framework of a master’s course. In this contribution, the objectives as well as the 

detailed organisational aspects of the course are presented. Lessons learned along the years are shared to facilitate 

future reproductions of the concept. The results of a retrospective survey sent to former students are also presented. 
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2. Starting point and objectives of the course 

There are many barriers limiting the access of students to scientific conferences. In addition to financial 

restrictions, the main obstacles are uncertainties about entering a professional environment that is completely new 

to them. This takes away the opportunity to come into direct contact with established academics, which could be 

very helpful for writing master’s theses and for a well-founded assessment of doctoral options. Also, students who 

leave the university directly after graduation would otherwise most likely never get an impression of a scientific 

conference. 

Based on this situation, the master’s course has been initiated in 2000 in connection with the EuroSun Conference 

and the Solar World Congress (SWC), two biennial conferences related to the field of solar energy and organised 

by the International Solar Energy Society (ISES) and a host institution. Since then, the course has been held at 

nine EuroSun conferences (2000, 2004, 2006, 2008, 2010, 2012, 2014, 2016 and 2018) and twice at the SWC 

(2011 and 2021). The course at the last SWC took place for the first time online, as the conference was held 

virtually due to the COVID-19 pandemic. The course will take place this year again at EuroSun 2022. Along the 

years with the experience gained and external constraints, some features of the course have evolved. Nevertheless, 

the main goals and features of the master’s course remain the same since its introduction and consist in (a) 

proposing an organisationally and financially attractive opportunity for students to participate in an international 

conference, (b) creating an atmosphere in which students feel safe and confident at the conference, (c) fostering 

opportunities for international networking with other students and doctoral candidates, but especially with 

established scientists, and (d) providing cutting-edge scientific knowledge on the topics of the conference. 

3. Organisation of the course 

The course is mainly organised by one or two professors and their assistants, depending on the years. The first 

author of this paper who initiated the course usually pairs with a professor from the host institution of the 

conference. The professors and assistants, also named lecturers in the following, are in charge of the practical 

organisation of the course, the communication with the conference organisers and ISES as well as the supervision 

and evaluation of the students. 

The course is open to a maximum of 20 international students. The course and conference language is English. 

Students meet in person at the location of the conference which lasts between three to four days and is organised 

every second year in a different country in Europe (EuroSun) or in the world (SWC). Even though the main, in-

person, part of the course is concentrated over the week of the conference, which usually takes place in autumn, 

the preparation for the course stretches over four to six months. A detailed time schedule is shown in Fig. 1. 

 

Fig. 1: Schematic timeline of the master’s course 

Application for the course is the first step and takes place online four to six months before the conference. The 

course is advertised worldwide through various networks, so that the composition of the group is very 

international. Students are offered a free access to the conference from the conference organisers but must pay for 

their own travel and (part of) accommodation costs. During the selection process, in addition to the educational 

background of the students, attention is paid to the greatest possible diversity in terms of fields of study, countries 
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of origin, languages and gender. After confirming their participation, the students choose each three to four topics 

of their choice from the 15 to 20 different themes of the conference. Topics could be, for example, “Solar heat for 

industrial processes”, “Innovative photovoltaic systems” or “Thermal Energy Storage”. On this basis, 

international pairs are formed, i.e. a maximum of 10 groups in total, each of which concentrates on one of the 

topics during the course. 

One to two weeks before the conference, the students start working on the technical content. They receive the 

long version of the conference papers submitted by the conference participants and should read, analyse and 

discuss the contents with their respective partners. The goal is to come to the conference with already an in-depth 

knowledge of the conference contributions on the topic that was assigned to their group. This preparation makes 

it easier for them to follow the scientific discussions and interact with the authors during the conference. On the 

last day of the course, which takes place the day after the conference ended, the students present the content-

related findings on their topic to the other students and the lecturers. In their group presentation, they give a brief 

overview of the current state of research on their topic. Then they present the two to three conference papers they 

consider most relevant and critically discuss their findings. Following each 20-minutes presentation, a discussion 

of about the same length ensues with the group of students and the lecturers. At the end of the presentation day, 

the course is evaluated in a joint discussion round. 

4. Originality of the teaching concept 

The teaching concept is unique – no equivalent is known to the authors or could be found in literature – and the 

objectives, listed above, are much broader than simply learning technical skills on a given topic. 

As reported by Hall (2015) quoting a student, after an experiment bringing undergraduate students to a conference 

“the students felt a little uncertain about their presence as […] “the role of the student at the conference was not 

set out clearly””. The concept of the master’s course presented here tries to overcome this issue in creating an 

environment where the students feel at ease during the conference. This is achieved with the organization of 

several networking activities and involvement in the activities of the conference. On the evening before the 

welcome reception, students and lecturers meet for the first time personally at a joint dinner in a suitable location. 

The day before the start of the official technical content of the conference, a room with internet access is available 

to the student for joint content-related work. On the first day of the conference, a “solar-speed-dating” event as 

well as a young professional get-together event are organised by the ISES. The students of the master’s course are 

encouraged to participate in both events which are open to all students, PhD candidates and young professionals 

participating in the conference. During the “solar-speed-dating” small groups of four to six students and young 

professionals can exchange ideas with established experts on a previously selected topic. After 20 to 30 minutes, 

groups and topics change. This is repeated once or two times. Overall, these events are explicitly intended to help 

students of the course to get to know more conference participants in an informal way and specifically to reduce 

inhibitions about approaching established scientists. This all contributes to the fact that the students already know 

a relevant part of the participants at the conference and no longer feel isolated. Pictures illustrating shared 

moments during the course are presented in Fig. 2. 

   

Fig. 2: Pictures of shared moments during the course: group photo at EuroSun 2006 in Glasgow, United Kingdom (left), students 

working in group on their presentations at EuroSun 2008 in Lisbon, Portugal (center) and get-together dinner at EuroSun 2014 in 

Aix-les-Bains, France (right). 

Furthermore, when preparing for their final presentation, students are encouraged to talk to the authors to discuss 

the results and more practically to get their slides as material for the final presentation. Also, during the week of 

the conference, a daily time slot is arranged for the students to meet with the lecturers to ask organisational and 
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content-related questions, or questions regarding the conference in general. Last but not least the students are 

given the task of presenting their motivation, impressions and gained knowledge as well as a message to the solar 

community in five to ten minutes during the closing ceremony. They do not get real guidelines for this 

presentation, so the content varies in an original way from year to year. Pictures of presentations during the closing 

ceremony are shown in Fig. 3. 

   

Fig. 3: Pictures of presentations of the master’s course during the closing ceremony at EuroSun 2004 in Freiburg, Germany (left), 

EuroSun 2012 in Rijeka, Croatia (center) and EuroSun 2016 in Palma de Mallorca, Spain (right). 

Emphasis is also placed on improving the presentation skills of the students. During the discussion round 

following each presentation on the last day of the course, students are asked to evaluate their own performance. 

Did everything go as planned? Were they too nervous? Did they always look at the audience as they had planned? 

In addition to the content of the presentation, the discussion provides suggestions for improving the presentation 

technique and the structure of the slides. Pictures taken during the last day of the course are shown in Fig. 4. 

   

Fig. 4: Pictures of the last day of the course during the final presentations of the students at EuroSun 2010 in Graz, Austria (left), 

EuroSun 2012 in Rijeka, Croatia (center) and EuroSun 2018 in Rapperswil, Switzerland (right).  

Overall, the students work intensively over a period of two to three weeks in an international environment that 

was previously unknown to them. They learn to manage their time very well. In addition to their topic, for which 

they have to prepare their final presentation, they naturally have the opportunity to participate in all the other 

sessions and events of the conference. With these different features of the course, the students learn (a) working 

in an international environment, for almost all of them in a foreign language, (b) cutting-edge knowledge of current 

developments in the field of solar energy, (c) time management under time pressure, (d) presentation techniques 

and self-criticism, (e) networking competences with international students, doctoral students, and experts. 

Moreover, their fear of contact with science in general and with established scientists in particular is reduced. 

5. Retrospective evaluation of the course 

To grasp the long-term impact of the course on the students, a short survey with 16 multiple choices questions 

and one final open question was sent at the end of 2021 to all participants of nine editions of the course between 

2004 and 2018. The email addresses gathered along the years were used for this purpose and 155 people contacted. 

With 26 full questionnaires answered the response rate of 16.7 % is relatively low and is certainly mostly linked 

to the delay between the events and receipt of the survey. A first hurdle was the validity of the contact data as 

26 % of the sent emails resulted in a “Delivery Status Notification (failure)”. 

In the following the main results of the survey are presented in Fig. 6 to Fig. 10. For each question, the number of 

respondents n is specified. The questions as they are formulated in the survey are given in the title of the figures. 

When assessing the results, it should be borne in mind that a long period of time had elapsed between the course 
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and the survey, more than 15 years for some of the respondents. The survey was anonymous, but the year the 

students participated in the course was asked. An overview is presented in Fig. 5. Interestingly students from all 

nine courses responded, except from EuroSun 2004 for which the share of invalid email addresses is especially 

high (64 %). 

 
Fig. 5: Year of course participation of the respondents to the survey (n = 26). 

A few general questions were asked first. For the large majority of the respondents (84 %) the course was their 

first participation at an International Conference (Fig. 6, left). Most of them (60 %) are not in contact anymore 

with other course participants (Fig. 6, right). For those who do (10 respondents), the number of former students 

they are still in contact with was asked in a text field and varies between one and three (2.3 in average). One 

answer is unprecise (“less than 10”). 

  
Fig. 6: Answers of the respondents to two general yes and no questions. 

The large majority (88 %) of the respondents is still active in the renewable energy and/or the energy efficiency 

sector (Fig. 7, left). Further details about the current activity of the respondents who positively answered the 

question “Are you still active in the renewable energy and/or energy efficiency sector?” are shown in Fig. 7 (right). 

Several choices were possible to answer the question “Which of the following describe best your current 

activity?”. The checkbox “Other” was accompanied with a text field for specifications. Overall, more than half of 

the respondents (52 %) are still involved with research, and seven of them (30 %) are connected to academia. 

Industry (35 %), consulting (30 %) and planning (17 %) are the other main fields the current activity of the 

respondents is related to. 

After the general questions, more specific questions related to a retrospective evaluation of the courses were asked. 

The answers to a first set of questions are presented in Fig. 8. For each question the scale goes from 1 (fully 

applies) to 5 (does not apply), with the possibility not to answer. Overall, the course was a positive experience for 

the respondents, 73 % keeping positive memories of the course (fully applies) and 77 % would recommend other 

students to participate in a similar course (fully applies). For most of the respondents the experience gained during 

the course was significantly helpful for the rest of their studies (62 % in categories 1 and 2), as well as for their 

careers (62 % in categories 1 and 2), even though less significantly for the latter. The impact of the course on the 

career path is less marked, as it is significant (categories 1 and 2) in 30 % of cases. For 31 % of the respondents 

the course had a limited or no impact on their career path (categories 4 and 5). 
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Fig. 7: Answers of the respondents to the questions related to their current activity. Multiple choices were possible for the question 

“Which of the following describe best your current activity?” (right) and only the answers of the respondents who answered yes to 

the question “Are you still active in the renewable energy and/or energy efficiency sector?” (left) are integrated. 

The participants to the survey were also asked to evaluate the pedagogical content of the course on four different 

aspects from a scale from 1 (very good) to 5 (very poor), with the possibility not to answer (Fig. 9). Opportunities 

to improve or acquire knowledge and skills is rated very good in 54 % of the cases for the networking skills, 38 % 

for the presentation skills and 27 % for the language skills and the technical knowledge. It is rated good in 54 % 

of the cases for the technical knowledge, 50 % for the presentation and language skills and 23 % for the 

networking skills. 

 
Fig. 8: Answers of the respondents to the questions related to the retrospective evaluation of the courses (n = 26). 

Finally, an overall evaluation of the course was asked (Fig. 10) on a scale from 1 (very good) to 5 (very poor), 

with the possibility not to answer. 92 % of the respondents positively rate the course (categories 1 and 2), among 

which 42 %-point give a very good assessment. 

 
Fig. 9: Answers of the respondents regarding the pedagogical aspects of the course (n = 26). 
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Even though the low response rate to the survey leads to an imperfect representation of the opinion of the former 

students who participated in the course, the responses obtained are in line with the objectives of the course. For 

most of them the course was their first participation in an international conference. It is not a direct objective of 

the course but interestingly the majority of the respondents are still working in the research field or even in 

academia for almost a third of them, which is high considering that in 2019 in the EU27 2.8 million people were 

working as researcher, which represents 3.5 % of the population aged 15..64 with tertiary education (Eurostat, 

2022a, 2022b; World Bank, 2019). The causal relationship between having participated in the course and a high 

inclination to work in the academic and research field cannot be inferred from the survey data. It can however be 

noticed that three (43 %) of the respondents still active in academia responded with fully applies to the statement 

“The course has influenced my career path”. Two answers to the final open question “Would you like to add one 

or two sentences about you and the course?” from former students still active in the research field are even more 

explicit as one states that “[the course] has helped shape [her/his] career” and the second that “participat[ing] at 

an international scientific conference as a student encouraged [her/him] to pursue a career in research”. 

 
Fig. 10: Answers of the respondents to the overall evaluation of the course (n = 26). 

Concerning the opportunity to learn new skills, networking is rated at the highest among the four assessed, which 

is not surprising giving the context of the course organised with various group activities at a scientific conference 

which is by essence centred around networking. This is also reflected in the fact that a non-negligible share of the 

respondents remains in contact with former course students. The method chosen to evaluate the presentation of 

the students in the last day of the course as detailed in section 4 also seems to be successful as the opportunity to 

learn presentation skills is rated at the second highest. 

6. Practicalities and lessons learned 

The format of the course can basically be multiplied and transferred almost at will, as regular international 

(European) conferences are also common in other academic disciplines. However, some basic requirements must 

be met. First, the conference organisers must be willing to provide access to a limited number of students at very 

attractive conditions, ideally free of charge. For the students to be able to work on the technical contents, the 

written conference papers must be available in full length (not only abstracts) at least a few days before the 

conference. The lecturers must also be prepared to bear the significant organisational burden of the course, 

although only a minority of the participants come from their own universities. 

Over the years several organisational aspects have been improved. Especially in recent years, a significant number 

of students who had registered online for the course and were selected to participate have not kept their 

commitment, so that they needed to be replaced by students from the waiting list. This is an iterative and time-

intensive process. In the worst cases students cancelled in the last days before the conference or (rarely) did not 

even show up, making it difficult to replace them. To reinforce commitment, it was decided in the last editions of 

the course to introduce a registration fee as a precondition for participation in the form of a compulsory registration 

as Young ISES Member. Registration costs of 22 € (half for students from low-income countries) are acceptable 

for students and act as a commitment check. Registration as Young ISES Member is an existing procedure that 

has been preferred to a direct fee transfer for instance which would require greater administrative efforts. During 

the month of topic selection (Fig. 1), students must confirm their participation by completing Young ISES Member 

registration. Students who did not complete their registration after a given deadline are replaced by others from 
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the waiting list until the group reaches 20 students or the waiting list is exhausted. 

Shared accommodation was suggested by the students to encourage group dynamics, so where possible, rooms 

for the students are pre-booked in a youth hostel at the conference venue. In recent editions of the course, funds 

have been raised to subsidise (part of) the accommodation costs of students staying at the youth hostel. On the 

one hand, this reduces the financial burden on the students who have to finance their travel costs, and on the other 

hand, it prevents students from choosing alternative accommodation, in which case the creation of a group 

dynamic would be hindered. 

All in all, participation in the course requires more financial and organisational efforts from the students than 

participation in regular courses at their own universities. These unavoidable barriers to participation act as 

“motivational check” so that the participants are often already highly motivated and committed students, eager to 

learn more about solar energy and renewable energy in general. 

Besides the various financial incentives, the students receive at the end of the course a graded certificate of 

achievement from the home universities of the lecturers. The grade is awarded based on their final presentations 

and corresponds to an assumed workload of 90 hours or three ECTS credits. Thus, by having the certificate 

recognised at their home university, students can ensure that the work invested in the course also counts towards 

their studies. To date, there is no known case of a university in Europe not wanting to recognise this certificate of 

achievement in a relevant master’s programme. 

In terms of technical content, a wide choice of topics is available, but students are always assigned one of the 

three or four topics they have selected. Conference themes are thematically grouped together when necessary to 

form the list of topics proposed to the students of the course. This avoids having topics with an unequal number 

of scientific contributions. 

7. Conclusions and outlook 

In more than 20 years, eleven conferences and soon twelve, the innovative concept of the master’s course 

presented in this contribution has proven successful. The course is now well established and is a standard feature 

of the EuroSun conferences. According to the informal feedback the authors have received, other conference 

participants are usually pleased to see young scientists participating enthusiastically and therefore happy to answer 

their questions. In addition, the course is often mentioned as one of the conference highlights in the speeches at 

the closing ceremony. 

The answers to a retrospective evaluation survey sent to former students confirm that the vast majority of the 

26 respondents had a positive experience of the course. Besides the opportunity to improve or acquire various 

skills and knowledge, it appears that the course had a substantial impact on their following studies and even on 

their careers. It is interesting to note that most of the survey respondents are still involved in research in their 

current activity. 

With this contribution, the authors encourage others to replicate the concept, which should be possible in most 

academic fields with only a few basic requirements. The main hurdle is probably the time needed to organise the 

course. Over time the authors have developed and improved material such as an online registration form, a detailed 

timetable for the organisation of the course, answers to frequently asked questions or standard emails for 

communication which could be shared with interested parties on request. 
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Abstract 

Solar Decathlon (SD) competitions offer to participating universities a unique opportunity for introducing into 
higher education a learning by building approach, with students as important drivers of the whole process. Making 
Solar Decathlon projects available for an intense after-competition use in the field of teaching and research 
multiplies their impact in the field of research and education. Within Annex 74: Competitions and Living Labs of 
the International Energy Agency’s (IEA) Energy in Buildings and Communities (EBC) program 22 living lab 
projects have been analysed, resulting in a detailed description of their contribution in the fields of new educational 
methodologies and educational materials, impact on higher education curricula and campus as well as the 
generation of educational networks. Challenges have been identified regarding organization and management, 
integration into the established academic settings, or sustainability of projects over time, which need to be 
addressed to integrate more widely living labs as educational tools in higher education. 

Keywords: Solar Decathlon, living labs, higher education, solar houses, prototypes 

 

1. Introduction 
Solar Decathlon is an international student-centered competition that challenges the selected teams to design, 
build and operate highly efficient and innovative housing prototypes powered exclusively by solar energy. The 
positive impact of the event can be prolonged through a well planned and executed after-competition use of the 
prototype buildings. Tracking projects of earlier competitions shows that many of the projects lacked a solid after-
competition use concept, and as a result or could not be reconstructed, or had only a limited lifespan due to a lack 
of financing, lack of options for a final location or a lack of use and management concept, among others. Making 
Solar Decathlon projects available for an intense after-competition use in the field of teaching and research 
multiplies their impact in the field of research and education, especially when used as educational living labs 
which showcase sustainability strategies for buildings in the field of efficiency, sufficiency and consistency to a 
broad public in and outside universities.  

Living labs can be defined as interoperable collaboration environments supporting user‐driven open innovation 
processes (European Commission 2009). Whereas innovation has been formally a task of individuals as 
entrepreneurs, a collaborative approach to innovation with multiple stakeholders seems to be a valid and useful 
option in a world of increasing complexity (Almirall 2009). Open Innovation is defined as an open process where 
multiple stakeholders collaborate in the process of jointly developing new products or services (Chesbrough 
2006). Schuurman et al. (2013) differentiate living labs that support context research and co‐creation from living 
labs focused on knowledge exchange, focused on exploration and not on co‐creation. Nevertheless, a review on 
case studies of living labs shows a huge diversity of concepts and denominations, e.g. applied research centre, 
showcase home, research laboratory, demonstration building, experimental platform, community lab, prototype 
home, and observational research facility among others (Masseck 2016).  

In the context of Solar Decathlon competitions and higher education, a living lab can be understood as a place 
where construction, monitoring and evaluation can happen at one place through a multi-stakeholder approach 
(students, researcher, companies, administration, general public), in a co-creation or open innovation process. This 
allows for user-centered research under real conditions of use (house occupancy experiments) with real-time 
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feedback about performance data, user comfort, user-building interaction, energy management and energy 
efficiency among others (Masseck 2017). Therefor living labs deriving from the experimental housing prototypes 
of Solar Decathlon competitions can essentially support the holistic search for truly sustainable housing concepts.  

In result, getting inspired by successful examples of post-competition living labs and learning about related 
challenges and obstacles is a useful contribution for future teams and their stakeholders. The presented research 
has been carried out in the framework of Annex 74: Competitions and Living Labs within the International Energy 
Agency’s (IEA) Energy in Buildings and Communities (EBC) program.  

2. Objectives 
The purpose of this research is to make knowledge available about the after-competition use of Solar Decathlon 
projects as living labs to those with the intention to participate in a living lab competition and those who are on 
the way to set up their own living lab. The results should allow a compact overview for future organizers and 
teams about successfully implemented living labs. Main sources have been the in-depth analysis of former editions 
of the Solar Decathlon, mainly the European editions, but also case studies from the US and Africa, together with 
survey results and experts’ interviews which summarize the stories and experiences behind the projects. 

One principal idea of this focus report is to let the project leaders speak about their personal experience in the 
post-competition use phase of Solar Decathlon (SD) prototypes. These key players have been asked about which 
outcomes they can report, which successful actions could be implemented and what has been achieved during this 
important use phase of SD prototypes. On the other side survey and semi-structured interviews allowed gathering 
information about the challenges they have encountered, the learnings that could be achieved, and asked for 
recommendations to be given to future SD participants, teams and project leaders. 

This research focuses specifically on living labs which are used for educational purposes in their after-competition 
use phase, as this allows a prolonged positive impact in the field of higher education, with the possibility to train 
and educate whole generations of future professionals in and around the prototypes.  

3. Methodology 
This research has been structured in two parts: Online research regarding the current location, use and ownership 
of former Solar Decathlon (SD) projects on one side, and a survey and interview-based research on specific 
projects based on direct communication with their current directors on the other. Projects from the original US 
competition since 2002, the Solar Decathlon Europe (SDE) competitions since 2010, and the first Solar Decathlon 
Africa competition (SDA 2019) have been taken into consideration. A total of 152 projects from US competitions 
since 2002 have been revised regarding their post-competition use as educational living labs. 25 projects have 
been selected in a first search for current operative living labs related to education. 15 projects have been further 
analysed and 11 resulted in educational living labs with a high interest for this research. On a European level, 
competition participants since 2010 have been listed and searched through the corresponding webpages, especially 
the www.building-competition.org website, supported by the Annex 74 work. 12 potential current operating 
educational living labs have been identified and after a deeper analysis, 9 have been selected as educational living 
labs with a high interest for this research. Regarding the Solar Decathlon Africa (SDA2019) competition 4 
potential living lab projects have been identified and 2 projects could be further analysed and information about 
current activities has been facilitated for this research.  

After the selection of potential interesting projects and based on the information encountered, a data sheet has 
been drafted based on previous research of the author (Masseck 2016) with a summarized description of each of 
the projects, pictures of its current state, contact details to owners or operators, as well as links to publications of 
current activities. In parallel an educational living lab survey has been designed with 4 blocks of questions. A first 
block focuses on concepts of each educational living lab, asking for the educational methodologies applied, 
educational materials generated, target groups who benefit from the project, its impact on higher education 
curricula and campus, and about new educational networks which could be generated. In a second block of 
questions project leaders have been asked for a critical view on their living lab project, focusing on the challenges 
and obstacles encountered in the 3 areas of concept and implementation, costs and maintenance, and operation 
and outcomes. 

 
T. Masseck / EuroSun 2022 / ISES Conference Proceedings (2021)

1962



 
Based on the received survey answers, a semi-structured interview has been requested to the project leaders, and 
7 interviews could be held, gathering valuable additional information about specific success stories as well as 
individual drawbacks of projects, which could not be collected through the standardized survey.  

4. Results 
4.1. The post-competition lifespan of Solar Decathlon prototypes 
Project leaders have been asked to estimate the foreseen lifespan of their projects, and answers have been given 
between 3 years and “no end foreseen”, but an average lifespan between all documented projects can be estimated 
in around 5-6 years, with the oldest ones operating over 14 years and the newest ones recently starting their post-
competition use phase.  

It is worth to mentions that lifespan is an important aspect for the payback of energy, effort, and money of a project 
after a Solar Decathlon participation, but the intensity of use must also be taken into consideration for evaluating 
the overall success of the after-competition use. Some prototypes show very low activity during a longer period 
after competitions, before being activated and used again. Others get immediately reconstructed and used for 
ongoing research or dissemination activities. This often depends on how the after-competition use phase has been 
planned beforehand and important aspects like final location, use rights, maintenance and management have been 
clarified and corresponding agreements have been closed among partners. 

4.2. Educational methodologies and teaching formats applied 
Due to the character of the Solar Decathlon competitions as a student-driven event, which allows in-depth learning 
by planning, building, and operating real prototype buildings, all projects are linking teaching, research and 
innovation during their development and execution. 

In the after-competition use phase some projects seem to focus more on research activities, others foster 
specifically educational initiatives, and many of them maintain a mix of both. Regarding the specific use for 
education, online research and survey results allow the following description of the post-competition use of 
projects: 

• Prototype exploration through students (materials, systems, concepts) (20 out of 22) 

• Measurements and evaluation of the prototype in-situ (thermal comfort, system performance, bioclimatic 
solutions, comparison of measurements and simulation) (20 out of 22) 

• Seminars/workshops inspired by the special place (18 out of 22) 

• Co-creation initiatives for new projects, bringing together different stakeholders (students, researchers, 
companies, administration…) (10 out of 22) 

4.3. Educational materials generated 
A major outcome of Solar Decathlon projects are project documentations, monitoring results and results of testing 
of innovative materials, components and installations regarding their energetic, constructive and aesthetic 
performance. Beside these technical documents, many dissemination materials are generated like leaflets, video 
presentations and recorded guided visits, as well as open online courses (MOOCs), virtual or augmented reality 
presentations among others.  

Online research and survey results allow the following description of generated educational materials: 

• Documentation of the prototype used regularly as case study for teaching (16 out of 22) 

• Articles published about the prototype (5 out of 22) 

• MOOC course developed in or around the prototype building (2 out of 22) 

• Augmented / virtual reality representations (3 out of 22) 

4.4. Positive impact on higher education curricula and campus 
Solar Decathlon projects do have a major impact on a faculty due to its duration from start to competition of 
around 2 years, the intensity of workload for students and teaching staff, as well as the high visibility of the project 
in and outside university.  
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Online research and survey results allow the following description of positive impact on higher education curricula 
and campus: 

• Creation of new infrastructure (19 out of 22) 

• Creation of new forms of teaching focused on real project and construction (12 out of 22) 

 
Project leaders describe the impact on HE curricula as following: 

• As I have presented the projects in my lectures at the faculty, most students now know them. What works 
particularly well are three films we have made: two mini-documentaries and a mini-film. Students and people 
across the world love these and share them in social media.  

• The main impact on our curriculum is an increased ratio of practical studies and experiments with a real 
building. The SD prototype is now used as a seminar room, in which we can descriptively discuss with the 
students about building energy efficiency, indoor climate and the usage of renewable energy for buildings. 

• Our school is focus on acting on the reality. This kind of projects allows us to inspire to the students in 
order to go further than the typical classes. 

• The project helped us to identify the strengths and weaknesses of the different courses of the faculty, 
highlighting the need for more in-depth interdisciplinary teaching. For this purpose, the teaching staff must 
be trained or have an interdisciplinary background. This is one of the best ways to give the different classes 
and respond to the questions and concerns of students. 

• In general, the project has reinforced the idea of mixing students from different disciplines (architecture, 
civil engineering and environmental engineering) under a single course type workshop. 

• There is more room now for collaboration between different disciplines and more collaboration with 
companies 

• Our university is convinced of the educational value of teaching by project. 

• The students and professor of the project continue to work together within the framework of an 
association they created and new research subjects related to the theme are launched: PVT, Phase change 
materials, ...  

4.5. New educational networks generated 
A Solar Decathlon participation is for universities a major opportunity for building up networks of students, 
researchers, companies and institutions, which support the project during development and construction through 
contribution of material and know-how, participation in linked research projects or funding, among others. These 
networks across disciplines are useful for education, research and market-uptake objectives, according to the 
interest of each partner. Networks often persist in the post-competition phase and are valuable outcomes of the 
competition for universities on medium and long-term. 

Online research and survey results allow the following description of positive outcomes regarding the generation 
of educational networks: 

• Creation of student networks which persist in the post-competition phase and often result in a common 
professional project like a start-up or a cooperative (15 out of 22) 

• Creation of research networks which allow generating research and innovation outcomes in and around 
the prototypes (6 out of 22) 

• Creation of institutional networks which keep supporting the project in the post-competition phase, a 
new participation in a later competition or a similar project on local or regional level (7 out of 22) 

In this context it is worth to mention the specific UPC experience during Solar Decathlon Europe Competitions 
since 2010. The UPC prototypes LOW3 (SDE 2010) (Figure 1), e(co) (SDE 2012) (Figure 2), Ressò (SDE 2014) 
(Figure 3), and TO (SDE 2019) (Figure 4), resulted in the generation of cooperatives of former team members, 
creating sustainability focused architecture practices, as well as prolonged collaboration as operators of the 
respective prototypes together with public administration and university as stakeholders.  

LOW3 (SDE 2010) allowed to generate a first collaboration of second- and third-year students at the Vallès School 
of Architecture (ETSAV) of UPC. 2 years later these students formed a new competition team for SDE 2012, 
using LOW3 as on-campus infrastructure for their meetings and networking activities.  
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E(co) (SDE 2012) has been the core project that initiated the foundation of the Arqbag cooperative 
(www.arqbag.coop), which at the date of this report states of 7 founding members and 3 collaborators, developing 
sustainable architecture projects with a specific focus on the social innovations like neighborhood facilities and 
co-housing projects. Some Arqbag members are also part of the current teaching staff at ETSAV (UPC), and 
through this link transmit their knowledge, attitude and experience gained in the last years to following generations 
of students. 

Ressò (SDE 2014) gave place to the association Accio-Ressò, constituted by former SDE students, which after 
the competition in 2014 directed the re-building and implementation process of Ressò as a neighborhood facility 
at Sant Muç (Rubí) in cooperation with the city council of Rubí. Ressò since then has served as a platform and 
space for multiple activities which contributed to improve the living quality of the neighborhood. It has served as 
a multifunctional space for educational activities regarding energy efficiency, it supported the implementation of 
energy efficiency projects in the neighborhood, and it hosted other activities like yoga classes or similar offers for 
a neighborhood which lacks this kind of offers. Administrative issues led to the temporary closure of the 
installation at the time of writing, but according to the drivers of the project, a re-activation is planned.  

TO (SDE 2019) is the newest project at UPC and has been rebuilt at the UPC Campus South Diagonal in the 
beginning of 2020, with the aim to start activities as a Living Lab that allows guided visit and educational 
initiatives for UPC students and the general public. The project has received support for this post-competition use 
by the city council of Barcelona and the Barcelona Energy Agency. Due to the pandemic outbreak, specific 
activities could only start from early 2022 onward. Currently the house is occupied by students who live and 
evaluate the house under real conditions of use. 

    
Fig. 1: LOW3 (SDE 2010) 

(Picture: Torsten Masseck) 
Fig. 2: (e)co (SDE 2012) 

(Picture: Arqbag) 
Fig. 3: RESSÒ (SDE 2014) 
(Picture: Torsten Masseck) 

Fig. 4: TO (SDE 2019) 
(Picture: Torsten Masseck) 

Learnings for a successful after-competition use of SD prototypes can be especially achieved through a critical 
review of processes, obstacles and success stories linked to specific projects. A critical analysis by project leaders 
themselves and specific recommendations out of their experiences made, are most valuable in this context. 

4.6. Concepts and Implementation 
The after-competition use of Solar Decathlon prototypes requires a concept for the implementation of prototypes, 
especially a place where to rebuild the house, with the possibility to stay for a certain period. Also, entities must 
be linked for this new phase of operation and exploitation through agreements and contracts.  

Project leaders reported the following aspects and experiences through the survey and personal inter-views: 

• Getting it rebuilt after the competition has proved to be very hard compared to the speed of construction 
during the competition, because everyone was tired and busy again with other things, and the weather was 
bad during winter. It was a struggle. We have also had trouble getting things arranged regarding the hand-
over. 

• It is very hard to find a building site on the university campus where a SD prototype can stay for several 
years (this process had a duration of 3 years in our case) 

• To re-build it again was an achievement itself. And we started pretty well with neighbors. But city hall 
did not allow them to self-manage the space. 

• The main difficulty is the situation (the use of the land) and the creation of a convention with the owner 
of the land. In this case the convention defines that the cultural exploitation of the prototype is in the hand of 
one entity, and the maintenance (with associated costs) is of … the two institutions that use it as research 
infrastructure. 

• It requires a different attitude from teachers 
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• Here are some obstacles and drawbacks when using our SD prototype post-competition as an 
educational living lab: the project is too far from our university, there is a lack of operating budget and also 
a lack of a regulatory framework for the operation of the project: after two years an agreement is still being 
prepared 

These quotations and the additional information given through interviews, as well as the knowledge about projects 
which suffered from the lack of adequate location for their after-competition use and therefore had to be 
dismantled, show that a clear planning for location and after competition use is essential. 

4.7. Costs and Maintenance  
Cost and Maintenance of prototypes in the post-competition use phase are critical aspects. After competition end 
resources are often limited, many teams even have accumulated debts during the whole process of development, 
construction and competition, and new funding is necessary to cover cost for reconstruction at a new location.  

Project leaders reported the following aspects and experiences through the survey and personal interviews: 

• Arranging well that one party can do the maintenance, operation and eventual demolition was a 
struggle. The money has gone and parties taking over usually want to be paid for it, which in our case came 
down to dodgy arrangements for which the faculty eventually paid the bill. Better to have this arranged 
beforehand with people who are trustworthy. 

• The SDE competition format doesn't really consider the necessary costs for the reconstruction in the post 
competition phase. 

• The maintenance is a big issue because city hall does not want to spend money regularly. The re-
assembly was relatively easy. The maintenance is much more complicated. 

• Who takes care of it and who pays are the key questions. A usage convention has solved this. 

• It is difficult to find a viable business model. 

• Lack of operating and maintenance budget for the project. 

These testimonies focus on the importance to secure financial resources for re-construction forehand. Estimating 
the maintenance costs of the prototype in the post-competition phase and clarifying who will take them over and 
for how long are key questions to be approached as early as possible. 

4.8. Operation and Outcomes 
Operation in the post-competition phase might be critical. New agents might have taken over the responsibility of 
the project, or shared operation is agreed among several entities. Daily operation also requires personal and 
material resources as well as knowledge about the prototype itself. All this leads to critical situations of the 
operation and exploitation of prototypes which must be handled and solved. 

Project leaders reported the following aspects and experiences through the survey and personal inter-views: 

• You definitely need partners in the administration of your institution which love the project. 

• The operation was thanks to good will from the team members and illusion from neighbors. 

• Ensuring that the prototype is operational for research purposes and that the sensor data is correctly 
uploaded to the database etc. is a special challenge. In general, the facility management of the prototype 
created for a temporary competition is not an easy task due to the "test" component of its creation. 

• Finding a balance between the needs of education and the needs of companies. 

• Lack of a regulatory framework for the operation of the project: after two years an agreement is still 
being prepared. 

• Overall, it can be stated that the following aspects are most relevant: Plan operation beforehand and 
clarify administrative support as early as possible to avoid de-lays due to necessary negotiations and missing 
framework. Consider that technical challenges might appear, as prototypes are student built and might need 
improvement for long-term operation and monitoring. 

According to the testimonies it results key to plan operation beforehand and clarify administrative support as early 
as possible to avoid delays due to necessary negotiations and missing framework. Furthermore, it must be 
considered that technical challenges might appear, as prototypes are student built and might need improvement 
for long-term operation and monitoring. 
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4.9. Integration in academic curricula 
Solar Decathlon prototypes in their post-competition use phase con be valuable objects and places for new 
teaching formats, interdisciplinary educational formats, and innovative experience-based learning initiatives. 
Nevertheless, existing higher education curricula are generally little flexible regarding innovations in form or 
content. 

Based on the survey and personal interviews, project leaders described their experience regarding the integration 
of Solar Decathlon prototypes into the academic curricula as following: 

• The Idea is to integrate the prototype in some specific subjects, but COVID postponed all. 

• I use the prototype examples in my lectures, and they are used for tours of new students coming in in 
August, but furthermore, there is no embedding in the curriculum. We do ask students to connect graduation 
projects to the prototypes, which has been done regularly. 

• This worked very, very good in our case. No challenges. 

• Not much. One studio was focus on this reassembly for a year and it helps to do the next SDE edition. 

• The prototype has been very much exploited during its elaboration so at a curricular level the interest 
has decreased, but the willingness to make use of the prototype for a facility management via digital tools 
such as the BIM is now up to date. 

• It takes time. 

• The project is too far from our university. 

These testimonies allow drawing the conclusion that it is important to integrate new teaching based on living labs 
in academic curricula as early as possible, as little flexibility exists generally for adapting higher education 
curricula to new academic formats or contents. It is also mentioned that reconstruction of SD prototypes requires 
time and resources which might delay the readiness for post-competition uses, but also opens the possibility to 
consider reconstruction and operation itself as an academic activity to be embedded in HE curricula. Finally, 
digital tools (MOOCs, BIM) might open up possibilities for additional use in higher education curricula when 
academic interest in the SD prototype itself decreases over time due to loss of novelty. 

5. Conclusions 
The explanations given by project leaders about the post-competition phase and resulting initiatives and activities 
give testimony about the prolonged positive influence of Solar Decathlon prototypes, when implemented properly 
for a post-competition use as living labs.  

It shows that the generation of networks among the huge diversity of participants is one of the most interesting 
outcomes which benefit all type of stakeholders of a project. Companies get into touch with potential future 
collaborators, Higher Education Institutions (HEI’s) build up or improve their university-industry relationships 
and their collaboration with public institutions, students build up interdisciplinary networks that often allow 
generating a core group for a start-up initiative, or any other type of cooperative enterprise linked to the project, 
but also beyond. Educational networks based on a university project evolve many times towards professional 
relationships over time.  

After describing the diverse impacts achieved, obstacles encountered, and conclusions drawn by the interviewed 
project leaders it can be stated that there also exists a certain pressure for teams to convert SD projects into high 
impact post-competition labs and only a view really succeed in achieving a high visibility and high impact through 
a holistic implementation and a strong concept. 

Nevertheless, beyond the visible part of a post-competition use as living lab, almost all projects generate a huge 
number of distributed, small-scale benefits, which are difficult to detect and to document, but which exist, like 
new professional projects, e.g. cooperatives or students getting employed by companies which supported and 
collaborated in SD projects, or simply the human networks generated. 

Solar Decathlon projects are generally milestones for faculty advisors which have a high component of stress, 
risk, but also rewards as researchers and lecturers. Struggle with after-competition use seems to be typical, with 
conflicts to solve regarding the available work force, because students are exhausted or leaving university, lack 
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of financial resources with many teams come back from the competition without resources left or even with some 
debts to deal with, and a lack of organizational support e.g., for finding appropriate location and operational 
support at university. 

The analysis of 22 projects allowed a detailed description of their contribution in the field of new educational 
methodologies, educational materials, impact on HE curricula and campus as well as the generation of educational 
networks. Projects often generate participatory teaching and learning processes in interaction with many other 
relevant societal stakeholders. The analyzed living lab projects show the diversity of possible approaches and their 
potential to create impact, but also allow identifying a series of challenges of the concept regarding organization 
and management, integration into the established academic settings or sustainability of projects over time, which 
need to be addressed to integrate more widely living labs as educational tools in higher education. 
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Abstract 

In many African countries, access to electricity and potable water is capable of development, especially in 

rural areas. Another issue is the lack of practical components in the education system which is one source of 

the high unemployability rate since it is more theoretically oriented. The project ‘Industry Integrated Dual 

Engineering Studies in a North-South Collaboration (IIDES-NSC)’ aims to address the issue of limited access 

to electricity and water in the West African state of Côte d’Ivoire. To reach these purposes, the first dual study 

program in Côte d’Ivoire is developed and introduced at the University NANGUI ABROGOUA. It combines 

theoretical, practice-oriented, and project teaching modules, which enable the students to work on a prototype 

for a self-sufficient electricity and water supply system to be installed in a model village. To acquire the 

competencies demanded by the industry, technical, economic, and social modules have been included in the 

development of the curriculum, together with relevant stakeholders from industry, public institutions, and 

universities. One of the four semesters of the study program will take place at the Hochschule Niederrhein in 

Germany, where the Ivorian students will develop and build one out of a total of two prototypes and 

simultaneously increase their intercultural skills. In the end, the study program can make an important 

contribution to combating the high unemployment rate among graduates and at the same time accelerate the 

expansion and security of renewable energies and water supply infrastructure in Côte d’Ivoire. 

Keywords: Academic Education, Industry, Dual Study Program, Côte d'Ivoire, Electricity and Water Supply 

 

1. Problem and Motivation 

The access to electricity and water in rural areas in Côte d’Ivoire as well as in large parts of Africa is limited. 

According to Ivorian government sources, the national coverage rate of drinkable water and electricity was on 

average about 80% in 2020, whereas there are differences between rural and urban regions. The coverages are 

lower in rural areas that are situated far from the governmental infrastructures. Africa is a priority region in the 

World Energy Outlook 2019 to provide a robust, evidence-based platform for energy decision-makers 

(International Energy Agency, 2019). The ‘Sustainable Africa Scenario’ of the African Energy Outlook 2022 

wants to achieve universal access to affordable electricity by 2030, although 43% of the total population in 

Africa lacks access to electricity at present (International Energy Agency, 2022). As the African population 

continues to grow, the absolute number of people without access to electricity and water continues to increase. 

The supply of electricity and clean water is closely intertwined and leads to direct interdependencies and 

impacts (Newiadomsky and Tietze, 2017). 

The safely managed national coverage rate of drinkable water in Côte d’Ivoire in 2020 was 35.20% (14.58% 

in rural areas and 54.47% in urban areas) (WHO/UNICEF JMP, 2021). In addition, only 69.70% of the Ivorian 

population had access to electricity in 2020,  (94.50% of the urban population and only 43.10% of the rural 

population) (The World Bank, 2022). The sometimes long and time-consuming supply chain for potable water, 

which is largely handled by adolescents, especially girls, severely limits the educational and training 

opportunities of those affected (Mitsubishi UFJ Research and Consulting Co., Ltd., 2013; Noubactep, 2016). 
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The poor supply of electricity also hinders education, since there are often no possibilities for students to learn 

after sunset. It also affects economic power, so only a limited production of goods (e.g. with the help of 

electrical tools) is possible. Besides, increasing electricity demand is predicted in Côte d’Ivoire due to 

economic growth (International Energy Agency, 2019). The highest potential for electricity generation in Côte 

d'Ivoire lies in solar energy, which is why the Ministry of Energy plans to expand the installed capacity of 

photovoltaic plants by up to 424 MW by 2030 (Seier, 2016). The following figures show that the potential for 

electricity generation from photovoltaics in Côte d'Ivoire is very large. The figure on the left side (Fig. 1) 

shows the global horizontal irradiation and the one on the right side (Fig. 2) the photovoltaic power potential 

in Côte d'Ivoire. 

 

Fig. 1: Global Horizontal Irradiation in Côte d'Ivoire  

(Solargis, 2022a) 

 

Fig. 2: Photovoltaic Power Potential in Côte d'Ivoire  

(Solargis, 2022b) 

 

Despite the large photovoltaic power potential, the share of electricity production from renewable energies 

(excluding hydroelectric) in total electricity production in Côte d'Ivoire is still extremely low with only 1.2% 

in 2015 (The World Bank, 2022). The Ivorian government's expansion plans are essential to provide 

decentralized renewable energy to the growing population, especially in rural areas. 

This conflict can be complemented by other areas, such as education. In most of the public universities in Côte 

d'Ivoire, learning is more theoretical than practical. Human resources managers at Ivorian companies often 

complain that university graduates' knowledge is based on a purely theoretical foundation and their practical 

experience is still lacking. Therefore, in industrial human resources management it is said that university 

graduates are not ready to enter the industry. In general, graduates have to start working as a trainee in industrial 

companies for around two years after graduation, to be considered as potential full employees. As a result, 

universities and companies in Côte d'Ivoire rarely work together or enter into long-term collaborations. 

According to Yapo (2018a), the recruitment rate of graduates in Côte d’Ivoire was only 14.43% in 2016, which 

means that almost 86% of these graduates were unemployed. At the same time, the average overqualification 

rate in Côte d’Ivoire is 29.69%, from which workers with secondary and higher general education are more 

affected (38.15% and 30.68%, respectively) and especially women are more exposed than men (30.97% versus 

29.25%, respectively). As a result, graduates often start to work in sectors that do not require the special 

knowledge of their former studies, so a quick adaption to the field of work is necessary. 

Introducing a dual study program, where theoretical and practical knowledge are gained simultaneously, is a 

big step forward to improving the economic power in Côte d’Ivoire and helps students to get in contact with 
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interested companies early, who might be willing to employ them after their graduation. The practical 

relevance is the biggest advantage of dual study programs. The main goal is to enable students to 

simultaneously gain theoretical knowledge as well as practical experience from working in a local company in 

the field of e.g. energy or water supply. Since students who study in dual programs already gain a lot of work 

experience during their studies, they are better prepared for professional life in terms of working experience. 

Currently, there are no dual study programs in Côte d'Ivoire, although they have great potential to strengthen 

cooperation between universities and companies and reduce unemployment rates among graduates. This and 

the fact that the Ivorian government has issued optimistic targets for the expansion of renewable energies lead 

to the development of the project idea and concept. The dual study program will contribute to the development 

of the Ivorian economy by improving electricity and water supply in rural areas, employability of graduates 

through practice-oriented higher education, cooperation with local institutions and companies as well as 

enabling the local population to solve electricity and water supply problems independently and sustainably. 

2. Application-Oriented Study Program 

This paper presents some solutions to tackle the beforementioned problems in Côte d’Ivoire by implementing 

a dual study program that combines practical and theoretical teaching modules with a focus on renewable 

energies (specifically solar energy) and water supply. The students will not only learn engineering-specific 

content but will simultaneously work on a prototype of a small-scale plant to supply electricity and water in a 

model village in a rural region. This can make an important contribution to combating the high unemployment 

rate among graduates and simultaneously accelerate the expansion of renewable energies and water supply 

infrastructure in Côte d'Ivoire.  

The first group of students will develop and construct a small-scale electricity and water supply plant within 

the framework of practice-oriented teaching modules. One of the key objectives of the project is that the 

developed and implemented dual study program at the University of NANGUI ABROGOUA will remain after 

the end of the project so that a sustainable expansion of Ivorian academic education and acceleration of 

renewable energy development can be achieved. The following groups of students will then work on other 

projects accompanying their studies, which will meet the requirements of the industry. The basic structure of 

the Ivorian dual study program is shown in the following figure. 

 

Fig. 3: Basic Structure of the Dual Study Program 

As shown in Fig. 3, the Master's program that will take place at the University NANGUI ABROGOUA in Côte 

d’Ivoire is a four-semester continuing education program. It’s composed of technical, economic, social, and 

project modules, partly to be conducted at the university and partly to be conducted at a company to have 

competitive training. One semester abroad at the Hochschule Niederrhein is firmly anchored in the curriculum 

(third semester of the study program). The study in Germany is to be structured with a duration of one semester 
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including the practical part. 

The first two practice-oriented project modules of the study program are intended for concept development 

and detailed planning of a prototype by the Ivorian students. During the third semester, the students travel to 

the Hochschule Niederrhein in Krefeld (Germany) to build up and operate the first prototype. After finishing 

the semester abroad, the training material and facilities are to be transferred to the University NANGUI 

ABROGOUA in Côte d’Ivoire. Subsequently, students from the Hochschule Niederrhein from existing study 

programs fitting thematically into the topic of the study program in Côte d’Ivoire, will visit the University 

NANGUI ABROGOUA to work together with the Ivorian students on a second prototype. The mixed student 

group has to consider its experiences during the build-up of the first prototype as well as local sourcing for 

components and necessary work to be done.  

In the dual study program, the Ivorian and German students will learn how business models are set up and 

what is important during development, using the prototype as an example. The best business model will be 

selected in the program of a competition, involving local financiers and industry partners. The first prototype 

is set up at the campus in Abidjan and put into operation. Afterwards, the procurement of local materials for 

the second prototype starts and the workspace is prepared. 

Further German students (not necessarily from the mentioned group before) travel to Côte d’Ivoire during the 

fourth semester to write their thesis about the project from technical and economic perspectives. At the same 

time, the Ivorian students build and implement the second prototype on campus. After the successful 

installation and operation of the second prototype at the University NANGUI ABROGOUA, it is brought to 

the selected model village and put into operation. The last practice-oriented task during the study program is 

the evaluation of the operation experience and an improvement of the planning steps.  The existing plans for 

the first two prototypes should be improved or enhanced in a way to create a basis for a small series. 

Furthermore, possible additional industry partners will be addressed to develop business models for a small 

series of the system. 

3. System Design of a Small-Scale Plant for Electricity and Water Supply in 
Côte d'Ivoire 

One possible design of a small-scale plant is shown as an Inventor drawing (cp. Fig. 4) and as a Piping and 

Instrumentation Diagram (P&ID) (cp. Fig. 5). 

 

Fig. 4: Inventor drawing of the small-scale water supply powered by a solar energy plant 

Fig. 4 shows the overall concept of the small-scale plant for electricity and water supply for rural areas. For 

water supply, groundwater will be pumped into a so-called groundwater storage tank installed at a certain 

height. From there, the groundwater is transported either to the water treatment station inside the 20-feet 

container to be chemically and bacteriologically treated or directly into a service water storage tank to be 
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distributed to the population. The needed electricity for the small-scale plant is provided by several solar 

panels, which are installed on racks on top of the container. Surplus electricity not used by the water treatment 

system will be used by the population for other needs. Further usage of surplus electricity still has to be 

designed according to the local needs of the model village.  

The chosen model village is located near the city of Duékoué in western Côte d'Ivoire, 400 km from Abidjan. 

It is a village of cocoa tree farmers that is not connected to the public electrical and water grid. There are many 

other villages in the surrounding area, so the developed concept can serve as a flagship for other villages. For 

the design of the prototype, all basic conditions like the number of villagers, service and drinking water demand 

of the model village must be recorded and included as parameters in the calculations. 

The students of the master’s program at University NANGUI ABROGOUA will be enabled to create and 

communicate visualizations using internationally common tools. To be able to build a small-scale water and 

electricity plant, it is necessary to develop a P&ID diagram (cp. Fig. 5) in advance. Gaining the skill to do so 

will be part of the dual study program as the students will have to develop this diagram on their own within 

group work. 

 

Fig. 5: P&ID diagram of the small-scale water supply and treatment plant 

The purpose of P&ID diagrams is to show the plant’s components and the associated connecting parts and 

measuring devices. It is possible to locally purchase each necessary part to build the plant in remote rural areas, 

which do not have a connection to the national electricity and water grid. 

Fig. 5 shows the main parts of the plant, the groundwater pump PA01, the intermediate storage tank BA01, the 

service water storage tank BA02, the service water pump PA02, the UV-C lamp UV01, and the drinking water 

storage tank BA03, and the circulation pump PA03. The capacity of the storage tank must at least equal the 

daily drinking water demand of the model village, where the plant will be operated. From there, the 

groundwater is either pumped to the water treatment station inside the container or into the service water 

storage tank BA02, depending on the filling level of the drinking water storage tank BA03 and the overall 

demand for drinking water. The service water pump PA02 is switched on automatically with a differential 

pressure switch if water is withdrawn and the pressure in the connected pipelines drops. It is possible to use 

the service water in emergency operations for drinking water treatment, for example, in the event of a 

malfunction of the groundwater pump PA01. For this purpose, the service water is led to the drinking water 

treatment. A consistently high drinking water quality is guaranteed by the circulation of the drinking water 

through the UV lamp UV01. The circulation is carried out by the circulation pump PA03. Flow sensor F01 

controls the circulation pump PA03 and guarantees that the maximum flow rate of the UV-C lamp UV01 is 

not exceeded even when the drinking water is circulated. 

Particularly in the case of decentralized plants for electricity and water supply in rural regions, there are mostly 
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no specialized personnel and materials available on site. The system should therefore be as robust and simple 

as possible so that errors or malfunctions can be rectified by trained personnel on-site. For the developed 

concept and the associated business model to be successful on a large scale, the highest possible water quality 

must be achieved at a low cost. The system should therefore also be designed to be as inexpensive as possible. 

The plant design in Fig. 5 can be adapted and thus an alternative more robust version can be worked out. The 

P&ID diagram of a more robust version is shown in the following figure. 

 

Fig. 6: P&ID diagram of the small-scale plant (optimized for robustness) 

This version (Fig. 6) is designed for the case where the villagers have in-house storage tanks. Therefore, in this 

version there is no need for an automated circulation of drinking water by directing the circulation to the 

intermediate storage tank BA01 through the pipeline LR06. From the intermediate storage tank, the 

groundwater as well as the circulating water is directed gravimetrically through the treatment system to the 

drinking water storage tank BA03, as in the previous version. The flow is controlled manually by an operator 

via valve Y05 and local flow meter F01. The flow rate must be set by the operator at the maximum level of 

the intermediate storage tank to the permissible flow rate. Dry running of the circulation pump PA03 is 

prevented by the digital level sensor L01. The pump is automatically switched off whenever the level of the 

drinking water storage tank falls below it. 

4. Conclusion and Perspectives 

The project thus makes a significant contribution to achieving some of the 17 Sustainable Development Goals 

(SDGs) of the United Nations. The dual study program developed in the project is not only intended to combat 

unemployment of highly qualified personnel (SDG 8: Decent Work and Economic Growth) but also to improve 

unrestricted access to water and electricity for the Ivorian population in rural regions (SDG 6: Clean Water 

and Sanitation; SDG 7: Affordable and Clean Energy). With the implementation of the first dual study program 

in Côte d'Ivoire, the project contributes to the achievement of SDG 4 (Quality Education). An equal number 

of female and male students are selected to start the program in a gender-neutral way (SDG 5: Gender 

Equality). With the practice-oriented teaching content, the link between academic teaching and industry is 

established so that it is easier for engineers to enter the business world (SDG 9: Industry, Innovation, and 

Infrastructure). 

The goal of the project is to introduce the dual study program by October 2022 and to install the small-scale 

plant in the model village by the end of 2024. In addition, the study program is to be maintained through long-

term cooperation between the participating universities and the integration of new practice-oriented project 

modules so that the project can have a long-lasting impact. 
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Abstract 

This paper presents the experiences of developing and executing a graduate solar energy engineering course designed 
around challenge based learning (CBL). The course structure is presented and mapped to CBL principles, followed 
by an assessment of student outcomes and lessons learned by the instructors. The course has increased in popularity 
and feedback from students suggest the CBL format is a large reason. Graduated students also see the value of CBL 
in their careers, beyond traditional engineering training. The time needed by both students and instructors to execute 
a course is seen as a possible limitation and requires dedication to the approach. CBL is recommended for course 
instructors working with complex energy systems, particularly in prosumer situations, where relationships between 
technological, economic, and social aspects are present. 

Keywords: Challenge driven education, solar energy systems, prosumers, simulation, multi-objective 

 

1. Introduction 
Interest and application of challenge based learning (CBL) in higher education has grown significantly over the past 
decade, and is commonly seen as an effective method for engineering students to expand their disciplinary knowledge 
into socio-economic spaces (Gallagher and Savage, 2020). While a commonly accepted definition is lacking, a 
proposal from Malmqvist et al. (2015) is oft cited: 

Challenge-based learning takes places through the identification, analysis and design of a solution to a 
sociotechnical problem. The learning experience is typically multidisciplinary, involves different stakeholder 
perspectives, and aims to find a collaboratively developed solution, which is environmentally, socially and 
economically sustainable. 

Likewise, Leijon et al. (2021) identify several keywords from the Apple computer company’s definition (2008), 
where the term “challenge based education” was coined, which present many similar themes: multidisciplinary, 
teaching and learning, technology, real-world problems, collaborative, communities, ask, subject area knowledge, 
solve challenges, take action, and share.  

The course “Solar energy systems for buildings and cities” was a graduate level course (year four of a five-year 
master’s degree) at KTH Royal Institute of Technology designed primarily for students in the Sustainable Energy 
Engineering (SEE) program. It was developed in 2016 around the CBL model and given six times between 2017 and 
2022. While many (if not most) courses in the program rely on project-based learning in groups, the CBL aspect of 
this course make it somewhat unique. Due to the restructuring of the master’s program, many topic-specific courses 
have been absorbed into larger courses on integration, including this course. The experiences of developing and 
executing the course are presented here as a case study in CBL as applied to solar energy engineering and aim to act 
as a reference and inspiration for future course development. 

2. Course Structure 
The overall aim of the course is to give students a fundamental understanding of solar energy applications in the built 
environment and skills in designing solar energy systems. Since the students are mostly coming through the SEE 
program, it is expected that they have prior understanding of solar radiation, the basic function of solar thermal 
collectors, and the photovoltaic (PV) process, however it is not given as a strict prerequisite requirement. This course 
is therefore focused predominantly on systems design and the specific intended learning outcomes (ILO) are: 
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- ILO1: Describe the principles of solar thermal and photovoltaic technologies for buildings, including; 
design, economics, and application 

- ILO2: Analyze and communicate the techno-economic characteristics of solar energy systems for the built 
environment 

ILO1 is examined using an individual home assignment consisting of short answer questions (100-200 words) where 
students demonstrate critical understanding of the material. ILO2 is examined using a group project (three students 
per group) with a final report (approximately 30 pages) and a final presentation (10 minutes). The course is worth 6 
ECTS credits (1.5 to ILO1 and 4.5 to ILO2) and is given over nine weeks, meaning that each student is expected to 
spend, on average, 16 hours per week on the course. In total there are 14 hours of lecture (not including the two-hour 
introduction), eight hours of software demonstration, a two-hour seminar at the course midpoint and a two-hour final 
seminar. In this case, one “hour” consists of 45 minutes due to breaks within and between course events. There are 
also four occasions where the groups can register for a 30-minute consultation to get personalized assistance 
(analogous to office hours), and a study visit to the department’s rooftop laboratory where they can see a multitude 
of solar technologies related to the instructors’ research. 

The course is designed around the CBL project with nearly all course activities work to support its completion. The 
lectures and software demos are heavily biased to the first three weeks of the course, whereas later weeks are open 
for project/assignment work. The first lecture (after the introduction) takes a high-level view of solar energy in 
buildings by introducing technical and economic key performance indicators (KPI). Since both solar thermal and PV 
systems will be analyzed, it is critical for students to think early on about what they hope to achieve in their design 
and how it relates to the goals of their client, the occupants, and society. Educational content is delivered in a 4+4 
format, where a topic receives four hours of lecture and four hours of software demo in a single week. This approach 
helps reinforce concepts through repetition; the lectures present the theory which is then repeated and animated 
through the construction of a functioning model. The final four hours of lecture are dedicated to systems integration, 
which also has some repetition of previous concepts, and but is largely aimed at demonstrating more clearly the 
tradeoffs involved with various design choices. 

The assignment follows a similar structure to the course content and is designed to test recall and explain core 
concepts. Since the assignment is given on the first day and is due (at latest) the same day as the project, the questions 
are also written in such a way that they can also help form critical connections for completing the project. For 
example, asking students to contrast and compare two relevant KPIs in the assignment can help them formulate their 
project analysis and avoid mistakes. Three weeks before the final seminar, there is an early deadline for the 
assignment that gives students the opportunity for bonus points. The points are the external motivation for students, 
however the educational motive for doing this is twofold; first it means students will focus on understanding concepts 
which will benefit their work in the project, and second it better distributes workloads, which inevitably piles up at 
the end the course (and all their other courses on top of it). 

Due to the mixture of technical, economic, and social aspects, a single textbook could not be found to base the course 
on. Specific chapters from two books are instead referenced in the lectures and recommended for further reading; for 
solar thermal it is venerable Solar Engineering of Thermal Processes (Duffie and Beckman, 2013) and for PV it is 
Solar Energy Engineering (Kalogirou, 2009). These however only provide core concepts, and more nuance on market 
forces and policy are provided through the IEA’s annual Solar Heat Worldwide (Weiss and Spörk-Dür, 2021) and 
Trends in Photovoltaic Applications (IEA, 2021). Finally, a number of scientific articles and reports are referenced 
in the lectures and provided as additional resources for voluntary reading beyond the core concepts. 

There are two computer programs to execute the analysis – Polysun (Velasolaris, 2020) for solar thermal and System 
Advisor Model, or SAM (National Renewable Energy Laboratory, 2020) for PV. In the first few years, Polysun was 
used for both technologies, however row-to-row shading of the modules was also applied to the building, causing 
changes to heating loads and inconsistency in the analysis. SAM also has a superior parametric analysis feature, 
which makes completing the project easier. As an educational tool for building heating systems, Polysun has the 
advantage of combining an intuitive graphical interface with a low barrier to entry. Students are able to get working 
models quickly and can reference one of the many templates if needed. Even though the instructors are using 
TRNSYS in their research, the steep learning curve, difficulty in debugging models, and greater effort needed to 
export and post-process results make it challenging to use in a shorter course. Even in a five-month long solar energy 
course, students have asked for more time to learn TRNSYS or dedicated software training (Kummert, 2016). 
Polysun is also more commercially oriented, meaning it is more likely to be used in a professional environment, 
whereas TRNSYS tends to be used more often in academia. 
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3. Challenge Based Learning Project 
The group project is presented to students as though they are energy consultants, and their client is a real estate 
developer that wants a solar energy design strategy for multi-family housing units across Europe. The building is 
standardized (i.e. identical in all locations) and as much roof area as possible is left open for solar energy capture. 
The firm is technology agnostic, therefore the students must deliver the “best” system that “optimizes” the technical 
and economic potential of the roof space. 

Placing “best” and “optimize” in quotations is a key aspect of the description, as it represents the problem formulation 
portion of CBL. The students are forced to think about what “optimum” means, for the client (real estate company), 
the building’s eventual owners/tenants, and for society (i.e. climate change or other environmental factors). They are 
given the freedom to define “optimum” for themselves (with motivation), necessitating their own selection of 
technical, economic, and environmental key performance indicators (KPI) and the methods of applying them. 

3.1 The Target Building 
All groups work with an identical building: a four story, multi-family house with 18 apartments and an air-to-water 
heat pump to supply domestic hot water and space heat, with the Polysun system diagram shown in Figure 1. Students 
can optionally use a system with both heating and cooling if they are in a cooling dominated climate. The building 
demand and mechanical system are pre-defined and provided in a Polysun file, meaning students are only asked to 
add solar energy supply to the system. The roof is flat with an area of 16 x 28 m available for collectors or modules, 
and the long side of the building is facing south. There is also an option to install building-integrated PV via 
translucent glass in the balconies on the southern facade, which are already planned to have traditional glass. 

 
Fig. 1 - Baseline heating system provided with the target building 

3.2 Locations 
There are eight locations across Europe with each group assigned to one: Stockholm, Copenhagen, Paris, Munich, 
Milan, Barcelona, Thessaloniki, and Izmir (Turkey). The locations are specifically selected to represent a diverse 
range of climates and solar generation potential, as well as electricity prices and generation portfolios with varied 
greenhouse gas emissions, as shown in Table 1. For example, Copenhagen’s greater need for heating (i.e. electricity 
demand) combined with high electricity prices can produce better economic outcomes than Izmir, even though Izmir 
has 70% more annual irradiation. Climate files using the same data but formatted for each program are provided, and 
aside from electricity prices, which are location specific, all other economic boundary conditions are standardized 
across all groups. This includes a selection of solar collectors, PV modules, and PVT collectors available in each 
program’s library, a list of generic components (e.g. tanks, valves, inverters) with prices, and prices for installation. 
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Tab. 1 - Solar, electricity price, and greenhouse gas emissions of each location 

Location GHI Avg. Temp. Purchase Sell GHG 
Units kWh/m2/yr °C €/kWh €/kWh gCO2-eg/kWh 

Copenhagen, Denmark 982 8.3 0.241 0.046 386 

Paris, France 1070 11.1 0.161 0.071 93 

Munich, Germany 1124 8.0 0.259 0.072 574 

Thessaloniki, Greece 1566 15.4 0.143 0.070 757 

Milan, Italy 1292 11.8 0.189 0.073 448 

Barcelona, Spain 1460 15.7 0.190 0.067 312 

Stockholm, Sweden 923 6.5 0.155 0.054 25 

Izmir, Turkey 1690 16.7 0.085 0.066 750 
 

3.3 Analysis Approach 

As mentioned above, the students are given the freedom to choose their own design goals and KPIs with which to 
measure those goals, and their analysis must motivate their “optimal” recommendation to the client. This is achieved 
through several rounds of semi-structured parametric analysis. Given the large number of variables, particularly 
within solar thermal systems, it is impractical to test every possible configuration parametrically in a single course. 
The analysis structure, shown in Table 2, gives students a process to follow and is also used in examination. For 
example, if a group is only interested in achieving an E-grade for the project, they only need to successfully complete 
the basic level analysis. Generic settings are provided at lower levels to make the analysis possible, which are then 
tested/replaced later on. For example, it is suggested to use a single inverter for each row of the PV system to make 
it easy to test all possible capacities and tilts in a single parametric analysis, however an inverter selected specifically 
for the final design must be made at the end of the analysis to receive the highest grade. The students are advised to 
study each technology independently using comparable KPIs. Once completed, they can decide if they wish to take 
one technology, mix the two, or use a PVT hybrid. Again, this decision should be made using their selected KPIs to 
demonstrate that their design is brings the solution closer to their stated goal(s). 

Tab. 2 - Parameters tested at the three levels of analysis 

Level Thermal Photovoltaic 

Basic 
Collector area 

Tilt angle 
Tank size 

Capacity 
Tilt angle 
Azimuth 

Intermediate Tank connections 
Temp. sensor 

Module type 
Building load 

Advanced Tank splitting 
Controller settings 

Inverter selection 
Battery / BIPV 

There is a small difference in the approach for thermal and photovoltaic systems. With solar thermal, the design 
specifications chosen at one level can be locked in when moving up to the next level. For example, once the collector 
area is chosen, it can remain at that size when altering control parameters. For PV, it is expected to repeat the full 
parametric analysis for capacity and tilt angle at the intermediate level. This is done for two reasons; first, the results 
can vary significantly, particularly with testing the different building load profiles for heating/cooling only or the full 
site load with apartments included. And second, SAM makes it relatively easy to accomplish this once the parametric 
study is established so the workload is not an excessive burden. A common challenge through the project is the 
balance of tasks and time, which is discussed further throughout the paper. 

4. Student Outcomes 
In the early years of the course, the delivered projects often lacked technically successful systems. Students were 
given free reign and encouraged to try nearly any design or technology they liked so long as it could be qualitatively 
motivated with thermodynamic theory. This limited their ability to complete a parametric analysis, or in the worst 
cases, get a successfully running simulation. Many were enticed by advanced concepts like borehole thermal storge, 
which is tantamount to attempt running before being able to crawl. This led to a standardized mechanical system 
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being provided (Figure 1) and adding more analysis structure (Table 2), providing the students with a clear(er) 
pathway through the design process. This was particularly helpful to students experiencing a CBL project without 
clearly pre-defined goals for the first time in their engineering education. 

Most students tended to prioritize the needs of their client, the real estate developer, and make their aim economic 
maximization. The KPI of choice does vary between internal rate of return (IRR) and net present value (NPV), with 
most using NPV. This is likely due to one of the lectures demonstrating how optimizing NPV can lead to larger 
system designs, so it is seen as a middle way as compared to optimizing for IRR or maximizing solar fraction. In 
practice, students find multi-criteria optimization challenging and resort to an interactive approach of reevaluating 
their priorities once they’ve generated results. This often leads to somewhat subjective system designs that aim to 
balance solar fraction with economic benefits. The other most common design goal is to maximize solar productivity 
so long as NPV remains positive, however this is usually only used by one or two groups per year. 

From a design standpoint, the analysis structure somewhat limited the types of solar thermal systems explored. Only 
once since the introduction of the standardized mechanical system did a group present a combi-system – the rest are 
all domestic hot water only. At no point are students told they cannot study combi-systems, some are even encouraged 
when their location and goals make it more suitable, but the short course period, a desire to complete all level of the 
analysis, and no higher grade for the extra work makes it easy to simply add solar thermal to the hot water tank and 
avoid the extra headaches of replumbing the heating circuit. 

Conversely, the open nature of the CBL project leaves room for motivated and interested students to explore novel 
ideas and go beyond the standard analysis structure. One example, shown in Figure 2, is a case where students used 
the concept of a Pareto frontier, which was pulled in from a different course given in parallel, to display results and 
select a system balancing technical and economic factors. There have also been several groups who created their own 
multi-criteria index based on technical, economic, and environmental KPIs to remove seemingly arbitrary decisions 
when balancing non-comparable benefits. An important learning point with this approach is that the weighting of 
each KPI is also subjective, meaning the index does not escape the subjectivity of the decision, only hides it. In 
another case where the economic outcomes were not as positive, the students made a carbon pricing sensitivity 
analysis as part of a policy recommendation to encourage solar development in their region. The CBL structure helps 
to drive their own curiosity to do the extra work, even if it doesn’t necessarily lead to additional grading points. 

 
Fig. 2 - Example of a Pareto frontier used in the solar thermal analysis 

A limitation of the CBL format as it is applied here is that comparison between projects is often difficult or impossible 
due to the differences in design objectives, KPIs, and quality of analysis. One aim of the project structure is that 
students should see how design outcomes vary with the influence of climate and energy prices, expanding the scope 
of the project to all of Europe. This does happen to a degree, however if a group uses their own novel KPI or makes 
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a mistake in its application, then direct comparisons are not possible. At one point it was considered to require a 
certain set of KPIs to be used and reported ahead of the final seminar, which would make it possible to present all 
the results together and strengthen this part of the learning. However, mistakes would still be present, limiting the 
effectiveness, and it would take away from the problem formulation. The need to define the problem/goal for 
themselves is what distinguishes the course from being challenge based versus project based, which was considered 
more valuable than a quantitative comparison of each location. A qualitative comparison is still made as part of the 
closing comments of the final seminar and is sufficient given the wide range of uncertainty present in the results. 

5. Student Feedback and Lessons Learned 
In all KTH courses, student feedback is primarily collected using standard surveys sent out once final grades have 
been delivered. There are several versions of the survey with different lengths, and for this course the full 22 question 
survey has always been used. Students respond anonymously and are asked to score their agreement with a given 
statement from on a seven-point Likert scale ranging from “Strongly Agree” to “Strongly Disagree.” The wording is 
such that stronger agreement (i.e. higher scores) are considered positive, and the results are converted from a -3 to 
+3 rating in the survey to a 0 to 7 scale when reported to instructors. Students are also able to leave a general comment 
and specific comments for each question. In its six years, the course has garnered a strongly positive response with 
an overall score of 6.2. This is in part due to it being an elective (note the high score for Question 1 in Table 3), 
mandatory courses often get more criticism from those unhappy to be forced into it, but there are some common 
themes in the feedback related to CBL that support the high score.  

Table 3 lists the most relevant questions to CBL and the general structure of the project. Question 3 on being able to 
learn by trying their own ideas, is one of the core principles of the project and has received a high score of 6.4. Many 
students stated that they had never had a project or course designed in this way and that they found it very interesting 
and valuable. There are however a small number of students who found the whole concept very confusing and lost a 
lot of time just trying to understand how to approach the project. This is reflected in Question 13 on expectations, 
which still had a high average of 6.1, but also has a high variance. Students also found the course challenging in a 
stimulating way (Question 4) which ties back to the extra work they are willing to do to explore their designs. 

Tab. 3 - Sample of student survey questions with results from all six years (74 respondents out of 216 total) 

Question Minimum Weighted 
Average Maximum 

1. I worked with interesting issues 6.3 6.7 6.9 

3. I was able to learn by trying out my own ideas 5.8 6.4 6.8 

4. The course was challenging in a stimulating way 5.8 6.2 6.6 

5. I felt togetherness with others in the course 5.0 5.8 6.2 

13. I understood what I was expected to learn to obtain a certain grade 5.0 6.1 6.9 

21. I was able to learn by collaborating and discussing with others 5.8 6.2 6.7 

22. I was able to get support if I needed it 6.4 6.6 6.8 

A somewhat surprising result is the poor score on Questions 5 regarding interactions with fellow students. This is 
likely due to conflicts within project groups, which varies a lot year to year, and is a common limitation with group 
projects not unique to this course. It is also an issue of gender given that women have often (but not always) given a 
worse score for Question 5, in some years much worse. Question 21 has a much higher score and is likely based on 
the inter-group discussions that occur in the computer lab and in seminars. Comments on the mid-term seminar reveal 
that in the week leading up it is felt as a source of unnecessary stress given that the seminar is ungraded and comes 
relatively early in the design process. Students find it unusual to make a presentation where you might not even have 
results, just an assessment of the problem and their plan of attack to solve it. Afterwards, it is viewed as one of the 
most useful points in the project because they can see how others in the course are thinking about the problem and it 
can help them correct course or spark new ideas. Moving forward it is wise to take this positive collaboration found 
between groups and ensure that the same positivity is experienced within them. 

What is abundantly clear from both the survey score of Question 22 and the student comments is that instructor 
support is critical in a CBL project like this. The relative openness of the task means students can get lost quickly, 
and if a mistake is found late in the course it can mean many hours of last-minute re-simulation. This makes frequent 
and useful feedback is critical. The mid-term seminar is already mentioned, where the instructor makes the majority 
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of questions/comments during discussion, but students are also able to submit a mid-term report for more detailed 
feedback. Then there are the weekly consultations, which over the years have been found to be best when 30 minutes 
long. Too short and the students run out of time and/or the sessions run behind, too long and a lot of the instructors’ 
time is taken up. 

The CBL approach means each student group is on their own journey, which does require more time and mental 
effort of the instructors. When course numbers are relatively low (20-30 students) it is manageable, however there 
have been years with 50 students (16 groups) where it becomes challenging, and a teaching assistant is necessary. 
The same issue extends to examination, which is done via a 30-to-40-page report and 10-minute presentation that 
involves careful reading to extract methods and meaning such that fair examination on disparate learning aspects can 
be made. 

The overwhelming sentiment from students is that they wished they had more time. Not that the workload was too 
much, many state they spend the same or less amount of expected time on the course, but that they want more time 
to explore and contemplate. The short nine-week period means that they need to rush the analysis and make decisions 
sooner than they would like. The rushed schedule also leads to specialists forming within the group, where one or 
two take on solar thermal and the other(s) take PV, to make the project more efficient. With more time the students 
would have the ability to be more hands on with each technology if they wished.  

In addition to formal course surveys, informal interviews are made with one or two students each year and has also 
extended to students who have graduated and working in solar developers or engineering consultancies in Europe 
and North America. The interviews with students directly following the course largely reinforces the insights gained 
during the survey, with a bit more detail and nuance that can be used to adjust the course. The feedback from those 
working with solar in the field is that the techno-economic analysis needed is surprisingly easy thanks to their 
education and that it is the non-energy related factors that provide the greatest challenges in their jobs. They say that 
the experience of working a CBL project (referring to the course, not CBL by name) helps them assess and solve 
challenges tangential to their core discipline. 

6. Conclusions 
This paper presents a case study of challenge based learning as applied in a graduate level solar energy engineering 
course. Over its six-year lifetime, the course grew to become one of the most popular electives in the department 
with one of the highest student evaluation scores. Many students specifically mention the project format, with its 
real-world framing and flexible approach, as a particularly positive experience. Graduates have stated that critical 
thinking induced by the CBL format is particularly valuable in their careers, where the hard problems are often 
unstructured. The relatively individualized experiences of each student (or student group) mean that executing the 
course requires dedication from the instructor(s) to give timely and useful feedback, as well as be available for 
individual consultations. 

Actionable points of improvement from this case study are two-fold – to provide the maximum amount of time 
available for the course (i.e. a full semester) and to minimize the potential conflict within groups. The former is 
straight forward, the latter is more challenging. There will always be a distribution of priorities and motivation within 
students, so grouping them together, especially if they are unknown to each other prior to the course will always have 
the potential for conflict. There are potential solutions, such as shuffling groups during the course, but any solution 
needs to be considered withing the context of CBL such that the most valuable benefits are not lost. 

The death of the course is a product of solar energy’s success as a technology. Solar energy systems are now expected 
or even regulated on many new building developments around the world. Even prior to the 2022 energy crisis in 
Europe, the retrofit market was returning to prominence after a 10-year lull. Solar is now an integral part of building 
and urban energy systems and higher education programs/courses need to adapt (Witzig et al., 2016). The CBL 
format provides an excellent platform for students to learn about complex energy systems and their technical, 
economic, environmental, and social characteristics. CBL is recommended for course leaders hosting and developing 
sustainable energy courses/programs, particularly for prosumer energy systems. 

7. Acknowledgements 
I would like to thank the course examiner and my partner in building this course, Hatef Madani. Thank you also to 
Chris Bales and Bengt Perers, for providing excellent lectures on solar thermal systems during our early years, and 
to Viktoria Martin for providing lectures on solar energy storage. 

 
N. Sommerfeldt / EuroSun 2022 / ISES Conference Proceedings (2021)

1983



 

8. References 
Duffie, J.A., Beckman, W.A., 2013. Solar Engineering of Thermal Processes, Fourth. ed. John Wiley & Sons, Inc., 

Hoboken, NJ. 

Gallagher, S.E., Savage, T., 2020. Challenge-based learning in higher education: an exploratory literature review. 
Teaching in Higher Education 0, 1–23. https://doi.org/10.1080/13562517.2020.1863354 

IEA, 2021. Trends in Photovoltaic Applications (T1-41:2021). Paris. 

Kalogirou, S., 2009. Solar Energy Engineering: Process and Systems, First. ed. Elsevier Inc., Oxford. 
https://doi.org/10.1016/B978-0-12-374501-9.00001-7 

Kummert, M., 2016. Using TRNSYS in a Graduate Course on Solar Energy, in: Proceedings of the EuroSun 2016 
Conference. International Solar Energy Society, Palma de Mallorca, Spain, pp. 1–12. 
https://doi.org/10.18086/eurosun.2016.10.01 

Leijon, M., Gudmundsson, P., Staaf, P., Christersson, C., 2021. Challenge based learning in higher education– A 
systematic literature review. Innovations in Education and Teaching International 00, 1–10. 
https://doi.org/10.1080/14703297.2021.1892503 

Malmqvist, J., Kohn Rådberg, K., Lundqvist, U., 2015. Challenge-Based learning experiences, in: Proceedings of 
the 11th International CDIO Conference. Chengdu, Sichuan, P.R. China. 

National Renewable Energy Laboratory, 2020. System Advisor Model (2020.2.29). 

Nichols, M.H., Cator, K., 2008. Challenge Based Learning White Paper. Cupertino, California. 

Velasolaris, 2020. Polysun 11.2. 

Weiss, W., Spörk-Dür, M., 2021. Solar Heat Worldwide. IEA Solar Heating and Cooling Programme. 

Witzig, A., Wolf, A., Kunath, L., Alyaseen, A., Axthelm, R., 2016. Teaching Renewable Energy Systems by Use 
of Simulation Software: Experience At Universities of Applied Sciences, in In-Service Training, and from 
International Know-How Transfer, in: Proceedings of the EuroSun 2016 Conference. International Solar 
Energy Society, Palma de Mallorca, Spain. https://doi.org/10.18086/eurosun.2016.10.03 

  

 
N. Sommerfeldt / EuroSun 2022 / ISES Conference Proceedings (2021)

1984



 

Renewable Energy and PtX-Technologies in Education 

Birgit Steffenhagen1, Johannes Gulden1, Andreas Sklarow1, Romy Sommer1  
1 Hochschule Stralsund, Stralsund (Deutschland) 

 

Abstract 

To achieve the global targets opposing climate change, it is necessary to reduce CO2 emissions from fossil 
sources to negligible levels until 2050 at the latest. Thus, the energy demand of the industry, for mobility and for 
power supply must be covered predominantly by inherently volatile renewable sources. To ensure sufficient grid 
stability, various storage and reconversion technologies are needed. Power-to-X (PtX) technologies will play a 
central role in this effort and become an essential basis of our energy supply. The first step of the process is 
power-to-hydrogen, for which electrolysers in the gigawatt (GW) range are currently being planned or have 
already been realized. Designed as highly dynamic loads, they take over essential functions for balancing smart 
grids and supplementing the secondary and minute reserve that can be represented by intelligent power 
converters and battery storage. Our university has been engaged in the development and operation of Power to 
Gas (PtG) for more than twenty-five years through various industrial research, regional development projects, as 
well as practical study programs. We combine laboratory training at industrial plants with various student 
projects, such as the ThaiGer-H2-Racing Team who built the currently most efficient hydrogen prototype with a 
consumption of only 8,04 grams of hydrogen per 100 km. The multiple use of these systems for research and 
educational purposes combined with the motivation and experience of the staff allow a very instructive, hands-
on and cost-effective education in the field of PtX technologies and their contribution to grid stability. 

Keywords: Education, renewable energy, PtX technologies, PtGas, Power-to-Hydrogen, energy storage, fuel 
cell applications, smart grids, ThaiGer - light weight race car 

1. Introduction 

In the future, we will be confronted with enormous challenges converting the generation of energy to rely on 
renewable sources, the supply of energy via smart grids, and new mobility concepts. The grid infrastructure, 
built over a period of more than a century to support conventional centralized power generation, must now meet 
the challenges created using renewable energy. With the help of modern IT applications as well as the 
integration of modern storage solutions and technologies for sector coupling, intelligent energy supply networks 
can be created that will secure transnational and local energy supply in the future. This demanding goal requires 
networking of the protagonists in industrial realization, research and education regarding the mandatory 
fundamental changes in society. These topics have to be reflected in a practical student education, so that the 
demand for specialists for these enormous challenges can be met. At the focus of all activities there is the vital 
question of how we can foster the students' intrinsic motivation to continue working in this innovative field and 
to develop a sustainable power supply and mobility solutions for various applications.  

2. Ptx technologies and Sector coupling 

On the one hand, future smart grids will have to automatically activate storage facilities or switch off suitable 
consumers in the rare case of a supply deficit of regenerative energy. On the other hand, when there is a surplus 
of renewable energy, the power grid will have to be managed in such a way that the energy requirements of the 
heating sector, mobility, and the demand for materials in industrial production can be met without carbon 
dioxide emissions and at minimum cost. This is referred to as sector coupling. Concerning energy consumption, 
efficient conversion technologies will be necessary in various areas such as the production of electricity, heat 
supply, mobility, and the chemical industry, as there is a need to decarbonize almost all processes which are still 
based on fossil raw materials. This requires suitable storage capacities in the form of hydrogen, methane, and 
liquids such as methanol or ethanol since gases and liquids can be stored easier than electricity. Highly efficient 
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and cost-effective conversion processes are to be preferred to avoid a future surge of energy costs. In this 
respect, existing infrastructures must undergo testing for their use and energetic system short circuits must be 
avoided. 

Therefore, power-to-heat (compare (1) in Fig. 1) with direct heat generation such as the electric heating of heat 
storages for district heating systems possibly advanced heat pumps with a coefficient of performance (COP) of 
up to 4 using heat from the environment or the direct power supply of electric railroads and the charging of 
battery vehicles often involves smaller conversion losses than PtG technology. However, PtG ((2) in Fig. 1) can 
solve the storage problem very advantageously with the first step (PtH = Power to Hydrogen) producing 
hydrogen using electrolysers as a storable energy rich gas. Hydrogen can be used in a variety of direct and 
highly efficient ways in fuel cell vehicles such as cars, trains, ships as well as for decentralized power supply. 
Power-to-power refers to short-term electrical battery storage for primary control of power grids in the hourly 
range but also in the minute range using intelligent power electronics. Since power-to-power in the long-term 
range is only possible with a maximum efficiency of 30%, this technology must be kept to a minimum by the 
intelligence of the grid control in smart grids [Gamallo, 2007]. Chemical long-term storage with hydrogen (PtH 
+ HtP) or synthetic methane amend the technological spectrum. The use of bioenergy completes this overview. 
Bioenergy provides biofuels for mobility and biomethane for CHP plants. However, the economically 
exploitable potential of bioenergy in Germany is only about 25 % of the total energy demand. [FNR e.V.] 

 
Figure 1: Ptx technologies for sector coupling and some storage options [Steffenhagen et al. 2018] 

3. Local and international research projects and infrastructure of the 
Stralsund University of Applied Sciences 

3.1. Research activities in the field of renewable energies and Ptx technologies 

The educational opportunities of the Stralsund University of Applied Sciences have developed since 1994 in 
close connection with the establishment of the interdepartmental complex laboratory Alternative Energies. It 
constitutes the central scientific institution of the Stralsund University of Applied Sciences, the Institute for 
Renewable Energies (IRES) and the Institute for Environment e. V. The Institute for Regenerative Energy 
Systems (IRES) is focused on research in the fields of conversion, generation, storage and utilization of 
renewable energies and hydrogen as well as the automation of the associated systems. The question of how to 
utilize wind and solar power (solar thermal and photovoltaics) bioenergy as well as hydrogen including the 
associated manufacturing technologies, materials research and system integration, are the subject of applied 
research. Which is usually carried out in cooperation with companies and research institutes in the state. This 
particularly includes the work on PEM and SOFC fuel cell systems, e.g. for the maritime sector. The analysis 
and design of infrastructure scenarios regarding hydrogen/ methane storage and distribution have been and 
continue to be the basis of research work on hybrid power plants, modular energy container solutions, storage 
concepts and the grid integration of renewable energies. 

Some of the latest research projects will be briefly explained below. The project MethaCycle for example 
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investigated the possibilities to produce methanol from renewable hydrogen and carbon dioxide. [Gulden et al. 
2021] The methanol was supposed to be handled in a cycle so that the carbon dioxide could be used with 
hydrogen again. 

In the project ELMAR the Institute for Renewable Energy Systems was looking at the different possibilities to 
use electric propulsion for maritime applications, specifically in the southern Baltic region, and the missing links 
in the supply chain of small and medium-sized local enterprises were analyzed. [Voss et al. 2020] HyStarter had 
the goal to create a network of the necessary key players regarding a hydrogen infrastructure in the region 
Stralsund/Rügen, which led to the funding of the HyExperts project, which now investigates the needed steps to 
implement the infrastructure in the region. Led by the INP in Greifswald the CAMPFIRE project explores the 
prospects of ammonia as a hydrogen storage medium. The contribution of the IRES is the analysis of the needed 
components for an ammonia-propelled ship. To generate these huge amounts of green hydrogen offshore wind 
farms are a viable option. In the project PowerH2 we investigate methods to transport the generated energy 
ashore from water. In this respect a hydrogen pipeline seems feasible. [Hayduk et al. 2022]  

The focus of the research network "Netz-Stabil", consisting of research groups from the University of Rostock, 
Stralsund and Greifswald, was on solving problems related to energy transition as part of the excellence research 
program of the federal state of Mecklenburg-West Pomerania. One of the challenges was the volatility of 
renewable energy sources. These fluctuations cause instability in the electrical power grid and therefore threaten 
the balance between generated and consumed energy. Another problem is the increasing use of drives coupled 
with inverters. As a consequence, grid frequency and power consumption are decoupled which leads to a 
decreased self-regulating effect of the grid. In this context, the project group at Stralsund University of Applied 
Sciences conducted research on suitable storage technologies as well as storage management and built a hybrid 
energy storage system (HESS), including the necessary power electronics and control algorithms. [Bierhoff et 
al.] Combining lithium-ion batteries with double-layer capacitors, the focus of this storage system is on short-
term volatility due to renewable energy sources in the range of milliseconds to hours. The HESS was combined 
with a test bed to simulate volatile energy sources such as wind and solar power plants. This then allowed 
studies to be conducted on the design of individual storage components and to find optimal operating strategies 
for real wind and solar farms. [Soliman, Bierhoff, 2022,a,b]. Figure 2 shows the basic setup of a possible 
application in which the HESS is combined with a wind turbine to compensate for power fluctuations. The 
prototype has a capacity of about 25 kWh and a peak power of about 150 kW. 

 
Fig. 2: Hybrid Energy Storage System [Steffenhagen et al. 2018] 

The aforementioned topics of applied research are not only comprehensively conveyed in teaching, but they also 
pose challenging topics for student projects as well as bachelor's and master's theses as a prerequisite for a 
subsequent career. The equipment developed or acquired in these research projects serves as the basis for 
student laboratory practicals on state-of-the-art technology.  

3.2. Modernization of the complex laboratory to the SMART-GRID-LAB 

As early as 1993, the Integrated Energy System Laboratory (Complex Laboratory) was established as a 
multidisciplinary laboratory with state-of-the-art industrial equipment for the research area of renewable 
energies, it was continuously expanded and modernized to become a Smart Grid Laboratory last year. With its 
new switchgear, it enables the intelligent and open networking of energy generators, storage facilities and 
consumers, realistic upscaling in the simulation area as well as studies on sector coupling. The complex 
laboratory was constantly extended by new equipment. Starting in 1996, a wind-PV-hydrogen chain with grid-
connected reconversion (the first plant worldwide with components from 10 - 100 kW) was installed. It served 
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as a research, experience and teaching platform for hybrid energy and storage solutions. Furthermore, it is used 
to operate our CHP in natural gas-hydrogen mixed gas operation in addition to testing and developing PEM and 
SOFC fuel cell systems including their components. The laboratory itself consists of  the following individual 
systems(Fig. 3): A Stirling engine [50 kWth and 10 kWel], a catalytic hydrogen boiler [21 kW], a biomass 
boiler [50 kWth], an adsorption refrigeration system [10 kW] with a solar thermal system [40 kW], and fuel cell 
systems [20 W ... 2 kW]. Since 2020, a lithium-ion battery storage component [10 kWh] complements the whole 
system, which is important in terms of grid stability. Thus, the complex laboratory is equipped with 
sophisticated devices and systems from all areas of renewable energies and storage technologies.  

The switchgear technology of the Complex Laboratory was put into operation in 1995 with the establishment of 
the laboratory. Although the system was repeatedly optimized and adapted to the requirements of laboratory 
operation and for teaching purposes, and the individual systems including the associated measurement and 
safety technology of the laboratory were adapted as well as expanded to the corresponding state of development, 
it no longer met the requirements of a future energy supply to intelligently link consumers and generators. 
Therefore, the idea was born to equip the IRES research and training laboratory, which consists of various 
renewable energy generator and storage technologies as well as different consumers, with SMART-GRID 
functionality. The SMART-GRID-LAB at Stralsund University of Applied Sciences could then be put into 
operation in 2021. The intelligent and open linking of generators, storage units and consumers now enables 
realistic upscaling in the simulation area. With the new switchgear technology, the interaction of renewable 
energy suppliers with storage facilities and energy consumers can now also be investigated during a 
comprehensive sector coupling. This makes it possible to accompany the introduction of regional smart-grid 
solutions directly and soundly by grid operators, but also to map research and training in the field of PtX 
technologies in a smart-grid environment. The University of Stralsund is furthermore planning to connect other 
specialist laboratories of the university in the energy and automation sector with the SMART-GRID-LAB to 
form a cross-functional platform, so that they can communicate and exchange data via the platform. The 
students are thereby able to directly access the Complex Laboratories plant technology via the communication 
interfaces. This includes the configuration of hybrid power supply solutions, their parameterization, experiment 
planning/ sequencing and the associated data evaluation.  

 
Figure 3: Structure of the IRES-Laboratory of Integrated Energy Systems (KAE) at Hochschule Stralsund 

The authors plan to expand the SMART GRID LAB later to make data interfaces available to the cooperating 
energy suppliers and thus to significantly increase the consistency in the processing of highly particular tasks of 
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the industrial partners. An outstanding performance in controlling and logging the process is critical for the 
analysis of the interaction between individual system components and consumers within a SMART-GRID. The 
system offers update times of 1 µs per I/O module at local bus level. With the higher-level PROFINET bus 
system, the processes can be run and analyzed in real time. Modbus TCP and Modbus RTU are used to 
communicate with the devices and systems  (see Fig. 4). Thus, the automation system of the research laboratory 
is state of the art. It now provides the basis for implementing the intended functionality of the SMART-GRID as 
a laboratory platform. The components interacting within the SMART-GRID-LAB network can be configured, 
adapted, controlled and evaluated with regard to their operating behavior by remote access via the network with 
the aid of the implemented control technology and the visualization system in accordance with the experimental 
tasks. New components can be added at any time due to the modular design. 

The system configuration complies with the following specifications: 
 Performance on local bus level with update times of 1 µs per I/O module (transmission of fast samples 

according to standard part IEC 61850-9-2) 
 Real-time capability according to IEC 61850 
 PROFINET at the programmable logic controller level according to IEC 61850 
 Modbus TCP and Modbus RTU on the communication level between the devices and systems of the lab 
 Use of industry standard components to ensure reliability considering the high loads which are to be 

expected, compatibility of individual components with each other. 

With this new modular automation concept, extensive data acquisition is possible and thus constitutes the basis 
for innovative research and training. 

 
Figure 4: Overview Integrated Energy System Laboratory - Electricity [Steffenhagen et al. 2018] 

4. Education in Renewable Energy, Ptx technologies and E-Mobility  

4.1. Development and overview of various education programs  

To meet the growing demand for specialized personnel, our university has a long tradition of research and 
education in renewable energy and hybrid energy systems management. Various educational formats have been 
developed. These include a German-language bachelor's program in renewable energy since 2009 and a 
German-language master's program in electrical engineering with a specialization in renewable energy since 
2007, as well as an English-language master's program in renewable energy and E-Mobility since 2018. This 
master's program also promotes international cooperation with our partners in Europe, Thailand and South 
America. For shorter study visits of international students, we have a postgraduate program in renewable energy 
and hydrogen technology since 1997 (offered in English language, five months in winter semester) and a two-
week international spring school in English for students from our partner countries. 
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A high level of practical relevance and the associated motivation of the students play a very important role in the 
training. By means of interdisciplinary student projects, such as the ThaiGer-H2 Racing Team, a practical 
education had to be ensured. The fact that said team is able to participate in international competitions achieving 
excellent results provides a boost to motivation. Since 2008, our team has been competing in the Shell Eco-
Marathon. In the "Hydrogen Fuel Cell Prototype" category we obtained first place four times in a row between 
2018 and 2022. The goal of this competition is to achieve minimal fuel consumption during a race lasting 39 
minutes at a speed of approximately 25 km/h. Building and driving the race car encourages interdisciplinary 
teamwork and multicultural thinking. The race car project is also covered during spring school and team 
members work as tutors during lab experiments. In this way, both the spring school participants and the team 
members can gather experience and the students' motivation to deal with new technologies is promoted. 

In order to raise pupils’ interest in renewable energies and related technologies as well as new mobility 
concepts, we have long maintained close contacts with local schools. We started with a hydrogen truck model 
built by pupils and students. We also organize project days on a regular basis where pupils can access this new 
technology in practical experiments. Since 2017, a school team named "GreenDrive" has also been participating 
in the Shell Eco-Marathon with a battery-powered race car in the category "Prototype Battery Electric". In 2022 
their efforts were rewarded with a fourth place in Nogaro (France). Another accomplishment of this engagement 
is that the first student members of this team have started their studies at our university. 

4.2. Bachelor Programms 

At the same time as the Complex Laboratory was being constructed and the research focus on renewable 
energies and hydrogen technology was being established, teaching concepts were being developed. Initially, 
modules from the field of renewable energies and hydrogen technologies were included in the diploma program 
and later in the bachelor's program in electrical engineering. In 2009, we started a standalone cross-faculty 
bachelor-study-program "renewable energies" with two specializations: electrical and thermal energy systems. It 
contains additional scientific and mechanical engineering fundamentals and offers more scope for regenerative 
energy converters and systems, energy storage, hydrogen technology and fuel cells as well as the associated 
plant engineering. Furthermore, energy efficiency issues are considered. The program has a duration of seven 
semesters and is graduated with a Bachelor of Science (B.Sc.) degree. It was successfully reaccredited in 2019 
by the Accreditation Council until September 30, 2027. It is a practical degree program, which is accompanied 
by extensive laboratory training, student projects and a twelve-week practical phase in the seventh semester. 
This ensures optimal starting conditions in the industry. The curriculum is structured as follows: 

1. Natural science basics 
mathematics I and II, physics, thermodynamics and fluid mechanics, modeling and simulation 

2. Technical basics 
electrical engineering I, II and III, electronics, mechanics, construction and materials, PLC 
programming and actuator technology, measurement and sensor technology, control engineering, 
process engineering 

3. Specialization renewable energy 
fundamentals of energy conversion, hydrogen technology, fundamentals of solar systems, energy 
efficiency, energy management (plant design, energy economics, energy storage), regenerative energy 
converters I (geothermal, wind, hydropower), regenerative energy systems. 

4. Interdisciplinary qualifications 
scientific work, technical English, presentation and rhetoric, business administration, integrative 
elective module 1 out of 3 (project management, environmental management/environmental law, 
environmental engineering) 

5. Specialization 
Electrical energy systems: electrical machines, power electronics, electrical power generation, 
electrical power supply, low voltage systems, high voltage systems, elective module. 
Thermal energy systems: electrical machines and power electronics, thermal energy systems I and II, 
regenerative energy converters II, fluid machinery, two elective modules. 

6. Finishing study work: Project work, practical phase in a company, bachelor's thesis with colloquium 

4.3. SpringSchool and Postgraduate Course in Renewable Energy 

For study visits of international students, we established a one-semester postgraduate course in renewable 
energy and hydrogen technology as well as a two-week international SpringSchool in English. We started the 
SpringSchool as early as 1992. 30 years ago, the use of hydrogen as an energy storage medium in combination 
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with renewable energy sources was a rather fictional idea, still far away from functional applications. Therefore, 
we invited scientists from Sweden, Argentina, Poland, and Norway and some of their most enthusiastic students 
to come and collaborate with us. This scientific fiction has become a reality. Participants from various countries 
look forward a varied program with practice-related experiments and interesting excursions every year.  

The Spring School was funded by the Erasmus Program of the European Union from 1992 to 2014 and received 
the European Award for SpringSchool in 2008. This placed us among the top ten ERASMUS intensive 
programs out of more than 200 in Europe, and at that time we were the only program dealing with renewable 
energy and hydrogen technology [Bauch 2011]. After that, we were able to secure financing from the university 
and continue this successful tradition. Participants only have to pay a small contribution for room and board. 
Over the years, we have adapted the content of the SpringSchool to the current state of knowledge and 
incorporated the work of researchers and lecturers from our partner universities. The current title, FUSES+ 
(FUture Sustainable Energy Supply) based on renewable energy and hydrogen technology, is a combination of 
an in-depth introduction to hydrogen, fuel cells and system automation, extended by current developments in 
renewable energy sources, power quality and electric mobility. In April 2022, the 29th SpringSchool was held 
with lecturers and students from Finland, Norway, Brazil, Lithuania, and Poland to share our knowledge with an 
international community. 

As we aimed at deepening the cooperation with our international partners and enabling the students to prolong 
their stay at our university, e.g. within the European Erasmus exchange program or with the help of our partners 
from Thailand, we established an international Postgraduate Study Course in 1997. This one-semester intensive 
course between September and February is designed to deal with future issues of ecological relevance, which 
allows students from Spring School to come back to our university and deepen their knowledge. Initially, we 
were not yet able to offer a full master's program and thus this intensive course could help to meet the growing 
demand for engineers in the field of renewable energy. This program still exists today. It is suitable for final 
year students as well as PhD students of technical fields from Germany and abroad [Luschtinetz et al]. Since this 
study course promotes international cooperation students have arrived from the European Erasmus exchange 
program, from South America sponsored by the DAAD, and from partner universities with which the University 
of Stralsund made bilateral agreements. Moreover, even postgraduates and company workers attend this study 
course. Some participants then stayed for another semester and did research at our IRES institute or completed 
special trainee programs in their own countries up to the PhD degree. The course program is constantly adapted 
to current developments and currently includes the following topics: environmental energy management, 
hydrogen technology, fuel cells, hydrogen laboratory, bioenergy, wind power plants, solar energy 
(photovoltaics, solarthermal energy), power systems technology and electrical power quality, a Small Project 
and an Energy Excursion Program. An examination completes the course and students, if they pass, can obtain a 
maximum of 30 ECTS credits, which are then accepted at the home university. 

4.4. Master’s Programmes 

Motivated by the great interest of the students in the previous international programs, we established a new 
specialization in renewable energy in our German-language master's program in Electrical Engineering in 2007. 
Initially, we focused on the field of renewable energy and hydrogen technology and started with modules such 
as Solar Systems, Wind Power, Electrochemistry, Fuel Cell Systems, Hydrogen Technology, CHP Systems and 
Bioenergy, and renewable energy Systems. Later, modules were added from the field of drive technology and 
alternative emission-free drive concepts. Most of the modules include laboratory training or the students work 
on their own projects, so that the training is very practical. Although this requires a great deal of supervision, it 
helps to motivate students, promotes independent work as well as group work, and optimally prepares students 
for a later career in science and applying their knowledge. 

The program is addressed to students with a bachelor's degree in electrical engineering or related courses of at 
least 180 ECTS. The duration of the program is three semesters and yields 90 ECTS credits. Students graduate 
with the academic degree of Master of Science (M.Sc.) which generally qualifies for admission to a doctoral 
program at a university. The lectures are delivered in German and English. The Master's program was 
successfully accredited by the Accreditation Council in 2022 until September 30, 2030. In the first semester, 
which is usually the summer semester, mainly basic knowledge on a theoretical level is taught. However, it also 
includes an elective module with a practical background in addition to an integrative elective module called 
"Project Management". The winter semester is used for specialization in areas such as hydrogen technology, 
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fuel cells, bioenergy, solar systems, wind turbines, electromobility, alternative non-fossil mobility, vehicle 
management systems, power electronics, special problems of drive technology, modern methods of control 
engineering and automation technology. The winter semester consists mainly of application-oriented elective 
modules where the lecture language is usually English. The winter semester is often used as a sandwich 
semester in Master’s/PhD study programs by foreign students. Students can enroll in either the summer or 
winter semester. The study schedule starting in the summer semester can be seen in Figure 6. When enrolling in 
the winter semester, the first two semesters are reversed. Based on the postgraduate course "Renewable Energy 
and Hydrogen Technology" several f international cooperations with different countries like Thailand, Russia, 
Poland, Brazil, Norway and Finland have developed. Following that path, a desire to deepen the cooperation 
arose and to enable double degrees as well. To accomplish this, however, we needed not just a single semester 
in English, but an English-language master's program in renewable energy. In the development of this new 
English-language master's program, our many years of international experience with English-language events 
with our international partners on site, were eminently useful. Additionally, the master’s program of “Electrical 
Engineering” with a focus on renewable energies as well as the postgraduate course "Renewable Energy and 
Hydrogen Technology" have been incorporated. In addition to modules dealing with the use of renewable 
energy sources and hydrogen technology such as solar radiation in PV and solar thermal systems, biomass, wind 
and hydropower as well as the use of hydrogen as a storage medium, we established a new focus on electro 
mobility, a highly innovative, fast-growing and future-oriented sector in Germany and abroad. 

 

Figure 5: Curriculum Master Electrical Engineering, specialization renewable energy 

The electrification of the automobile in combination with hydrogen as a storage medium can be an important 
step toward making mobility more environmentally friendly in the coming decades and maintaining the 
competitiveness of our automotive industry. The new study program, in which the first students enrolled in 
2018, addresses these future topics and helps to meet the growing demand for engineers. There is no equivalent 
range of courses in northern Germany. The master's program "Renewable Energy and E-Mobility" is aimed at 
students with a bachelor's degree in electrical engineering, mechanical engineering or related courses or physics. 
It is offered in a three- and four-semester option, as foreign students often come to us with a bachelor's degree of 
180 ECTS. The four-semester option includes either additional practical or study semesters. Enrollment for the 
previously mentioned course starts only in the summer semester, the course with a duration of three semesters 
can be begun in summer and winter semesters. In addition to compulsory modules based on mathematical-
technical fundamentals as well as interdisciplinary qualifications, such as energy and environmental 
management or quality management in the automotive industry, application-specific knowledge is taught in both 
compulsory and elective modules in the two focus areas. The student can choose from elective modules in the 
areas of renewable energies or e-mobility as well as independent elective modules to also acquire inter-
disciplinary or in-depth electrotechnical expertise. In the final semester, students work on their master's thesis. 

Since the range of courses we offer is not limited to students with a degree in electrical engineering, we thought 
it is crucial to give students with a mechanical engineering degree, for example, the opportunity to acquire any 
specialist knowledge they might lack, especially in the field of electromobility. At first, we left it up to the 
students to compensate for any technical deficits through independent elective modules. However, the students 
did not make sufficient use of this option, which led to problems in the more advanced modules. For this reason, 
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we have adapted the modules in the first semester to match the underlying bachelor's degree. Thus, the module 
"Power Electronics" does not have to be taken by students who have already completed the module in the 
bachelor's degree. These students can then choose a different elective module. In addition, students who come to 
us with a bachelor's degree in mechanical engineering must take the module electrical energy transmission and 
conversion as a first elective module. This decision was made by the admissions committee. Since the level of 
proficiency and the knowledge imparted to foreign applicants vary significantly, we have introduced the 
following admission requirements step-by-step: 

 Bachelor's degree in electrical engineering, power engineering, renewable energies, mechanical 
engineering, physics or related subjects  

 Proof of knowledge in the following fields with a minimum of: 
- Measurement technology at least 4 SWS or 5 ECTS- Control engineering at least 4 SWH or 5 ECTS 
- Fundamentals of electrical engineering at least 4 SWH or 5 ECTS  
- Electrical machines at least 2 SWH or 3 ECTS 

 Proof of English language skills at B2 level  

 Grade point average of at least 1.8 in the first degree 
(With a grade point average of 1.9 to 2.3, a case-by-case assessment is made based on a letter of 
motivation and other documents) 

The master's program is in very high demand. We have between 400 and 700 applicants for the four-semester 
version in the summer semester. This master's program enables us to deepen existing international 
collaborations and to find new cooperation partners, e.g. in Brazil. The curriculum of the master’s program 
"Renewable Energy and E-Mobility" in the three-semester-option is structured as follows: 

1. Mathematical-scientific basics: modelling of physical systems, system theory 
2. Specialized technical bases of renewable energy technology: 

renewable energy systems, methods of power engineering, power electronics 
3. Application-oriented knowledge: (elective modules, min. four modules must be chosen)  

current topics of renewable energy, solar systems, wind power plants, hydrogen technology, fuel cell 
systems, control of electrical drives, sustainable non-fossil mobility, advanced power electronics, 
project seminar e-mobility, vehicle management systems, vehicle simulation & test drive 

4. Interdisciplinary qualifications: quality in automotive industry or energy and environmental 
management 

5. Master’s thesis 

 

Figure 6: Curriculum Master Renewable Energy and E-Mobility, 4 semesters without internship semester 

In the four-semester version, students can choose to complete an internship semester in the third semester or 
choose three independent elective modules and complete a project thesis. 

The following modules are available as independent electives: selected topics of control engineering, electrical 
energy Conversion und Transmission, International Accounting, Human Resources Management, German as a 
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foreign language I and II (A1 or A2 level) and all application-oriented modules. The students are involved in 
various student projects such as the ThaiGer and also in current research projects, which enhances motivation 
and independent work. The practical semester, which is chosen by many students, makes the education 
particularly hands-on and the students are well-prepared for their careers to come in this field of future 
relevance. 

5. Light weight race car projects 

5.1. ThaiGer - a student project 

The ThaiGer-H2-Racing Team is a student team at the Stralsund University of Applied Sciences, which has 
been developing and building hydrogen-powered prototype vehicles for over 14 years. With this international 
team our university managed to acquire a lot of experience motivating young students to develop and implement 
new technologies. This successful project started in 2008 with students from Thailand, Spain, Poland and 
Germany in Stralsund, hence the name ThaiGer (Thailand + Germany). Students from the international 
postgraduate course and later also from the Renewable Energy and E-Mobility (REEM) master's course have 
worked in this team and participated in competitions across Europe. The cross-faculty and interdisciplinary 
collaboration promotes the multicultural and interdisciplinary idea of the study program. Currently, the team 
includes about 30 students from the Stralsund University of Applied Sciences, coming from all faculties and 
different study programs. However, the students are united by one thing - the goal of building the most efficient 
hydrogen-powered vehicle for the Shell Eco-marathon in the "Hydrogen Fuel Cell Prototype“ category. 
Annually, the ThaiGer team competes in the largest efficiency competition, the Shell Eco-marathon Europe, and 
has won first place in the "Hydrogen Fuel Cell Prototype“ category in 2017, 2018, 2019 and 2022. All vehicles 
compete in their respective categories, on a racecourse of approximately 16 km to determine the most efficient 
vehicle. The course must be completed at an average speed of 25 km/h in a given time. The vehicle with the 
lowest fuel consumption wins the race. 

Our team improved gradually each year and in 2016 took second place with the result of 2029 km with one litre 
of gasoline equivalent. In 2017, with the new very light ThaiGer VI race car (23 kg), the team improved again 
and took first place ahead of the team from Turin, which is sponsored by Ferrari. A significant weight reduction 
was achieved by a new monocoque frame made of carbon fibre and the power train was revised, too. In the first 
victory in 2017, hydrogen consumption was 17.8 litres, which corresponds to 880.5 km with one cubic meter of 
hydrogen or a range of over 2600 km with one litre of gasoline equivalent. The ThaiGer VI also competed in the 
following two years, 2018 and 2019, and again performed exceptionally well in 2019 with 1083 km/m3 of 
hydrogen, comparable to a range of 3295 km with one litre of gasoline equivalent. 

After the Corona break, the ThaiGer team returned to Nogaro (France) as defending champions in 2022. The 
goal of becoming European champion for the fourth time in a row was achieved with an excellent result. For the 
2022 Shell Eco-marathon in Nogaro, the team developed a new vehicle the ThaiGer 7. The monocoque frame 
was made completely of carbon prepreg. Compared to its predecessor it was now 25 cm shorter, its weight was 
reduced, and the aerodynamic behaviour was improved. The new design of the ThaiGer 7 vehicle is striking, 
reflecting the function of the fuel cell. The front part of the vehicle features hydrogen and oxygen molecules, 
which are torn into individual atoms by the blue lightning bolts. After releasing energy, the atoms then connect 
to form water at the rear of the vehicle. 

In addition, the fuel cell system was particularly optimized to achieve higher efficiency. The fuel cell itself is 
constructed from bipolar plates and membranes that were purchased externally. The end plates for the FC stack 
were developed by the team and are made of carbon. The fuel cell is the main energy supplier in the vehicle and 
is supported by a small supercap battery. Furthermore, the membrane pumps for the air supply were replaced by 
a self-developed, more efficient side channel blower. Moreover, a two-phase cooling system for the fuel cell 
was developed and manufactured as part of a bachelor’s thesis. In contrast to the old water cooling system, the 
new cooling system does not require a circulating pump, which has made it possible to reduce self-consumption 
and weight. The race car is propelled by a highly efficient permanent magnet axial BLDC motor (brushless DC 
motor) which was developed and manufactured as part of the team's project and a final thesis. The motor is 
integrated into the rear wheel, which is made of carbon. Due to the construction method and the renouncement 
of iron package, an efficiency of over 95% could be obtained.  

 
B. Steffenhagen et. al. / EuroSun 2022 / ISES Conference Proceedings (2021)

1994



 

 

Figure 7: ThaiGer-Team with ThaiGer 7 in 2022  

A new pressure reducer (see fig. 8) was also designed for the race, which won the Technical Innovation Award. 
The Technical Innovation Award is presented as an off-track award alongside the main race. The device reduces 
the pressure of hydrogen from a gas cylinder with 200 bar to the 0.3 bar which constitutes the pressure required 
for the fuel cell. The two-stage pressure reducer is equipped with two pressure relief valves as well as a solenoid 
valve and pressure display. Weighing roughly 300 grams, the pressure reducer is much lighter and more 
compact than conventional fittings. 

 

Figure 8: New pressure reducer (own development) of the ThaiGer 7 

This development certainly contributed to the victory. But just as important in the end, however, was the team 
spirit and its close cooperation. With 1118 km/m³ of hydrogen, the ThaiGer-H2-Racing team won the European 
championship title for Stralsund and was far ahead of the second-place team, H2politO from Italy's Politecnico 
Di Torino, which achieved 899 km/m³ of hydrogen. The hydrogen category is considered the supreme discipline 
of the competition and requires a great deal of skill and know-how. Thus, out of the twelve teams that competed 
in this category, only five teams managed at least one valid scoring run. 

5.2. GreenDrive 

Collaboration with local schools has long been proven to motivate pupils to get involved in green technology 
and new mobility concepts, as well as to study at our university later on. For example, since 2016, students from 
the ThaiGer team have been supporting the "Greendrive" school team from the secondary school "Schulzentrum 
am Sund". Their goal was to compete in the Shell Eco-marathon with a battery electric vehicle in the "Prototype 
Battery Electric" category. The pupils who developed the car in collaboration with Stralsund University of 
Applied Sciences were delighted to come in fourth this year with a result of 682.9km/kWh.  

The ten pupils normally come to the university once a week for two hours with a supervising teacher. Just 
before the Shell Eco-marathon, they were present more often, naturally, including Saturdays. The student team 
was founded in 2016 and first converted the old vehicle, the ThaiGer V, to an all-electric drive. Putting it into 
practice, the team participated in its first race at the Challenge Event in Le Mans, France in 2017. The Challenge 
Event is a small-scale Shell Eco-marathon for new teams and is also organized by Shell. The Greendrive team 
was able to qualify for the big Shell Eco-marathon the following year in 2018. The school team was able to 
repeat that success in 2019 and 2022. In 2022, the pupils competed with the same monocoque frame as the 
ThaiGer7 but with green flashes and wheels. The vehicle is powered by a small lithium polymer (LiPo) battery. 
The weight of the entire vehicle is 18 kg. This made it the lightest vehicle competing in the Shell Eco-marathon 
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by far. It is even 4 kg lighter than ThaiGer 7 because the fuel cell system, hydrogen bottle, supercap battery etc. 
were replaced by one small battery. Furthermore, the same wheel hub motor was used as in ThaiGer 7. The 
motor, which is already in its third generation, was largely manufactured by the pupils themselves as part of a 
MINT project. The precision of the manufacturing process was improved compared to the old motor, which 
made it possible to reduce the air gap between the magnets and the winding and increase efficiency. Compared 
to 2019 in London, the result was improved by 10 km/kWh on a much more challenging racetrack in Nogaro. A 
total of 25 teams registered in this category and 17 teams managed at least one scoring run. [Greendrive, 2022] 

6. Summary  

Various factors play a role in the education of students in the use of renewable energy sources, PtX 
technologies, smart grids, and electric mobility. On the one hand, this includes the acquisition of suitable 
teaching staff, sufficient laboratory equipment as well as practical research and cooperation with regional 
industry. Nonetheless, the interaction of all stakeholders involved to enhance the motivation of the students is an 
equally significant aspect. The education of students, research, industrial cooperation with regional partners and 
public commitment should be developed at the same time in a sustainable way, as all aspects involved mutually 
benefit each other. By using equipment created or acquired through research projects in teaching, from publicly 
funded research equipment to self-made prototypes and small test beds, costs can be minimized and additional 
experience can be gained for the next steps in the process of research. Students being responsible for their own 
projects as well as laboratory training on all available equipment embedded in all educational programs, enable 
practical training and promote student and lecturer motivation. Due to the early entry into PtH and PtP 
technology in research and teaching 30 years ago, the Stralsund University of Applied Sciences was able to 
provide many impulses for industrial use and the training of engineers in the field of PtX technologies. 
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